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Summary

In the context of detecting changes in structural systems, several vibration-based
damage detection methods have been proposed and successfully applied to both
mechanical and civil structures over the past years. These methods involve comput-
ing data-based features, which are then evaluated in statistical tests to detect damages.
While being sensitive to damages, the data-based features are affected by changes in
the ambient excitation properties that potentially lead to false alarms in the statisti-
cal tests, a characteristic that renders their use impractical for structural monitoring.
In this paper, a damage detection method is presented that is robust to changes in the
covariance of the ambient excitation. The proposed approach is based on the Maha-
lanobis distance of output covariance Hankel matrices, which are normalized with
respect to possibly changing excitation properties. The statistical properties of the
developed damage feature are reported, and used for efficient hypothesis testing. Its
robustness towards changes in the excitation covariance is illustrated on numerical
simulations and successfully tested on a numerical offshore foundation model.
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1 INTRODUCTION

Vibration-based Structural Health Monitoring (SHM) refers to monitoring of the structural integrity based on measurements
and sometimes a structural model. Different levels of damage diagnosis can be classified with a popular scheme of an increas-
ing level of complexity namely, damage detection, localization, quantification and lifetime prediction1. These tasks can be
addressed based on damage-sensitive features that are defined in the reference (healthy) state of the system, and which are
evaluated for damage diagnosis during the operating states of the structure. Since the considered features are computed from
vibration measurements, they may be affected by noise and changing environmental conditions, like variable temperature or
excitation2–4. When not accounted for, those changes may lead to false alarms, a characteristic that impedes their application
for structural monitoring. This paper investigates damage detection that is robust towards changes in the unknown ambient
excitation covariance.
The evaluation of data-based damage features often relies on an outlier or novelty analysis5–8, which is classically based

on Mahalanobis distance9–11, cointegration12,13, whiteness tests14, statistical process control15 and other statistical hypothe-
sis tests16,17. Damage features are e.g. based on modal parameters3, Kalman filter innovations14,18,19, wavelet transform20 21,
transmissibility functions11,22,23, neural networks24–27 and many other features from signal processing28. Reviews of the early
developments of vibration-based damage detection can be found in29–31. The performance of these methods is conditioned on
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several factors, e.g. the quality of parameters estimated from the data, the availability of large amount of training data from dif-
ferent damage scenarios26, the ability to track the selected parameter estimates after identifying them from the healthy state of
the structure32 and the ability to account for changing environmental conditions like the temperature4, amongst other factors.
In this context, methods that do not require (modal) parameter estimation on the test data and their tracking are particularly

appealing. For such methods, damage-sensitive features are computed directly from the data using either empirical signal pro-
cessing21,27 or system theory-related33 methods, and are then evaluated in statistical tests. For example, subspace-based damage
detection34–36 is a well-known statistical framework, with multiple applications to vibration-based SHM of e.g. bridges37,38.
Its theoretical core is based on the asymptotic local approach for change detection39, a statistical methodology used to detect
changes by monitoring the mean of a parametrized Gaussian residual vector. In its data-driven premise, the subspace residual
is inherently dependent on the natural changes of the ambient excitation, which poses a major challenge in its evaluation, since
excitation conditions are in principle unknown and unmeasured. Therefore any important change therein may be falsely classi-
fied as a damage and raise false alarms. A solution to that problem lies in the design of a damage detection residual, whose mean
value must be independent of such changes. This was for example achieved by a robust subspace residual relying on the sin-
gular value decomposition of the output covariance Hankel matrix35, whose robustness was confirmed on experimental data40.
A drawback of this approach is the assumption that the reference model is perfect, whereas in most applications it has to be
estimated from data.
In this paper, a damage detection method is developed based on the Mahalanobis distance of Hankel matrices between refer-

ence and testing states of the system. The approach unites simplicity of the damage feature, robustness towards changing ambient
excitation conditions by an appropriate normalization, and a sound statistical evaluation within the local approach framework.
The aforementioned Mahalanobis distance9 is widely used to assess the correspondence of a random variable to a given mean
and variance, or of two different random variables. Some works have been devoted to variants of the Mahalanobis metric for
varying variance conditions in different application domains41–43. Following their lines, several damage detection schemes that
account for the covariance of the Hankel matrix computed in different states of the system, and normalize it by its covariance, are
tested firstly in this paper. However, while performing well for simple changes in the excitation covariance, they are shown to be
ineffective for general cases of excitation changes. Therefore a new data-driven residual is proposed, where the Hankel matrix
is normalized by its stochastic part in the tested state with respect to possible excitation changes44,45. The statistical properties
of the residual are evaluated to take into account uncertainties of both the reference and damaged states for an efficient damage
detection test. The main outcome is that the test in the healthy state of the system does not depend on the excitation covariance,
thus avoiding false alarms due to changing excitation properties.
This paper is organized as follows. Some background on vibrationmodeling and the considered problem of changing excitation

properties is stated in Section 2. Different Mahalanobis distance-based metrics including simple normalizations with respect to
excitation changes are illustrated in Section 3. The residual based on the normalized Hankel matrix difference is introduced in
Section 4, and its statistical properties are evaluated for the development of a robust damage detection test. The application of
the developed method on a large finite element model of an offshore foundation is enclosed in Section 5.

2 BACKGROUND ON SYSTEMMODELING

In this section the dynamic model for output-only vibration data is introduced, and the impact of a change in the statistical
properties of the ambient excitation on the output data is stated.

2.1 Dynamic system models
The vibration behavior of the considered structure subject to unknown ambient excitation is assumed to be described by the
differential equation

z̈(t) + ż(t) +z(t) = f (t) (1)
where t denotes continuous time, ,, ∈ ℝm×m are (usually unknown) mass, damping, and stiffness matrices, respectively,
the vector z(t) ∈ ℝm collects the displacements of the m degrees of freedom (DOF) of the structure, and f (t) ∈ ℝm is the
external unmeasured force. Observed at r sensor positions, e.g. by acceleration, velocity or displacement sensors at discrete time
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instants t = k� (with sampling rate 1∕�), system (1) can be transformed into the discrete-time state-space model46
{

xk+1 = Axk +wk

yk = Cxk + vk
(2)

where xk ∈ ℝn are the states, yk ∈ ℝr are the outputs, vectorswk and vk denote the white process and output noise respectively,
A ∈ ℝn×n,C ∈ ℝr×n are the state and observation matrices, and n = 2m is the model order. LetRi = E(ykyTk−i) be the theoretical
output covariances of the measurements, which yield, following from (2), Ri = CAi−1G, where G = E(xk+1yTk ) denotes the
cross-covariance between the states and the outputs. The collection of Ri can be stacked to form a block Hankel matrix

 =

⎡

⎢

⎢

⎢

⎢

⎣

R1 R2 … Rq
R2 R3 … Rq+1
⋮ ⋮ ⋱ ⋮

Rp+1 Rp+2 … Rp+q

⎤

⎥

⎥

⎥

⎥

⎦

∈ ℝ(p+1)r×qr,

where p and q are chosen such that min(pr, qr) ≥ n with often p + 1 = q. Matrix  enjoys the factorization property

 = (C,A) (A,G), (3)

where the observability and controllability matrices (C,A) and (A,G) are defined as

(C,A) =

⎡

⎢

⎢

⎢

⎢

⎣

C
CA
⋮

CAp

⎤

⎥

⎥

⎥

⎥

⎦

, (A,G) =
[

G AG … Aq−1G
]

. (4)

Estimates R̂i and consequently ̂ can be computed from the output covariances of the measurements {yk}k=1,…,N+p+q , e.g. by

̂ = +−T , (5)

where the data Hankel matrices + and − contain future and past time horizons

+ = 1
√

N

⎡

⎢

⎢

⎢

⎢

⎣

yq+1 yq+2 … yN+q
yq+2 yq+3 … yN+q+1
⋮ ⋮ ⋱ ⋮

yp+q+1 yp+q+2 … yp+q+N

⎤

⎥

⎥

⎥

⎥

⎦

, − = 1
√

N

⎡

⎢

⎢

⎢

⎢

⎣

yq yq+1 … yN+q−1
yq−1 yq … yN+q−2
⋮ ⋮ ⋱ ⋮
y1 y2 … yN

⎤

⎥

⎥

⎥

⎥

⎦

.

Notice that matrices (C,A) and (A,G) can be obtained from a Singular Value Decomposition (SVD) of  thanks to
factorization property (3), which is used for subspace-based system identification47. In consequence, the left part of the SVD
of  contains information on the system matrices A and C , whereas the right part of the SVD is heavily dependent on the
properties of the ambient excitation. In this work, the fact is exploited that the Hankel matrix – which is easily estimated from
the measurement data – contains the dynamic properties of the system through matrices A and C , and thus can be used for
monitoring changes therein.

2.2 Change in the excitation properties
The influence of the process (excitation) and output noise properties on the state-space system (2) can be analyzed based on the
properties of the forward stochastic model48. Define the covariance of the time-discrete ambient excitation fk = f (k�) related
to model (1) as Q = E(fkf Tk ). Since no assumptions are required on the spatial independence of the excitation, Q is in general
a full matrix, which is positive semi-definite. Define the noise covariance matrices related to model (2) as

E
([

wk
vk

]

[

wl vl
]

)

=
[

Q̃ S
ST R

]

�kl, where Q̃ =
[

0 0
0 −1Q−T

]

,

and �kl = 1 iff k = l and zero otherwise. Then, it holds48

E(xk xTk ) = Σs = AΣsA
T + Q̃ (6)

E(yk yTk ) = R0 = CΣsC
T + R (7)

E(xk+1 yTk ) = G = AΣsC
T + S (8)
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A variation in the ambient excitation covariance Q results in a change in the process noise covariance Q̃, which affects the
Lyapunov equation for state covariance (6) that both modifies the covariance between the measurements (7) and covariance
between measurements and the statesG in (8). This leads to changes in the right part in the factorization (4) of the Hankel matrix
when built on measurement from varying conditions, since this part depends on G. Therefore a data-driven damage detection
test employing data sets from different excitation conditions should appreciate a change in the process noise covariance by using
robust features or adopting a proper normalization scheme.

3 MAHALANOBIS DISTANCE ON HANKEL MATRICES FOR DAMAGE DETECTION

Based on features extracted from measurement data in the reference and in the current test state, the goal of damage detection
is to evaluate whether there is a significant change between both states or not. In this paper, the problem of possibly changing
excitation properties between both states is considered for the definition of the feature and the damage detection metric. This
problem is illustrated in the context of different empirical Mahalanobis distance-based damage detection metrics on a simple
numerical example in the following.
TheMahalanobis distance is ameasure of the distance between a pointP and a distributionD, introduced by P. C.Mahalanobis

in 19369. This distance is zero if P is at the mean ofD, otherwise it is equal to the number of standard deviations from P to the
mean of D. It is considered as a dissimilarity measure between two random vectors x⃗ and y⃗ of the same distribution with the
covariance matrix Σ

d(x⃗, y⃗) =
√

(x⃗ − y⃗)TΣ−1(x⃗ − y⃗). (9)

In the Gaussian case, it is well-known that if y⃗ is constant and equal to the mean of x⃗, then d2 is �2 distributed49. More difficult,
however, is the analysis of d2 when y⃗ is Gaussian, from the same or a different distribution. Furthermore, when the variances
of x⃗ and y⃗ are different, the distance d2 can be large. Thus, analyzing the distribution and statistical properties of d2 can be
troublesome. In this paper, the Mahalanobis distance is defined based on the difference between vectorized output covariance
Hankel matrices, that are computed from the structural response measurements in a reference and a test state. These Hankel
matrices are straightforwardly computed from themeasurement data and contain the dynamic system information that is sensitive
to structural damages. As such, they are good candidates for a damage-sensitive feature that does not need the identification of
modal parameters and their tracking.
As a result the analyzed distance d2 inherits the properties of the Hankel matrices and the related output covariance sequences.

The properties of the output covariances are inherently affected by properties of the ambient excitation, which is illustrated in
this section. The underlying statistical analysis of d2 is valid asymptotically for a large number of samples, which is appropriate
for damage detection in practice when long data sets of the response measurements are collected from operating structures.

3.1 Numerical example
In this section, a numerical experiment is defined for illustration and validation of the investigated damage detection methods
throughout the paper. The studied case is a 6 DOF chain-like system that, for any consistent set of units, is modeled with spring
stiffness k1 = k3 = k5 = 100 and k2 = k4 = k6 = 200, mass mi = 1∕20 and a proportional damping matrix such that all modes
have a damping ratio of 3%. Its illustration is presented on Figure 1 and the exact modal parameters of the system are depicted in
Table 1. The system is excited by a white noise signal with some excitation covarianceQ and acting at all DOFs. The structural
accelerations are simulated at DOFs 1, 3 and 5 at a sampling frequency of 50 Hz, and Gaussian white measurement noise with

m1 m2 m3 m4 m5 m6

k1 k2 k3 k4 k5 k6

sensor 1 sensor 2 sensor 3

FIGURE 1 Illustration of 6 DOF chain system used for numerical evaluation of different approaches for damage detection.
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5% of the standard deviation of the output is added to the each response measurement. Damage is modeled as a gradual stiffness
reduction of the second spring, first by reducing k2 by 5% and second by 10%.
The simulation campaign consists of a reference built with data lengthN0 =2,000,000, and several tested states each simulated

with data length N = 100,000. Different excitation covariance scenarios are considered, namely first a base-case, where Q is
the identity matrix I6, second where every excitation point is scaled with a scalar constant a such thatQ = a ⋅ I6, and last where
Q is not a diagonal matrix, but a full, positive definite matrix that is randomly computed asQ = bbT where b ∈ ℝ6×6 is a matrix
whose entries are drawn from a standard normal distribution. Each data set of the test states corresponds to the healthy state or
different damage levels, each for the different excitation scenarios.

3.2 Damage detection based on difference of Hankel matrices
Since the Hankel matrix contains the dynamic properties of the system, a change therein may indicate damage and thus the
Mahalanobis distance can be used to evaluate it. Let ̂ref and ̂test be the estimates of the Hankel matrices from the reference
and tested states, respectively, and let their associated covariance matrices be Σ̂ref

= cov(vec(̂ref)) and Σ̂test
= cov(vec(̂test)),

where vec(⋅) denotes the column stacking vectorization operator.
The classical Mahalanobis distance formulation (9) writes for the Hankel matrices as

d1(̂ref, ̂test) =
√

vec(̂ref − ̂test)TΣ−1̂ref
vec(̂ref − ̂test), (10)

involving the covariance computed on the reference data set. However, not only changes in the dynamic properties but also
changes in the ambient excitation covarianceQ have an influence on the output covariances, and thus on ̂test and the distance d1,
as explained in Section 2.2. Therefore, changes inQ between the reference and test data could be counteracted by a normalization
taking into account the covariance related to both ̂ref and ̂test, or by directly normalizing the autocovariance of the data. The
resulting simple normalization strategies are reflected in the following distance formulations.
Taking into account the covariance related both to the reference and the test data41 after a change in Q leads to

d2(̂ref, ̂test) =
√

vec(̂ref − ̂test)TΣ−1̂ vec(̂ref − ̂test) , (11)

where Σ̂ = Σ̂ref
+ Σ̂test

. Next, the output data themselves can be normalized with respect to the standard deviation of each
channel43, or altogether by their autocovariance matrix R0 (see (7)), taking also into account the correlation between different
channels. This leads to

d3(̂ref, ̂test) =
√

vec(̂W
ref − ̂W

test)TΣ
−1
̂W

ref
vec(̂W

ref − ̂W
test) (12)

where ̂W = W −1
1 ̂W −1

2 with W1 = Ip+1 ⊗ R̂1∕20 and W2 = Iq ⊗ R̂1∕20 , where ⊗ denotes the Kronecker product. Finally,
taking into account the covariances of both data sets in this setting is tested in the distance

d4(̂ref, ̂test) =
√

vec(̂W
ref − ̂W

test)TΣ
−1
̂W

vec(̂W
ref − ̂W

test), (13)

where Σ̂W = Σ̂W
ref
+ Σ̂W

test
accounts for the uncertainty in both tested and reference data sets.

3.3 Evaluation of empirical methods
The distances presented above are tested on the numerical validation example from Section 3.1, where the impact of changing
excitation is evaluated for different cases of simple and more complex excitation covariance matrices in the healthy and damaged
states. The results are depicted in Figures 2–5 for the respective distance metrics d1–d4 defined in (10)–(13). In each example

TABLE 1 Exact modal parameters of the chain system.

Mode 1 2 3 4 5 6
Natural frequency fi (Hz) 1.936 5.618 8.682 14.494 15.798 17.007
Damping ratio �i (%) 3 3 3 3 3 3
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multiple data sets in the reference state are simulated with a constant excitation covariance of Q = I , on which the above
distances are computed. Then, further healthy data sets are simulated in the reference state as well as data sets in both damaged
states for different choices of Q. Distance values that are significantly higher than those of the reference state would indicate
damage.
Firstly a simple scaling of Q is tested. The performance of the classical Mahalanobis distances d1 and d2, computed either

with Σ in the reference or current state, is good when the noise properties are kept constant, which is expected, as seen in
Figures 2 (left) and 3 (left). However, the classical Mahalanobis distance fails to detect damages or exhibits false alarms even
under simple changes in the excitation covariance, as seen in Figures 2 (right) and 3 (right).

reference healthy 5% damage 10% damage
102

103

104

105

te
st

 v
al

ue
s

Q = I
Q = I
Q = I
Q = I

reference healthy 5% damage 10% damage
102

104

106

108

te
st

 v
al

ue
s

Q = I
Q = 2I
Q = I
Q = 4I

FIGURE 2Damage detection under simple excitation covariances with d1, using unnormalized Hankel matrices and covariance
computed in the reference state.
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FIGURE 3Damage detection under simple excitation covariances with d2, using unnormalized Hankel matrices and covariance
computed from both reference and tested data sets.
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FIGURE 4 Damage detection with simple (left) and complex (right) excitation covariances with d3, using Hankel matrices
normalized by R0 and covariance computed in the reference state.
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FIGURE 5 Damage detection with simple (left) and complex (right) excitation covariances with d4, using Hankel matrices
normalized by R0 Hankel matrices and covariance including both the reference and tested states.

An empirical attempt to compensate for such covariance changes consists in the normalization of the measurements by R0
as proposed in the d3 metric in (12). The results from this scheme are depicted in Figure 4. As illustrated in Figure 4 (left),
a simple scaling of the excitation covariance can be handled, whereas more complex Q matrices lead to false alarms and bad
performance for the detection in Figure 4 (right), where no separation between healthy and damaged states is possible. One
possible strategy to resolve this is to account for the covariance of both metrics in reference and tested states as proposed in
the d4 metric, depicted in Figure 5. However, the considered scheme is not invariant towards more complex excitation changes
either, despite the normalization and taking into account the covariance of both Hankel matrices.
These results show that the proposed simple normalization schemes are insufficient for defining a distance metric for damage

detection that is robust towards changes in the excitation covariance. In particular, none of them is able to avoid false alarms
in the reference state, nor a clear separation between values of the healthy and damaged states is possible. Moreover, none of
these approaches, being empirical, benefit of a theoretical background allowing to infer a statistical behavior of the considered
metrics. Consequently, a threshold for alarms and decision whether the structure is being damaged or not cannot be established.
These points will be addressed with the approach of this paper that is developed in the next section.

4 DAMAGE DETECTIONWITH NORMALIZATION TOWARDS CHANGES IN THE
EXCITATION COVARIANCE

In this section a new damage detection residual based on the Hankel matrix difference is introduced. Hereby, the structure
of the Hankel matrices is further explored to achieve robustness towards changes in the excitation covariance, for which the
simple normalization approaches from the previous section were insufficient. The proposed residual is purely data-based, thus
can be applied directly on the structural response measurements and no structural model is required to evaluate it. The possible
changes in the excitation covariance are taken into account by employing a theoretically sound normalization scheme. It is
shown that the newly developed metric fits into the well-known asymptotic local approach to change detection34,35,39 framework.
Therein, the residual is shown to be asymptotically Gaussian, and its mean changes between the healthy and damaged states. This
paper outlines the schemes to evaluate the mean and the covariance of the proposed residual. A hypothesis test to distinguish
between healthy and damaged states is developed, whose formulation resembles a Mahalanobis distance. The test statistics is
asymptotically �2 distributed, and its mean is shown to be robust to changes in the excitation covariance in the healthy state,
thus in particular avoiding false alarms due to excitation changes.

4.1 Normalization scheme
Potential changes in the excitation covariances Qref and Qtest between reference and tested states need to be considered when
comparing the Hankel matrix estimates ̂ref and ̂test for damage detection. Indeed, a change in the excitation covariance induces
changes in the Hankel matrix independently from damage, as pointed out in Section 2.2 and illustrated in the previous section.
The analysis of these changes and the development of their normalization is made based on the theoretical Hankel matricesref
and test, which are the limits of the estimates.
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Each Hankel matrix of output covariances has the factorization property (3) into the observability matrix (C,A) and con-
trollability matrix (A,G) defined in (4). While the left factor (C,A) depends on the system dynamics and thus is sensitive
to damages, the right factor (A,G) depends in particular on the cross-covariance G that itself is a function of the excitation
covariance. The idea behind the normalization is to replace the right factor of the Hankel matrix in the tested state (correspond-
ing to Qtest) with the one of the reference state (corresponding to Qref). Then, the normalized test Hankel matrix is comparable
to the reference matrix regarding the excitation, while the left damage-sensitive part of the factorization remains unchanged.
To develop such a normalization scheme, consider first the case when both matrices ref and test correspond to the system

in the healthy state, before it is applied to the general case in the next section. Then, these Hankel matrices can be factorized
as ref = (C,A)(A,Gref) and test = (C,A)(A,Gtest) (see (3)). These factorizations, however, are not unique and yield
factors in arbitrary state space bases44,45. Hence, the right parts of the individual factorizations ofref andtest cannot be simply
replaced. A solution to this problem is based on the simultaneous factorization of the juxtaposed matrices, which satisfies

[

ref test
]

= (C,A)
[

(A,Gref) (A,Gtest)
]

, (14)

and where the same basis of the factors is enforced. Then, the excitation normalization of the Hankel matrix in the tested state
can be carried out by replacing its right factor with the one of the reference state, corresponding to the product

test (A,Gtest)† (A,Gref), (15)

which now has the same excitation properties asref. For a computational realization of this normalization, the involved factors
can be obtained by means of the SVD as follows. The SVD of the juxtaposed Hankel matrices (14) yields

[

ref test
]

=
[

Us Uker
]

[

Ds 0
0 0

] [

V T
s
V T
ker

]

= Us
[

ref test
]

, (16)

where rank
([

ref test
])

= n, Us ∈ ℝ(p+1)r×n contains the left singular vectors, Ds ∈ ℝn×n contains the non-zero singular
values and Vs ∈ ℝ2qr×n contains the right singular vectors that are split into V T

s =
[

V T
s,ref V

T
s,test

]

corresponding toref andtest
respectively, and the right factors are

ref = DsV
T
s,ref, test = DsV

T
s,test. (17)

Then, the desired normalization (15) of the Hankel matrix in the tested state is obtained as

test
†
testref, (18)

which shares the same stochastic controllability matrix and hence excitation properties as ref. With this normalization, a
residual for damage detection robust to changes in the excitation covariance is built based on the difference between the Hankel
matrix in the reference state and the normalized Hankel matrix in the tested state, which is described in the following section.

4.2 Residual definition
For the definition of the damage detection residual based on a normalized Hankel matrix difference, a system parameter is
formalized first to define healthy and damaged states. Damage in the system is related to a change in some dynamic system
parameters, such as modal parameters or physical parameters that are directly related to the structural elements. A change in
those system parameters is then reflected in the measurement data, on which the residual is computed. Let � denote such a
parametrization of the structural properties of the considered system, and let �∗ be its value in the healthy state50. Note that
neither �∗ nor � need to be known for a non-parametric evaluation of the residual. In this case �∗ and � simply refer to the healthy
and current tested state of the structure, respectively.
Measurement data {yk} is obtained from the system in the healthy state under �∗, and from the unknown tested state under

(unknown) parameter �. In both states, the Hankel matrix estimates ̂�∗
ref and ̂

�
test are obtained from data sets of lengthsM and

N , respectively. They are estimates of the exact Hankel matrices �∗
ref and �

test under possibly different excitation covariances
Qref and Qtest.
In order to compare the measurements from healthy and tested states, a residual is expressed that takes into account possible

excitation changes. First, consider the case when � = �∗, i.e. when the system is in the healthy state as in the previous section.
Then, it follows from (16)

�
test

†
testref −�∗

ref = 0 if � = �∗, (19)
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which is the characteristic property that is required for defining a residual with mean zero in the healthy state. Next, consider the
case when � ≠ �∗, i.e. when the system is damaged. Then, definingref andtest as in (17) from the SVD (16) of the juxtaposed
matrices

[

�∗
ref 

�
test

]

that is truncated at order n, it can be easily shown that

�
test

†
testref −�∗

ref ≠ 0 if � ≠ �∗. (20)

Based on both properties (19) and (20), the damage detection residual is defined on the respective estimates from measurement
data as

� =
√

Nvec(̂�
test̂

†
test̂ref − ̂�∗

ref), (21)
where ̂ref and ̂test are defined analogously to (17) from the truncated SVD at order n of the juxtaposed Hankel matrix estimates

[

̂�∗
ref ̂

�
test

]

=
[

Ûs Ûker
]

[

D̂s 0
0 D̂ker

]

[

V̂ T
s,ref V̂ T

s,test
V̂ T
ker,ref V̂

T
ker,test

]

, (22)

as ̂ref = D̂sV̂ T
s,ref, ̂test = D̂sV̂ T

s,test. The use of the normalization factor
√

N in the residual will become apparent when analyzing
the residual distribution in the following.
For a decision if the computed residual belongs to the damaged or to the healthy state, i.e. if there is a significant change in its

mean from zero or not, a statistical hyptotheses test is carried out. To achieve such a test, first the statistical distribution of the
residual is characterized in the healthy and damaged states, which can be done with the asymptotic local approach to change
detection39. Knowing the distribution properties, the test value is computed, which resembles a weighted Mahalanobis distance.

4.3 Residual distribution
The statistical distribution of the residual in (21) is unknown, however it can be approximated as Gaussian for a sufficiently
large data lengthN thanks to the asymptotic local approach to change detection39. This approach has been used widely for the
development of damage detection and localization tests for civil engineering structures16,34,35,50,51. In this approach, the close
hypotheses

H0 ∶ � = �∗ (healthy state), (23)

H1 ∶ � = �∗ + �∕
√

N (damaged state),

are formulated, where � is an unknown but fixed change vector. Subsequently, a statistical test to decide between the null H0
and the alternative H1 hypotheses is carried out, with the purpose to detect small deviations from �∗.
The residual in (21) is a function of the Hankel matrices ̂�∗

ref and ̂
�
test, therefore it inherits their distribution properties. The

output covariance estimates are asymptotically Gaussian, thus it is also the case for the Hankel matrices52. The reference Hankel
matrix estimate is computed on a data set of lengthM , and whenM →∞ it satisfies

√

M vec(̂�∗
ref −�∗

ref)

←←←←←←←→  (0,Σref), (24)

where “” denotes convergence in distribution,  (�,Σ) denotes a Gaussian distributed variable with mean � and covariance
Σ, and Σref is the asymptotic reference Hankel matrix covariance. Note that an estimate of Σref can be easily obtained from the
data, as shown in Appendix A. Similarly, the Hankel matrix estimate computed on the test data of length N is asymptotically
Gaussian, and under the hypotheses (23) it holds

under H0 ∶
√

N vec(̂�
test −�∗

test)

←←←←←←←→  (0,Σtest), (25)

under H1 ∶
√

N vec(̂�
test −�∗

test)

←←←←←←←→  ( test

�∗
�,Σtest), (26)

where Σtest is the asymptotic covariance of ̂�
test, which can be estimated from the data as shown in Appendix A, and  test

�∗
is

the derivative of vec(�
test) with respect to � evaluated in �∗, see also Section 4.3.2.

To propagate the distribution properties (24), (25) and (26) of the Hankel matrices in the reference and tested states to our
residual (21), define the joint vectors

ℎ̂ =
[

vec(̂�∗
ref)

vec(̂�
test)

]

, ℎ =

[

vec(�∗
ref)

vec(�∗
test)

]

.
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To account for different data lengthsM and N in the estimates ̂�∗
ref and ̂�

test, define the factor c =
N
M
. Then, it follows from

(24) that cov(
√

Nvec(̂�∗
ref)) = cov(

√

N
M

√

Mvec(̂�∗
ref)) ≈ cΣref. Since both Hankel matrices are computed on different data

sets, they are statistically independent, and it follows for the joint distribution53

under H0 ∶
√

N (ℎ̂ − ℎ)

←←←←←←←→  (0,Σℎ),

under H1 ∶
√

N (ℎ̂ − ℎ)

←←←←←←←→  ( ℎ

�∗
�,Σℎ),

where

 ℎ
�∗
=

[

0
 test
�∗

]

, Σℎ =
[

cΣref 0
0 Σtest

]

. (27)

Since the residual (21) is a function of ℎ̂, the delta method54 can be applied, which allows to characterize the distribution of a
function of an asymptotically Gaussian variable as also asymptotically Gaussian, requiring the derivative of the function. In our
case, the derivative is given by

 �
ℎ =

)vec(�∗
test

†
testref −�∗

ref)
)ℎ

. (28)
Then it follows with the delta method and property (19) that the residual is asymptotically Gaussian, with the properties

under H0 ∶ �

←←←←←←←→  (0,Σ� ), (29)

under H1 ∶ �

←←←←←←←→  ( �

�∗
�,Σ� ), (30)

where  �
�∗
=  �

ℎ 
ℎ
�∗
is the residual sensitivity with respect to the chosen parametrization, and Σ� =  �

ℎ Σℎ
�
ℎ
T is the residual

covariance. Both are detailed in the following.

4.3.1 Residual covariance
The difficulty in the evaluation of the residual covariance lies in the computation of the derivative �

ℎ , which requires in particular
the derivatives of the matrices ref and test and thus derivatives of the SVD55. After a lengthy and technical derivation, the
expression for the residual covariance Σ� =  �

ℎ Σℎ
�
ℎ
T boils down to

Σ� =  �
ref
cΣref(

�
ref
)T +  �

test
Σtest(

�
test
)T , (31)

where  �
ref

= I(p+1)r ⊗ UkerUT
ker and  �

test
= (†

testref)T ⊗ UkerUT
ker. Note that both covariances Σref and Σtest referring to the

reference and to the test data contribute to the residual covariance in (31), since the residual depends on both the reference and
the test data. The covariance from the reference state is weighted with factor c = N

M
. In practice, when more data is collected

in the reference state than in the tested state, i.e.M > N , c is smaller than one and the covariance contribution related to the
reference data is small compared to the test data. In this case, the covariance related to the test data is the predominant source
of uncertainty. The opposite applies when few data is available in the reference state, i.e. M < N , then c is large and the
contribution of the covariance related to the reference state becomes predominant.
An estimate Σ̂� of the residual covariance in (31) can be computed with covariance estimates Σ̂ref and Σ̂test of the Hankel

matrices (see Appendix A) and the matrices ̂ref and ̂test from the SVD of the juxtaposed Hankel matrix estimates in (22).
Since Σ̂� is an estimate of the asymptotic covariance and Uker is independent of the excitation, Ûker can be obtained once in the
reference state and does not need to be recomputed on the test data.

4.3.2 Residual sensitivity with respect to system parameter
Similarly as in the previous section, the derivative  �

ℎ is required to evaluate the residual sensitivity  �
�∗
=  �

ℎ 
ℎ
�∗
. Note that the

sensitivity is evaluated in the healthy state under parameter �∗. Combining properties (19), (27) and (28), the residual sensitivity
boils down to

 �
�∗
=
(

(†
refref)

T
⊗UkerU

T
ker

) )vec(�
ref)

)�
(�∗). (32)
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Thanks to the factorization of the Hankel matrix�
ref = �

ref
�
ref into observability and controllability matrices in (3), it follows

with the product rule
)vec(�

ref)
)�

=
(

�∗ref
T ⊗ I(p+1)r

) )vec(�
ref)

)�
+
(

Iqr ⊗ �∗
ref

) )vec(�ref)
)�

.

Plugging this into (32), and using the properties UT
ker

�∗
ref = 0 and 

�∗
ref = Usref = �∗

ref
�∗
ref leads to

 �
�∗
=
(

�∗ref
T ⊗UkerU

T
ker

)

 
�∗
, where  

�∗
=
)vec(�

ref)
)�

(�∗). (33)

Since the observability matrix depends on the system matrices A and C and thus on the modal parameters, its derivative with
respect to the modal parameters can be analytically computed50. Finally, the derivative  �

�∗
with respect to the chosen system

parametrization depends on its link to the modal parameters. Here, the chain system will be parametrized with its analytical
stiffnesses, which are connected to the modal parameters. In this case, the derivative of the observability matrix with respect to
the system parameters writes

 
�∗
=  

mod
mod
�∗

,

where  
mod is the derivative of the observability matrix with respect to the modal parameters, and  mod

�∗
is the derivative of the

modal parameters with respect to the selected structural system parameters. The computation of these derivatives is detailed e.g.
in50,51.
The residual derivative  �

�∗
as developed in (33) only depends on matrices that can be computed in the reference state, and no

quantities related to the tested state are involved. Hence, possible changes in the excitation properties in the tested state do not
impact the residual derivative, which is thus invariant towards a change in the excitation properties. Consequently, the residual
mean  �

�∗
� (see (30)) is indeed unaffected by changes in the excitation properties, which is a key result of this paper.

An estimate ̂ �
�∗

of the residual sensitivity in (33) can be computed using estimates of Uker, 
�∗
ref and  

mod in the reference
state of the structure. If the chosen parametrization goes beyond the modal parameters and involves structural parameters, the
derivative  mod

�∗
is usually obtained in connection with an analytical model50.

4.4 Damage detection test
Based on the local approach, the considered residual in (29) is asymptotically Gaussian distributed under both hypotheses. Hence
a decision between the latter to decide if the system is healthy or damaged can be achieved by applying the Generalized Likeli-
hood ratio (GLR) test16,34,39. In this section, the test is developed for the cases of known and unknown system parametrization,
and showcased on the mass spring chain example from Section 3.1.

4.4.1 Parametric test
Testing � = 0 (no damage) against � ≠ 0 (indicating damage) based on the residual distribution (29)–(30) yields the test
statistic16

t = �T Σ̂−1� ̂ �
�∗

(

̂ �
�∗
T Σ̂−1� ̂ �

�∗

)−1
̂ �
�∗
T Σ̂−1� � , (34)

which is asymptotically �2 distributed with d = rank( �
�∗
) degrees of freedom and non-centrality parameter

� = �T �
�∗
T Σ−1�  �

�∗
� (35)

in the damaged state. Thus, the test value resulting from (34) should be compared to a threshold that is set up in the reference
state35. A numerically efficient computation of the test value is developed in Appendix B. Note that the test t resembles a
weighted Mahalanobis distance: the residual � describes the Hankel matrix difference between the reference and tested states
of the structure that is normalized with respect to excitation. Weighting this difference by its covariance and sensitivity as
�̃ = ̂ �

�∗
T Σ̂−1� � , the test t describes its Mahalanobis distance t = �̃T Σ̂−1

�̃
�̃ , where Σ̂�̃ = cov(�̃ ) = ̂ �

�∗
T Σ̂−1� ̂ �

�∗
.

The distribution of the test in the healthy state depends only on the rank of the residual derivative, which has been shown to be
independent of the excitation properties in Section 4.3.2. This means that the test computed in the healthy state of the structure
is robust towards changes in the excitation properties, which is a key property of the developed test. Hence, excitation changes
do not lead to false alarms. In the damaged state, the distribution of the test shifts with the non-centrality parameter � > 0 in
(35), which depends on the residual covariance Σ� . Since this covariance depends in part on the test data, the distribution of the
test in the damaged state may change (slightly) with changing excitation properties.
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In the following, the performance of the parametric test is demonstrated on simulations of the chain-like system introduced
in Section 3.1. Figure 6 (left) displays the evolution of the test over time for three different states of the system, namely one
healthy and two damage states. As it can be seen, the test is able to separate the healthy state from the different damages despite
being computed for different properties of the excitation. Figure 6 (right) displays the same type of information for Q changing
all the time for each data set, showing that the damage can be detected without any prior knowledge of the excitation properties.
As expected, no false alarms are present in the healthy state.
To illustrate the distribution of the test statistics, Monte Carlo simulations are conducted for the considered excitation cases.

In Figure 7 (left) the distributions of the test for Monte Carlo simulations are shown for three different excitation covariance
matricesQ. In the healthy case, all three distributions are superposed, showing the robustness of the test to the excitation changes
and exhibiting no false alarms. The test values due to damage are well separated from the ones corresponding to the healthy
state. They show some fluctuations due to Q in the damage states, which does not impair the detection. In Figure 7 (right),
the excitation covariance is changed randomly between each simulated data set. It shows a good separation between the test
value computed on the healthy structure and the damaged states, without any knowledge of the constantly changing excitation
properties. Note that the mean of the test in the healthy state is stable and very close to the theoretical value, which is the rank
of the derivative  �

�∗
. Consequently, a threshold for detection corresponding to the quantiles of the theoretical distribution of the

reference test values can be determined a priori for assessing that damage occurred in the structure.
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FIGURE 6 Damage detection with parametric test based on robust normalization. Three different excitation covariances in the
tested data sets (left), random excitation covariance changing for each tested data set (right).
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FIGURE 7 Histograms of parametric damage detection test. Three different excitation covariances in the tested data sets (left),
random excitation covariance changing for each tested data set (right).
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4.4.2 Non-parametric test
When no parametrization is considered, a simple test can be carried out directly on the residual, assuming any change in the
mean of the residual in the damaged state in (30). This corresponds to  �

�∗
= I , and the test boils down to its non-parametric

version

tnp = �T Σ̂−1� �. (36)

This test is asymptotically �2 distributed, with non-centrality parameter � > 0 in the damaged state. For a decision about
damage, the test value should thus be compared to a threshold that can obtained empirically from the realizations of the test in
the reference state. Note that the test tnp also resembles a Mahalanobis distance, similar to the parametric test.
The non-parametric test inherits the robustness towards changes in the excitation covariance from the parametric test, where

it has been shown that the residual mean and thus the test in the healthy state of the structure are unaffected by those changes.
Hence, excitation changes do not lead to false alarms in the non-parametric test.
In the following the results from the non-parametric test are presented on simulations of the chain-like system. The protocol is

the same as in the previous section. The results in Figure 8 (left) are quite similar, where values of the damage detection test for
all three different Q are well separated and the damage is well detected. As expected, no false alarm is present in the reference
state. Test values for completely unknown and changing Q are plotted in Figure 8 (right), showing no false alarms and a good
detection of the damages in both damage states. This is also confirmed in Monte Carlo simulations for three distinct excitation
cases in Figure 9 (left), as well as for arbitrary random excitation cases in Figure 9 (right), where the test in the damaged states is
well separated from the healthy state, and no false alarms are present. Notice that the mean value of the test in the healthy state
is quite high and unpredictable, in contrast to the parametric test. This is due to the lack of the Jacobian in the computation of the
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FIGURE 8 Damage detection with non-parametric test. Three different excitation covariances in the tested data sets (left),
random excitation covariance changing for each tested data set (right).
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FIGURE 9 Distribution of non-parametric test based on robust normalization. Three different excitation covariances in the
tested data sets (left), random excitation covariance changing for each tested data set (right).
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test, which would take into account the sensitivity of the test with respect to each of the parameters. Therefore, when using such
a Jacobian the mean value of the test can be predicted, and a threshold for damage can be theoretically established. However, it
is still possible to determine a threshold empirically with the non-parametric test based on realizations from the healthy state.

4.5 Algorithmic summary of the developed methods
The algorithmic procedure devised for the proposed damage detection tests is summarized below. Since for  �

�∗
= I the para-

metric test boils down to its rudimentary non-parametric equivalent, the procedure below outlines the computational scheme
only for the parametric test. First the outline for processing the measurements in the reference state of the structure is given in
Algorithm 1. Subsequently, when the characteristics of the reference are computed, the procedure for the computation of the
parametric damage detection test for any data set is given in Algorithm 2. A brief schematic of the damage detection procedure
is illustrated on a flowchart in Figure 10.

Algorithm 1: Parametric test (34): processing the reference state
Input : reference data set {yk}k=1,…,M ;

parameters: output covariance lags p and q, model order n, number of data blocks nb, parametrization �∗,
confidence level 


Output: reference characteristics: ̂ref, ̂, ̂s, Σ̂
1∕2
ref and threshold l

1 compute ̂ref from {yk}k=1,…,M in (5) ;
2 compute the left kernel Ûker from ̂ref using SVD, and ̂ = I(p+1)r ⊗ Ûker ;
3 compute the Jacobian matrix ̂s after (B3) and (33) ;
4 compute Σ̂1∕2ref from {yk}k=1,…,M in (A1) ;
5 compute l as 
-quantile of �2 distribution with d = rank(̂s) degrees of freedom

Algorithm 2: Parametric test (34): statistical testing of a data set
Input : reference characteristics: ̂ref, ̂, ̂s, Σ̂

1∕2
ref , reference data lengthM ;

parameters: output covariance lags p and q, model order n, number of data blocks nb ;
test data set {yk}k=1,…,N

Output: test value t
1 compute ̂test from {yk}k=1,…,N in (5) ;
2 compute ̂ref = D̂sV̂ T

s,ref and ̂test = D̂sV̂ T
s,test from joint SVD of [̂ref ̂test] in (22) ;

3 compute residual � =
√

Nvec(̂test̂
†
test̂ref − ̂ref) in (21) ;

4 compute Σ̂1∕2test from {yk}k=1,…,N in (A1) and c = N
M

;
5 compute ̂ =

[

̂T
√

cΣ̂1∕2ref

(

̂†
ref̂ref)T ⊗ I(p+1)r−n

)

̂T Σ̂1∕2test

]

and QR decomposition of ̂†̂sP = ̂̂ in (B4) ;
6 compute a = ̃T ̂†̂T � where ̃ are the columns of ̂ that correspond to non-zero diagonal entries in ̂ ;
7 compute the test value t = aT a in (B5)

5 APPLICATION: SIMULATION OF A MONO BUCKET FOUNDATION

This section is devoted to the application of the proposed damage detection test on data simulated based on a large finite element
(FE) model of a novel offshore foundation concept, namely a Mono Bucket foundation56,57. The sole purpose of using the FE
model is to simulate the response of the foundation towards ambient excitation for two realistic damage scenarios. Previously, a
high sensitivity to detect different damages in the shaft of the foundation was observed58. The following application examines
the same damage scenarios, however focuses on the impact of changing excitation conditions on the developed damage detection
metrics.
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1∕2
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l t

FIGURE 10 Damage detection flowchart

The FE model of the foundation contains 8589 first-order shell elements, 8414 nodes and, consequently, 50484 degrees of
freedom (DOF), and is modeled after the substructure of an offshore structure investigated in59,60. For the sake of simulation,
proportional damping is assumed, where the damping matrix is defined such that each mode has a damping ratio of 1%. The
translational and rotational DOF are constrained to zero at the bottom elements of the model. The excitation is modeled as a white
noise signal of positive definite covariance matrix Q whose entries are computed as Q = a ⋅ bbT , where a is a random positive
scalar between 1 and 10 and b is a matrix drawn from a standard normal distribution. The resultant input signal is applied on the
top 42 DOF of the model. The structural acceleration data used for damage detection are simulated with a sampling frequency
of 50 Hz at 10 DOF, representing measurements at five biaxial sensors placed along the shaft of the foundation. This allows to
observe four pairs of a closely spaced bending modes of the foundation. The model and its real-life representation are depicted
in Figure 11.
Two damage scenarios are considered that consist of the reduction of thickness of elements in the connections A and B (see

Figure 11). Firstly the thickness of 8 elements is reduced by 15%, which corresponds to the designed corrosion allowance of
external surfaces of the foundations for offshore wind turbines located at the North Sea61. Secondly, the reduction in thickness of
the same elements progresses to 40%. Those changes are then reflected in the measurement data, on which the damage detection
residual is computed. Inflicted damages influence the exact natural frequencies of the FE model, which are presented in Table

FIGURE 11Mono Bucket foundation for offshore meteorological mast at Horns Rev 2 (left). FEmodel of the foundation (right).
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TABLE 2 Exact natural frequencies fi (Hz) of the Mono Bucket foundation model.

Structural state f1 f2 f3 f4 f5 f6 f7 f8
Healthy 5.6913 5.6953 6.4076 6.4095 14.0879 14.1024 19.2749 19.2777
Damage case 1 5.6895 5.6940 6.4075 6.4093 14.0875 14.1006 19.2747 19.2776
Damage case 2 5.6868 5.6920 6.4073 6.4089 14.0867 14.0978 19.2744 19.2773
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FIGURE 12MAC values computed between exact mode shapes at discrete sensor positions corresponding to the healthy model
(left), the healthy model and the first damage scenario (middle), and the healthy model and the second damage scenario (right).
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FIGURE 13 Singular values of PSD’s estimated from the simulated healthy data set.

2. It can be viewed that the reduction in the natural frequencies is small and reaches up to 0.08% for the first mode of the second
damage case. The applied damages also perturb the mode shape vectors. The change in mode shapes can be observed when
comparing the corresponding MAC values computed between the mode shapes of the healthy and damaged models, which are
illustrated in Figure 12. The maximum change in the auto-MAC occurs for the 7-th mode shape vector and yields 0.65%, and
more significant changes occur in the cross-MACs.
Firstly, the damage campaign is simulated with 20 data sets of length N = 200,000 in the healthy and both damage states.

The data set in the reference state is simulated with lengthM = 1,000,000. To illustrate the spectral content of the simulated
signals, the three first singular values of the Power Spectral Density (PSD) matrix estimated from the first healthy data set are
shown in Figure 13. It can be viewed that the 4 pairs of modes are well excited by the applied input signal.
To evaluate the performance of the developed damage detection test, the obtained results are compared to the empirical d4

metric introduced in Section 3.2. The analysis is made with model order n = 16 and p+ 1 = 3 time lags to compute the Hankel
matrices. The number of blocks for the covariances of the reference and the tested Hankel matrices is selected at nb = 800. The
results of the test values from the d4 metric (13) and the developed non-parametric test (36) are depicted in Figure 14. It can
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FIGURE 14 Damage detection d4 (left). Damage detection with non-parametric test (right).
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FIGURE 15Monte Carlo histogram for the d4 approach (left) and the non-parametric testing (right).

be viewed that while the empirical d4 metric cannot detect any damages inflicted to the model, the non-parametric test with the
robust residual successfully detects both damage scenarios.
To illustrate the distribution of the test statistics, Monte Carlo experiment with 1000 simulations of each damage case is

conducted, and its results are illustrated in Figure 15. As expected, inflicted damages are clearly detected with the non-parametric
test, despite possible fluctuations in the unknown ambient excitation. Moreover, a clear separation between safe and damaged
states is observed, which is contrary to the results obtained with d4 metric where the histograms of test values corresponding to
different damage scenarios are indistinguishable.
While the damages are clearly detected with the non-parametric test, the definition of a threshold requires multiple evaluation

of the non-parametric test in the healthy state. The parametric test (34) that is shown next, is free of this shortcoming. The system
is parametrized with the first 8 modal parameters of the FE model, and the derivative of the observability matrix  

mod w.r.t. the
modal parameters is computed50,51. The rank of this derivative is rank( 

mod) = 16, which equals to the degrees of freedom of
�2 distribution of the parametric test values in the healthy state, and allows to establish damage detection thresholds prior to
the analysis. The parametric test behaves similarly to the non-parametric test, with the added benefit of its mean being more
predictable. Indeed, the mean value of the parametric test from Monte Carlo experiment is very close to its expected theoretical
value, as illustrated in Figure 16. The 95% and 99% quantiles of the underlying �2 distribution of the test values in the healthy
state correspond to 5% and 1% false alarm rate respectively, and are precise enough to be used a priori as damage detection
thresholds. Notice that using more samples would yield more accurate estimated test values, closer to their theoretical expected
values.
Both non-parametric and parametric tests show behavior that is superior to the other state of art Mahalanobis distance-based

methods presented before. All the test values corresponding to the data sets in the damaged states are above the thresholds,
indicating 0% false negative tests for these damages. Furthermore, the proposed approaches are able to discriminate different
levels of the damage as shown by the clear separation of the histograms in Figure 15 (right) and Figure 16 (right). Despite the
parametric approach being the recommended option, notice that the non-parametric test is quite practicable due to its simplicity,
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FIGURE 16Damage detection with parametric approach (left). Monte Carlo histogram of damage indicators for the parametric
testing (right).

provided that empirical thresholds are defined for example by monitoring the structure over some period of time in the healthy
state.

6 CONCLUSION

In this paper, a newGaussian residual for damage detection has been derived based on theMahalanobis distance between Hankel
matrices in different states of the structure, which is normalized with respect to changes in the unknown ambient excitation
covariance. In the statistical analysis of the residual the Mahalanobis distance has been related to the local approach framework
for Gaussian residuals, and the associated damage detection test has been developed. The proposed method has been shown
to be robust towards false alarms in the healthy state of the structure under changes in the excitation properties, a feature that
is critical for its practical application in structural monitoring systems. Furthermore, the developed method takes into account
the uncertainty inherent to both the reference and the tested data sets, unlike in previous approaches, which yields an improved
noise robustness. The new method has been applied to a simulation of an offshore foundation based on a large FE model. It has
been demonstrated that it exhibits no outliers in the healthy state, thus avoiding false alarms, and that it is able to detect damage
that is based on changes in few elements of the FE model with both the non-parametric and the parametric test variants. While
thresholds for detection can be set empirically with the non-parametric test, they can be defined a priori with the parametric test
when taking into account the residual sensitivities, improving the capabilities of the test. Future work includes the validation of
the developed approach on experimental data of a real large scale structure tested under changing excitation conditions, as well
as its extension to damage localization based on the parametric version of the test.
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APPENDIX

A ESTIMATING THE COVARIANCE OF THE HANKEL MATRIX

The residual covariance (31) depends on the covariance of vectorized Hankel matrices vec(̂�∗
ref) and vec(̂

�
test). Their consistent

estimates can be computed from the covariance of the sample mean35 as recalled in the following.
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Let ̂ be a Hankel matrix estimate computed from a data set {yk}k=1…N of lengthN . The estimate ̂ can be written as a mean
of j = 1… nb Hankel matrices computed over nb blocks of available data, each of length Nb such that ̂ = (1∕nb)

∑nb
j=1 ̂

(j)

where nb ⋅Nb = N . Then a consistent estimate of the covariance of the vectorized Hankel matrix Σ writes

Σ̂ =
Nb

nb − 1

nb
∑

j=1
vec(̂(j) − ̂) vec(̂(j) − ̂)T ,

and a factorization Σ̂ = Σ̂
1∕2
 (Σ̂1∕2 )T for an efficient computation is given directly by

Σ̂1∕2 =
[

ℎ1 ℎ2 … ℎnb
]

, where ℎj =

√

Nb

nb − 1
vec(̂(j) − ̂). (A1)

B NUMERICALLY EFFICIENT COMPUTATION OF PARAMETRIC TEST

The direct computation of the parametric test (34) may be numerically unstable when the estimate of the covariance matrix Σ�
is rank deficient or badly conditioned16,35. For the derivation of a numerically stable test, first the computation of Σ� in (31) is
reformulated to exploit its factorization. Define

 = I(p+1)r ⊗Uker,  =
[

T (cΣref)1∕2
(

(†
testref)T ⊗ I(p+1)r−n

)

TΣ1∕2test

]

,

then it follows Σ� = ()T and its (pseudo-)inverse can be written as

Σ†� = †T†T , (B2)

since  is a matrix with orthogonal columns, T = I . The matrix square roots Σ1∕2ref and Σ1∕2test can be directly estimated from
(A1). Second, matrix  is factored from derivative (33) as

 �
�∗
=
(

�∗ref
T ⊗UkerU

T
ker

)

 
�∗
= 

(

�∗ref
T ⊗UT

ker

)

 
�∗
= s. (B3)

Now, plugging (B2) and (B3) into the definition of the test in (34), it follows

t = �T†T†Ts
(

(s)T†
T†Ts

)†
(s)T†

T†T �

= �T†T†s
(

 T
s †T†s

)†
 T
s †T†T �.

Using the thin QR decomposition with column pivoting

†sP = , (B4)

the test boils down to

t = �T†T
(

()T
)† ()T†T �

= �T†T
(

†TT †
)

TT†T � = aT a (B5)

where a = ̃T†T � and ̃ corresponds to the first columns of  that correspond to non-zero diagonal entries in.
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