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Plane-based Accurate Registration of Real-world Point Clouds

Ketty Favre!, Muriel Pressigout*, Eric Marchand! and Luce Morin*

Abstract— Traditional 3D point clouds registration algo-
rithms, based on Iterative Closest Point (ICP), rely on point
matching of large point clouds. In well-structured environments,
such as buildings, planes can be segmented and used for
registration, similarly to the classical point-based ICP approach.
Using planes tremendously reduces the number of inputs.

In this article, an efficient plane-based registration algorithm
is presented. The optimal transformation is estimated through
a two-step approach, successively performing robust plane-to-
plane minimization and non-linear robust point-to-plane regis-
tration. Experiments on the Autonomous Systems Lab (ASL)
benchmark dataset show that the proposed method enables to
successfully register 100% of the scans from the three indoor
sequences. Experiments also show that the proposed method
is robust in large motion scenarios and more accurate than
other state-of-the-art algorithms. Moreover, a new challenging
dataset, LOOP’IN, is provided. It is composed of two loops in
real-world indoor scenes, with a large number of scans captured
with a 3D LiDAR. Tests led on this dataset show that the
algorithm is able to register long sequences, to close loops and
to build an incremental map of the explored environment.

I. INTRODUCTION

The advances on LiDAR technology are no longer to be
demonstrated. LIDAR sensors allow to obtain 3D data of the
surrounding environment, represented as point clouds. The
point clouds are used in many kinds of computer vision and
robotics applications as localization and scene reconstruction,
where registration of acquired 3D point clouds is still a
widely studied problem with many challenges.

One of the most popular approaches to register 3D point
clouds is the well-known Iterative Closest Point (ICP) al-
gorithm [1]. It computes the rigid transformation (rotation
and translation) that links a source and a target 3D point
cloud. To do so, each point from the source point cloud
is paired with its closest point in the target one. Then the
3D rigid transformation that minimizes the distance between
paired points is estimated within an iterative scheme until
the residual error has reached the desired threshold.

ICP-like registration can be divided in two categories:
local features and global features registration. The early
approaches of the ICP algorithm were mostly using the
local features. [1] uses the point-to-point distance and [2]
the point-to-plane distance, proven to be more robust and to
converge faster than the point-to-point one. A linear resolu-
tion of the point-to-plane distance minimization can be found
in [3] using the small angle approximation. A non-linear
Levenberg-Marquardt resolution using robust estimators is
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proposed in [4]. Local registration methods may also extract
keypoints from point clouds to establish correspondences. In
[5], Normal Distribution Transform (NDT) takes into account
local surface structures around each point. In Generalized-
ICP (G-ICP) [6], the local neighborhood of points is used
in order to assimilate this structure to small planar patches.
The local normals of the source and target point clouds
are taken into account like point-to-plane approaches. These
methods provide satisfying performances but are usually time
consuming when it comes to register large point clouds.

One way to overcome the point number issue is to use
global features, such as planes. In such global registration
approaches, the first step is to segment the point clouds into
planar patches [7] [8] [9] and then use the planar features
to establish correspondences. To match the planar patches,
several approaches can be found. In [10], the data rate
acquisition is considered high, which leads to low relative
translation from one scan to the next. Thus, to determine
plane correspondences, planes that are close to each other
and almost parallel are matched. This approach is successful
in this type of scenario, but struggles for recovering from
large mistakes in the estimated trajectory. In [8], a plane/line
descriptor is proposed to establish structure correspondences.
It leads to efficient coarse registration. In [9], planar patches
shape, area and normal are considered in order to find the
best correspondences. In [11], a 3D mapping based on plane-
segments is proposed.

The algorithm proposed in this article, Plane-based Accu-
rate Registration ICP (PAR-ICP), stands in both global and
local features categories. A two-level feature registration is
performed, first using planes, then using points.

The main contributions of this article are:

« an algorithm performing accurate plane-based registra-
tion in challenging datasets and able to reconstruct the
environment via an incremental map;

e a two-step minimization method with two levels of
feature registration robust to large motion or inaccurate
initialization;

« an efficient plane matching performed via classification
using Random Forest (RF);

o an evaluation and a comparison of the proposed method
with state-of-the-art algorithms on a challenging dataset;

« anew dataset, containing long sequences, and loops, for
the point cloud community.

In the following sections, first, an overview of the frame-
work of the proposed method is described. Then, the defini-
tions and notations used in this article are detailed. After,
plane matching using learned classification and distance
minimization are presented in dedicated sections. Then,



the provided dataset is succinctly described. Finally, the
experiments and their results are presented.

II. PROPOSED ALGORITHM OVERVIEW

This section describes the framework of the proposed
algorithm, named PAR-ICP. It is given in Fig. 1. Similarly
to the classical ICP algorithm the method iteratively per-
forms the matching step and minimization step. However,
in the proposed method, plane matching and plane-to-plane
distance minimization is first performed, followed by point
matching and point-to-plane distance minimization. This last
step aims to refine the estimation. An example of registration
using the proposed method is given in Fig. 2.

Each step of the framework is described further in this
article:

« plane extraction and plane matching using classification
are described in section IV;

o robust plane-to-plane registration is described in sec-
tion V-A;

« the additional point-to-plane minimization leading to
finer registration is detailed in section V-B.

III. ICP DISTANCE DEFINITIONS AND NOTATIONS

In the following sections, source and target points will be
respectively denoted *P {Spi}i\il and 'P = {'p; };\4:1
In this registration problem, the target point cloud is fixed.
The goal is to find the rigid transformation T that best fits
the source to the target, defined as follows:

‘R,
tTS — S S 1
[ogxl 1 ] M

with 'R, and *t, respectively a 3x3 rotation matrix and a
3x1 translation vector.

For point-based registration, each point °p; in the source
is matched to its closest point ‘p; in the target. Then the rigid
transformation minimizing a distance metric is estimated and
these two steps are iterated until a threshold is reached. In the
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Fig. 1. PAR-ICP algorithm overview.

Fig. 2. Example of registration between two point clouds (scans 8 and 9
from Apartment sequence from ASL dataset [12]). The rotation between
scans is large (more than 70° on yaw axis), yet the proposed method
succeeds in registering the two point clouds accurately. In white the target
point cloud - In green the source point cloud. Left: before registration -
Right: after registration.

original ICP [1], the distance metric to be minimized is the
Euclidean point-to-point distance. As corresponding points
from one scan to another may not be exactly identical but
may lie on the same surface, it is better to choose, as in [2],
to minimize the point-to-plane distance (Fig. 3), defined by:

di = |'nj - ("Ts*pi — 'pi)|I? )

with ‘n; the surface normal computed from ‘p, neighbor-
hood.

Regarding plane-to-plane registration, a plane II(p,n) is
defined by the equation n'p = p, where p is the distance
from the origin of the sensor in the direction of the unit plane
normal n. The distance between two corresponding planes
STL; (°pi, °n;) the source plane and IT;(*p;, 'n;) the target
one, is given as follows [10] [13]:

tR Sn; — tl’l‘
dH _ s 1 % 3
! ([tRssni]T tts + spi - tpi) ( )

where ®n; and ‘n; are the normal to *II; and *II; respectively
and °p; and ?p; their respective distance to the origin of the
sensor in the target frame.

Fig. 3. Point-to-plane distance dﬁ- as in [3]. In blue, the target point cloud
and their related surface normals. In red the source point cloud to register.



IV. LEARNED PLANE MATCHING

To reduce the complexity of the pairing phase, thus,
to reduce the number of potential correspondent planes, a
Random Forest (RF) classifier is trained to find the best
source/target plane pairs. Planar structures are extracted
from the point cloud using a region growing segmentation
algorithm based on [14], thanks to the Point Cloud Library
(PCL) [15]. In this approach, the points in a neighborhood
with a small angle difference between normals are considered
to be on the same smooth surface and are gathered in a cluster
that represents a plane. The point normals are estimated using
a robust estimator based on iterative Principal Component
Analysis (PCA) on the neighborhood of the concerned points
[16]. For each extracted plane °II; in the source, a list of
planes in the target that are potential correspondences is built.

A. Random Forest principle

RF classification [17] is a classical ensemble tree-based
learning algorithm. It predicts the class of a target instance
from values of several input variables, named features. A RF
classifier gathers the predictions of many decision trees into a
single model to take a decision. The training set is composed
of n instances. Each instance is represented as a vector of
m features f1,..., f;, and a class label. First, & samples are
built from randomly chosen subsets of the original training
set using the bootstrapping principle. Then, k decision trees
are built based on the k bootstrap samples. Once the model
is trained, it is ready to predict classes of new instances.
The k trees give a prediction. The class with the highest
number of votes wins. By combining several predictions
of de-correlated decision trees the model is less prone to
overfitting than a single decision tree. RF classification was
chosen for its low computational cost and its efficiency even
with a small set of samples.

B. Training data and data augmentation

To train the classifier, a set of labeled data is needed. Pairs
of planes are extracted from the indoor sequences of the ASL
dataset [12] and manually labeled. Gaussian noise is added
to the point clouds in order to use data that are not exactly
the same as the original data. As this dataset provides the
ground truth for each scan, it is possible to easily match
planes from one scan to the next. The chosen classes are
Match if the planes are potential correspondences and Not-
Match otherwise.

In order to train the model with a larger set, data augmen-
tation is performed on the previously labeled data, by apply-
ing rotations with angles randomly chosen in [—70°; 470°].

C. Feature selection
The classifier is given the following features as input:

« The distance d, between the projections of the origin
on source plane and target plane:

" myll? )

Planes are expected to be close to each other, so d, is
expected to be small.

do = ||°pi*n; —

e The distance d. between the centroids of source and
target planes:

d. = |I°pi — 'pj|* )

with *p and 'p the centroids of *II; and ‘II; respec-
tively. Once more, this feature aims to characterize the
closeness of the planes, so d. is expected to be small.
o The area ratio between the planes S,
ST _ mz’n(SSi, tSj) (6)
maxz (55, 15;)
with *S; and *S; the area of source and target planes
respectively. Planes are expected to have similar shape,
so S, is expected to be close to 1.
o The dot product of the normals of the planes ¢,:

¢n = °n; - 'n; (7

Planes are expected to be close to parallel so ¢, is
expected to be close to 1. This feature assumes small
rotation between two scans.

D. Results on matching through classification

The classifier is evaluated through its accuracy, defined as
the percentage of valid matches compared to ground truth. A
3-fold cross-validation process was used: two sequences were
used for training while the third was kept for testing. The
accuracy for each tested sequence is presented in Table I. As
can be seen, the classifier produces some false matches, but
their occurence is less than 15% on the tested data. Such
a percentage of outliers is manageable for a robust pose
estimation method, as will be seen in next section.

V. REGISTRATION

A. Plane-to-plane registration

Once the set of plane correspondences is built, the plane-
to-plane distance minimization to estimate the rigid transfor-
mation linking source to target planes, can be performed.

1) Closed-form plane-to-plane optimization method:

The derivation of this method is similar to the one pre-
sented in [13]. To take into account the presence of false
matches in the list of corresponding planes, a RANSAC
robust algorithm is used. RANSAC needs three non-parallel
planes in the source and target respectively.

TABLE I
3-FOLD CROSS-VALIDATION RESULTS OF THE PAIRING PLANE PROCESS

k | Apartment ETH Stairs | Accuracy (%)
1 testing training  training 87.9
2 training testing  training 89.3
3 training training  testing 91.6




2) Gauss-Newton plane-to-plane minimization method:

In order to refine the closed-form solution, the plane cor-
respondences identified as inliers by the RANSAC algorithm
are given as input of the non-linear iterative Gauss-Newton
approach.

This method requires a minimal representation of the
transformation to be estimated ¢T,. Such a representation is
defined by a 6 dimensional vector denoted q = (*t,,6u)"
where # and u are the angle and the axis of the rotation ‘R.;.

The plane-to-plane error has to be minimized such that:

N
q = argmin dl? 8
q = argmi ;H al ®)
where d? is defined in by(3). Equation (8) can be solved
using the Gauss-Newton algorithm. Solving it consists in
minimizing the cost function F(q) = ||e(q)|| where:

w-(9) e

with n(q) = (...,'Rs°n;,...), n = (...,'ny,...), p(q) =
(..., [tRsSn,;]Ttts + pi,...) and p = tp; the error vector
of the distance between the target point cloud and the
source point cloud transformed with the previous estimated
transformation.

This minimization problem can be solved by an iterative
least-squares approach which gives dq = —AJ(q)Te(q)
where ) is a scalar in ]0,1] and J(q)T is the pseudo-inverse
of the Jacobian J(q) that is given in [18]. The pose is then
updated at each iteration using the exponential map.

B. Point-to-plane registration

If an even more accurate registration is required, a finer
step can be added to find the best expected rigid transforma-
tion, based on the original data of the point clouds, rather
than on the planes extracted from them. To do so, a point-
to-plane registration is added at the end of the process.

Each point *p; from *P is matched to its closest point ‘p;
in ‘P according to the Euclidean distance. Then the rigid
transformation that registers source to target point cloud is
computed by minimizing the point-to-plane distance (Eq. 2).
Solving it consists in minimizing the cost function F(q) =
lle(q)|| where e(q) = (di, ..., d)T.

The principle is the same as section V-A.2 with:

N

q = argmin Y _||d;"||? (10)
4=

where d;- is given by equation (2).

The minimization is handled as in the previous paragraph
thanks to a Gauss Newton algorithm (Jacobian is given
in [18]). Nevertheless, if outliers are present in the dataset,
the minimization estimation becomes unstable. Consider-
ing a robust minimization process [19] is thus necessary.
The Gauss-Newton algorithm allows for considering M-
estimators within an iterative reweighted least square method.
The error to minimize is defined by e,(q) = D e(q) where
D is a diagonal matrix containing weights that reflect the
confidence in the data (see e.g. [19] for details).

VI. EVALUATION DATASETS

To evaluate the robustness and the accuracy of the pro-
posed algorithm, two datasets are used. The first one is
ASL dataset [12] and the second one, LOOP’IN dataset, is
provided with this article.

A. Autonomous Systems Lab dataset

As the focus of this article is on the usage of plane
features, only the indoor sequences of the ASL dataset [12]
are used. One of the main advantages of this dataset is that
each sequence comes with the ground truth poses measured
for each scan with millimeter precision.

o Apartment sequence is designed to evaluate algorithm
robustness to outliers coming from dynamic elements
(e.g. moved furniture).

e ETH sequence aims to evaluate robustness of registra-
tion to repetitive elements.

o Stairs sequence aims to evaluate robustness to rapid
variations in scanned volumes.

B. LOOP’IN dataset

To evaluate PAR-ICP on long sequences and loop closure,
a challenging dataset, LOOP’IN!, was created.

The data acquisition were performed using a LiDAR VLP-
16 Puck Hi-Res. The LiDAR is mounted on a moving plat-
form pushed by an operator. As the captures are sometimes
performed in narrow areas, the LiDAR is tilted towards the
floor, to make sure to capture floor points.

The proposed dataset is composed of two indoor se-
quences, each scan consisting of 25K to 30K points.:

e Balcony Loop: The sequence is composed of a loop with

a crossing of the trajectory in the end. The loop is made
around a balcony surrounding an almost square room.
The sequence is composed of 142 scans.

o Coffee Hall Loop: The sequence is composed of a loop
starting and ending at the same location, in a large
coffee hall. Furniture is present as well as some moving
people. One side of the hall is a large bay window
(making reflections appear on scans). The sequence is
composed of 171 scans.

VII. EXPERIMENTAL RESULTS

The experiments are led in two steps. First, PAR-ICP is
compared to state-of-the-art algorithms on the ASL bench-
mark dataset regarding robustness and accuracy. Then, the
ability of the proposed method to register long sequences
as accurately as possible is evaluated using the presented
LOOP’IN dataset.

A. Validation on ASL dataset

To evaluate the accuracy and robustness of the proposed
method, experiments on the ASL indoor sequences presented
previously are performed. The dataset comes with a ground
truth for the pose of each point cloud, allowing a quantitative
evaluation of the accuracy of the estimated pose.

'LOOP’IN dataset is available online at https:/github.com/kfavre/LOOP-
IN_dataset.



1) Metrics: As in [20], the accuracy of the algorithms is
evaluated with the Euclidean distance A; (respectively the
geodesic distance A,.) between the estimated transformation
and the ground truth for translation (respectively for rota-
tion):

A, = ||’ — 7| (11)

trace('R:R,) — 1

A, = arccos 5

12)

with ‘t, and ‘R, the estimated translation and rotation, ‘t*
and 'R the ground truth translation and rotation.

The thresholds to estimate a successful registration are
chosen as suggested in [5], i.e. translation threshold is 0.1m
and rotation threshold is 2.5°. Note that rotation and transla-
tion errors are presented separately for the sake of clarity, but
a result is valid only if both rotation and translation errors
are smaller than their respective threshold.

The point clouds are registered frame-to-frame.

2) Evaluation and comparison with state-of-the-art algo-
rithms: First, PAR-ICP is compared to two state-of-the-art
registration algorithms:

o G-ICP [6] has three major parameters. Maximum itera-
tions is set to 10, Euclidean fitness epsilon to 10~% and
maximum correspondence distance to 0.8m.

o NDT, with the steps recommended in [5]. Transforma-
tion epsilon is set to 1073, step size 0.1, maximum iter-
ation 5, first step resolution 1.0m, second step resolution
2.0m, third step resolution 1.0m and last step 0.5m.

Note that in this context, for PAR-ICP, the 3-cross fold
validation is used for the RF classifier establishing correspon-
dences, in order to avoid using data that were already seen
in the validation. When the algorithm is tested on Apartment
it has been trained only on ETH and Stairs, and so forth
for the three sequences. Accuracy of PAR-ICP, G-ICP and
NDT on translation and rotation are summarized in Figure 4
with curves representing the cumulative probabilities errors
on translation and rotation. The expected behavior of the
curves is to attain 1 (meaning all scans of the sequence
are registered) before the error threshold is reached. As
shown by these curves, PAR-ICP succeeds in registering
100% of the scans according to the chosen thresholds, for all
tested sequences. It thus outperforms the other state-of-the-
art methods, especially on the Apartment sequences, where
PAR-ICP succeeds in registering all the scans, while G-ICP
and NDT only achieves 75% and 77% of successful regis-
trations, respectively. This can be explained by the presence
of large rotations in the Apartment sequence, demonstrating
PAR-ICP robustness to this type of motion.

In [9], several algorithms are evaluated following the same
procedure: FGR [7], GH-ICP [21] and the algorithm pro-
posed in [9] further called PGR (Planar Global Registration).
The results of these experiments are presented in Table II.

On Apartment, FGR, PGR and PAR-ICP all completely
succeed. The average rotation and translation error are re-
spectively 0.45° and 0.022m for PAR-ICP, while they are
1.126° and 0.028m for FGR, and 0.303° and 0.009m for

—— Proposed method ——Proposed method
==G-ICP. ==G-ICP.

NDT NDT

0
0 01 02 03 04 05 06 07 08 09 1 0 5 10 15 20 25
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(c) Stairs sequence
Fig. 4. Cumulative probabilities of translation and rotation errors for each
sequence on PAR-ICP, G-ICP [6] and NDT [5]. Left: the translation error
(in meters) on the horizontal axis. The vertical bar represents the threshold
(0.1m) for successful registration. Right: the rotation error (in degrees) on
the horizontal axis. The vertical bar represents the threshold (2.5°) for
successful registration.

TABLE II
% OF SUCCESSFUL REGISTRATION (TRANSLATION AND ROTATION
COMBINED) FOR THE ALGORITHMS EVALUATED IN [9]

Sequence PAR-ICP FGR [7] GH-ICP [21] PGR [9]
Apartment 100% 100% 52% 100%
ETH 100% 63% 93% 90%
Stairs 100% 3% 94% 97%

PGR. PGR ends up being the most accurate in this scenario.
The reason why GH-ICP only achieves a 52% success rate
is probably due to the presence of the large rotations in this
sequence. On ETH and Stairs GH-ICP and PGR both give
satisfying results but are still less accurate than PAR-ICP.

B. Registration in LOOP’IN dataset and incremental map
creation using our approach

In the following experiment, the sensor trajectory of the
LOOP’IN sequences are computed using PAR-ICP. In this
context, all ASL sequences were used to train the RF classi-
fier establishing correspondences. While each point cloud is
being registered, a so-called incremental map is being built
and updated. The registration of a new input source scan is
not done frame-to-frame but by registering the scan to the
incremental map. This allows to match source planes with



planes that were met earlier in the sequence, which gives
important information in a long sequence, even more if a loop
is performed. Planes in the source, that are already known
and identified as matches in early steps, are updated in the
map, and new unknown planes are added, expecting to be
matched further in the reconstruction process. The trajectory
on x and y axes for each sequence is presented in Fig. 5. In
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Fig. 5. Trajectory in xy-plane computed using PAR-ICP algorithm for
each sequence. Axes are in meters. The reconstructed environment is
superimposed on the trajectory by hand. (a) Balcony loop sequence (b)
Coffee Hall sequence

both sequences, PAR-ICP is able to provide a satisfying path,
and to close the loop between the starting and the ending
poses, when using the incremental map for registration. Some
inaccuracies in the trajectory can be observed from time to
time, but they do not prevent the algorithm to close the loop
and build a consistent global map of the environment.

VIII. CONCLUSION

In this paper, an accurate plane-based registration al-
gorithm is presented. A plane matching approach using
RF classifier trained on plane features is introduced. The
proposed robust plane-to-plane minimization followed by
a point-to-plane minimization reaches 100% of successful
registration on the indoor sequences of the ASL dataset.
Experiments show that PAR-ICP is more accurate than other
state-of-the-art algorithms in well-structured environments.
It also demonstrates to be robust to large motion.

A new challenging dataset, LOOP’IN, is also provided,
for the community to evaluate and compare registration
algorithms on real data. By performing loop closure in
long sequences and creating coherent incremental maps, the
proposed algorithm gives good results for localization and
mapping applications.

A further step will be to handle a SLAM process with
these two global and local levels of features.
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