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#### Abstract

In this paper, we study the problem of computing the $\mathcal{L}_{\infty^{-}}$ norm of finite-dimensional linear time-invariant systems. This problem is first reduced to the computation of the maximal $x$-projection of the real solutions $(x, y)$ of a bivariate polynomial system $\Sigma=\left\{P, \frac{\partial P}{\partial y}\right\}$, with $P \in \mathbb{Z}[x, y]$. Then, we use standard computer algebra methods to solve the problem. In this paper, we alternatively study a method based on rational univariate representations, a method based on root separation, and finally a method first based on the sign variation of the leading coefficients of the signed subresultant sequence and then based on the identification of an isolating interval for the maximal $x$-projection of the real solutions of $\Sigma$.
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## 1 Introduction

An important issue in robust control theory is the computation of the $\mathcal{L}_{\infty^{-}}$ norm of linear systems $[11,18]$. Contrary to the $\mathcal{L}_{2}$-norm, no tractable formula is known for the characterization of the $\mathcal{L}_{\infty}$-norm of finite-dimensional systems (i.e., systems defined either by linear ordinary differential equations or by linear recurrence relations) [11, 18]. Hence, the standard methods for the $\mathcal{L}_{\infty}$-norm computation are numerical (e.g., bisection algorithms, eigenvalues computation of Hamiltonian matrices) [5, 7]. In their paper [13], Kano and Smith develop a validated numerical algorithm for the $\mathcal{L}_{\infty}$-norm computation. They reduce the problem to the localization of the real solutions of a bivariate polynomial and then use Sturm chain tests to guarantee the accuracy of their algorithm. In [8], Chen, Mazza and Xie provide an equivalent study using the theory of border polynomials, which makes the presentation of their solution simpler.

When numerical methods are used, it is worth mentioning that the result is usually obtained within a short time but with a slight error up to a precise accuracy. In contrast, when using symbolic methods, the result usually takes more time to be computed but is exact. In this paper, to compute the $\mathcal{L}_{\infty}$-norm, we try to develop the right balance between these two approaches.

In this paper, following the approach developed in $[13,8]$, we shall study three different certified symbolic-numeric algorithms for the computation of the $\mathcal{L}_{\infty}$-norm with the goal of minimizing the drawback of the symbolic part of the computation. This symbolic part consists in computing an isolating interval of the maximal projection of the real solutions of a system of bivariate polynomials. We develop the complexity analysis of each algorithm. Finally, we compare the theoretical complexities of the algorithms and then their performances using an implementation in the computer algebra system Maple.

Given two coprime polynomials $P$ and $Q$ in $\mathbb{Z}[x, y]$ of degree bounded by $d$ and of coefficient bitsize bounded by $\tau$, the solving of the system $\Sigma=\{P, Q\}$ can be studied using numerous methods. Typically, isolating boxes of the solutions can be computed either directly from the input system using numerical methods (such as subdivision or homotopy methods) or indirectly by first computing intermediate symbolic representations such as triangular sets, Gröbner bases, or rational parameterizations $[1,6]$.

Two methods used in the paper require putting the system in a generic position, i.e., require to finding a separating linear form $x+a y$ that defines a shear of the coordinate system $(x, y)$, i.e., $(x, y) \longmapsto(t-a y, y)$, so that no two distinct solutions of the sheared system $\Sigma_{a}=\{P(t-a y, y), Q(t-a y, y)\}$ are vertically aligned. This approach has long been used in the literature. For instance, a separating linear form $x+a y$ with $a \in\left\{0, \ldots, 2 d^{4}\right\}$ can be computed as shown in $[4,3]$. We can then use a Rational Univariate Representation (RUR) for the polynomial system $\Sigma_{a}$ followed by the computation of isolating boxes for its real solutions. For more details, see [3]. We simply apply this approach (i.e., the so-called $R U R$ method) to the polynomial system associated with the $\mathcal{L}_{\infty^{-}}$ norm computation problem and then choose the maximal $x$-projection of the real solutions of the system. The complexity analysis shows that this algorithm performs $\tilde{\mathcal{O}}_{B}\left(d_{x} d_{y}^{3}\left(d_{x}^{2}+d_{x} d_{y}+d_{y} \tau\right)\right)$ bit operations in the worst case, where

$$
\begin{equation*}
d_{x}=\max \left(\operatorname{deg}_{x}(P), \operatorname{deg}_{x}(Q)\right), d_{y}=\max \left(\operatorname{deg}_{y}(P), \operatorname{deg}_{y}(Q)\right) \tag{1}
\end{equation*}
$$

and $\tau$ is the maximal coefficient bitsize of the polynomials $P$ and $Q$.
Alternatively, we can also localize the maximal $x$-projection of the real solutions of the polynomial system $\Sigma$ by simply applying a linear separating form on the system $\Sigma$. The linear separating form $t=x+s y$ proposed in [9] preserve the order of the solutions of the sheared system $\Sigma_{s}=\{P(t-s y, y), Q(t-s y, y)\}$ with respect to the $x$-projection of the real solutions of the original system $\Sigma$. Thus, the projection of the solutions of $\Sigma_{s}$ onto the new separating axis $t$ can be done so that we can simply choose the $x$-projection corresponding to the maximal $t$-projection of the real solutions of $\Sigma_{s}$. The drawback of this method lies on the growth of the size of the coefficients of the sheared system for the linear separating form $t=x+s y$ due to the large size of $s$. The complexity analysis shows that this algorithm performs $\tilde{\mathcal{O}}_{B}\left(d_{x}^{4} d_{y}^{5} \tau\right)$ bit operations in the worst case.

The third method developed in this paper localizes the maximal $x$-projection of the system real solutions - denoted by $\bar{x}-$ by first isolating the real roots of the univariate resultant polynomial $\operatorname{Res}\left(P, \frac{\partial P}{\partial y}, y\right)$ and then verifying the ex-
istence of a real root of the univariate polynomial $P(\bar{x}, y) \in \mathbb{R}[y]$ as done in [8]. A key point is that we can compute a Sturm-Habicht sequence [12] of $P(\bar{x}, y)$ without any consequent overhead. As $P(x, y)=0$ is bounded in the $x$-direction, it is then possible to compute the number of real solutions of $P(\bar{x}, y)$ with a good complexity in the worst case, which gives an efficient algorithm as soon as the curve $P(x, y)=0$ has no isolated real singular points. The complexity analysis shows that this algorithm performs $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4}\left(d_{x}+\tau\right)\right)$ bit operations in the worst case and $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4} \tau\right)$ when the plane curve $P(x, y)=0$ has no isolated real singular points.

Finally, we conclude the paper by comparing the bit complexity of those three algorithms and then the experimental time obtained by the implementation of each of these algorithms in Maple.

## 2 Problem description

Before stating the problem studied in this paper, we first introduce a few standard notations and definitions. If $\mathbb{k}$ is a field and $P \in \mathbb{k}[x, y]$, then $L c_{v a r}(P)$ is the leading coefficient of $P$ with respect to the variable var $\in\{x, y\}$ and $\operatorname{deg}_{\text {var }}(P)$ the degree of $P$ in the variable var $\in\{x, y\}$. We also denote by $\operatorname{deg}(P)$ the total degree of $P$. Moreover, let $\pi_{x}: \mathbb{R}^{2} \longrightarrow \mathbb{R}$ be the projection map from the real plane $\mathbb{R}^{2}$ onto the $x$-axis, i.e., $\pi_{x}(x, y)=x$ for all $(x, y) \in \mathbb{R}^{2}$. For $P, Q \in \mathbb{k}[x, y]$, let $\operatorname{gcd}(P, Q)$ be the greatest common divisor of $P$ and $Q, I:=\langle P, Q\rangle$ the ideal of $\mathbb{k}[x, y]$ generated by $P$ and $Q$, and $V_{\mathbb{K}}(I):=\left\{(x, y) \in \mathbb{K}^{2} \mid \forall R \in I: R(x, y)=0\right\}$, where $\mathbb{K}$ is a field containing $\mathbb{k}$. Finally, let $\mathbb{C}_{+}:=\{s \in \mathbb{C} \mid \operatorname{Re}(s)>0\}$ be the open right-half plane of $\mathbb{C}$.

Definition $1([\mathbf{1 1}, \mathbf{1 8}])$. Let $\mathcal{R} \mathcal{H}_{\infty}$ be the $\mathbb{R}$-algebra of all the proper and stable rational functions with real coefficients, namely:
$\mathcal{R} \mathcal{H}_{\infty}:=\left\{\left.\frac{n}{d} \right\rvert\, n, d \in \mathbb{R}[s], \operatorname{gcd}(n, d)=1, \operatorname{deg}_{s}(n) \leq \operatorname{deg}_{s}(d), V_{\mathbb{C}}(\langle d\rangle) \cap \mathbb{C}_{+}=\emptyset\right\}$.
An element $g$ of $\mathcal{R} \mathcal{H}_{\infty}$ is holomorphic and bounded on $\mathbb{C}_{+}$, i.e.,

$$
\|g\|_{\infty}:=\sup _{s \in \mathbb{C}_{+}}|g(s)|<+\infty
$$

$\mathcal{R} \mathcal{H}_{\infty}$ is a sub-algebra of the Hardy algebra $\mathcal{H}_{\infty}\left(\mathbb{C}_{+}\right)$of bounded holomorphic functions on $\mathbb{C}_{+}$. The maximum modulus principle of complex analysis yields:

$$
\|g\|_{\infty}=\sup _{\omega \in \mathbb{R}}|g(i \omega)|
$$

Note that this equality shows that the function $g_{\mid i \mathbb{R}}: i \omega \in i \mathbb{R} \longmapsto g(i \omega)$ belongs to the Lebesgue space $\mathcal{L}_{\infty}(i \mathbb{R})$ or, more precisely, to the following $\mathbb{R}$-algebra

$$
\mathcal{R} \mathcal{L}_{\infty}:=\left\{\left.\frac{n(i \omega)}{d(i \omega)} \right\rvert\, n, d \in \mathbb{R}[i \omega], \operatorname{gcd}(n, d)=1, \operatorname{deg}_{\omega}(n) \leq \operatorname{deg}_{\omega}(d), V_{\mathbb{R}}(\langle d\rangle)=\emptyset\right\}
$$

i.e., the algebra of real rational functions on the imaginary axis $i \mathbb{R}$ which are proper and have no poles on $i \mathbb{R}$, or simply, the algebra of real rational functions with no poles on $i \mathbb{P}^{1}(\mathbb{R})$, where $\mathbb{P}^{1}(\mathbb{R}):=\mathbb{R} \cup \infty$.

We can extend the above $\mathcal{L}_{\infty}$-norms defined on functions of $\mathcal{R} \mathcal{H}_{\infty}$ (resp., $\mathcal{R} \mathcal{L}_{\infty}$ ) to matrices as follows. Let $G \in \mathcal{R} \mathcal{H}_{\infty}^{u \times v}$ (resp., $\left.G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}, \mathbb{R}(s)^{u \times v}\right)$, i.e., $G$ is a $u \times v$ matrix with entries in $\mathcal{R} \mathcal{H}_{\infty}$ (resp., $\left.\mathcal{R} \mathcal{L}_{\infty}, \mathbb{R}(s)\right)$ and let $\bar{\sigma}(\cdot)$ denote the largest singular value of a complex matrix. Then, we can define:

$$
\|G\|_{\infty}:=\sup _{s \in \mathbb{C}_{+}} \bar{\sigma}(G(s))\left(\text { resp., }\|G\|_{\infty}:=\sup _{\omega \in \mathbb{R}} \bar{\sigma}(G(i \omega))\right)
$$

If $G \in \mathcal{R} \mathcal{H}_{\infty}^{u \times v}$, then, as above, we have $\|G\|_{\infty}=\sup _{\omega \in \mathbb{R}} \bar{\sigma}(G(i \omega))$.
The paper aims at developing certified symbolic-numeric algorithms for the computation of $\|G\|_{\infty}$ for $G \in \mathbb{R}(s)^{u \times v}$ satisfying $G_{\mid i \mathbb{R}} \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}$. This problem plays a fundamental role in $\mathcal{H}_{\infty}$-control theory [11, 18].

The conjugate $\tilde{G}$ of $G \in \mathbb{R}(s)^{u \times v}$ is defined by $\tilde{G}(s):=G^{T}(-s)$.
The next proposition gives a first characterization of $\|G\|_{\infty}$.
Proposition 1 ([13]). Let $\gamma>0, G \in \mathbb{R}(s)^{u \times v}$ be such that $G_{\mid i \mathbb{R}} \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}$ and let us consider $\Phi_{\gamma}(s)=\gamma^{2} I_{v}-\tilde{G}(s) G(s)$. Then, $\gamma>\|G\|_{\infty}$ if and only if $\gamma>\bar{\sigma}(G(i \infty))$ and $\operatorname{det}\left(\Phi_{\gamma}(i \omega)\right) \neq 0$ for all $\omega \in \mathbb{R}$.

Let $n(\gamma, \omega)$ and $d(\omega)$ be two coprime polynomials over $\mathbb{R}[\gamma, \omega]$ satisfying:

$$
\begin{equation*}
\operatorname{det}\left(\Phi_{\gamma}(i \omega)\right)=\frac{n(\gamma, \omega)}{d(\omega)} \tag{2}
\end{equation*}
$$

Note that $\operatorname{det}\left(\Phi_{\gamma}(s)\right)$ is a real function in $s^{2}$ and $\gamma^{2}$, and thus, $\operatorname{det}\left(\Phi_{\gamma}(i \omega)\right)$ is a real function in $\omega^{2}$ and $\gamma^{2}$. A consequence of Proposition 1 is the next result.

Proposition 2. Let $G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}$ and $n \in \mathbb{R}[\gamma, \omega]$ be defined by (2). We denote by $\bar{n} \in \mathbb{R}[\gamma, \omega]$ the square free part of $n$. Then, we have:

$$
\|G\|_{\infty}=\max \left\{\pi_{\gamma}\left(V_{\mathbb{R}}\left(\left\langle\bar{n}, \frac{\partial \bar{n}}{\partial \omega}\right\rangle\right)\right) \cup V_{\mathbb{R}}\left(\left\langle L c_{\omega}(\bar{n})\right\rangle\right)\right\} .
$$

Example 1. If $G \in \mathcal{R} \mathcal{L}_{\infty}$ then, by definition, $\|G\|_{\infty}$ is the supremum of the continuous function $\omega \in \mathbb{P}^{1}(\mathbb{R}):=\mathbb{R} \cup\{\infty\} \longmapsto|G(i \omega)|$, and thus, we have $\|G\|_{\infty}=\max _{\omega \in \mathbb{P}^{1}(\mathbb{R})}|G(i \omega)|$, i.e., $\|G\|_{\infty}=\max \left\{|G(i \infty)|, \gamma_{\max }\right\}$, where:

$$
\gamma_{\max }:=\max _{\omega \in \mathbb{R}}|G(i \omega)|=\max \left\{\gamma \in \mathbb{R}\left|\exists \omega \in \mathbb{R}: \gamma^{2}=|G(i \omega)|^{2}\right\}\right.
$$

We find again Proposition 2, i.e., $\gamma>\|G\|_{\infty}$ iff $\Phi_{\gamma}(i \omega)=\gamma^{2}-|G(i \omega)|^{2} \neq 0$ for all $\omega \in \mathbb{R}$ and $\gamma>|G(i \infty)|$. Using $|G(i \omega)|^{2}=G(-i \omega) G(i \omega) \in \mathbb{R}\left(\omega^{2}\right)$, a computation of $\|G\|_{\infty}$ amounts to first computing the zeros of the numerator of $\frac{\mathrm{d}|G(i \omega)|^{2}}{\mathrm{~d} \omega}$, then evaluating $|G(i \omega)|$ on these zeros and finally choosing the maximal occurring value, that to say $\bar{\gamma}$, and (iii) $\|G\|_{\infty}=\max \{|G(i \infty)|, \bar{\gamma}\}$.

More explicitly, if we write $G$ as $G(s)=a(s) / b(s)$, where $a, b \in \mathbb{R}[s]$, $\operatorname{gcd}(a, b)=1, q=\operatorname{deg}_{s}(a) \leq r=\operatorname{deg}_{s}(b)$, and $b$ does not vanish on $i \mathbb{R}$, then $G(i \infty)=0$ if $q<r$ (i.e., $G$ is strictly proper) or $G(i \infty)=a_{r} / b_{r}$ if $q=r$ (i.e., $G$ is proper), where $a_{r}=L c_{s}(a)$ and $b_{r}=L c_{s}(b)$. Moreover, we have $|G(i \omega)|^{2}=N(\omega) / D(\omega)$, where $N(\omega)=|a(i \omega)|^{2}$ and $D(\omega)=|b(i \omega)|^{2} \in \mathbb{R}\left[\omega^{2}\right]$. Since $b(i \omega)$ has not real roots, $D(\omega) \neq 0$ for all $\omega \in \mathbb{R}$. Hence, if we note $\mathcal{Z}:=\left\{\omega \in \mathbb{R} \mid N^{\prime}(\omega) D(\omega)-N(\omega) D^{\prime}(\omega)=0\right\}$, then we obtain:

$$
\|G\|_{\infty}=\max \{|G(i \infty)|, \bar{\gamma}\}, \quad \bar{\gamma}:=\max _{\omega \in \mathcal{Z}}\left\{(N(\omega) / D(\omega))^{1 / 2}\right\}
$$

Note that if $\mathcal{Z} \cap V_{\mathbb{R}}\left(\left\langle D^{\prime}(\omega)\right\rangle\right)=V_{\mathbb{R}}\left(\left\langle N^{\prime}(\omega) D(\omega), D^{\prime}(\omega)\right\rangle\right)=\emptyset$, then we also have $\bar{\gamma}=\max _{\omega \in \mathcal{Z}}\left\{\left(N^{\prime}(\omega) / D^{\prime}(\omega)\right)^{1 / 2}\right\}$. For instance, if $G(s)=(2 s+1) /(s+1)$, then $N(\omega)=4 \omega^{2}+1, D(\omega)=\omega^{2}+1, \mathcal{Z}=\{0\}, \mathcal{Z} \cap V_{\mathbb{R}}\left(\left\langle D^{\prime}(\omega)\right\rangle\right)=\{0\}$, $\bar{\gamma}=(N(0) / D(0))^{1 / 2}=1,|G(i \infty)|=2$, and $\|G\|_{\infty}=\max \{2, \bar{\gamma}\}=2$.

Finally, according to Proposition 2, we have $n(\gamma, \omega)=D(\omega) \gamma^{2}-N(\omega)$ and $d(\omega)=D(\omega)$. Now, using $\operatorname{gcd}(N, D)=1, \bar{n}=n, L c_{\omega}(\bar{n})=b_{r}^{2} \gamma^{2}$ if $q<r$ or $L c_{\omega}(\bar{n})=\left(b_{r}^{2} \gamma^{2}-a_{r}^{2}\right)$ if $q=r$, which yields:

$$
V_{\mathbb{R}}\left(\left\langle L c_{\omega}(\bar{n})\right\rangle\right)= \begin{cases}0, & \text { if } q<r \\ \pm \frac{a_{r}}{b_{r}}, & \text { if } q=r\end{cases}
$$

and using the fact that $D(\omega) \neq 0$ for all $\omega \in \mathbb{R}$, we have

$$
\begin{aligned}
\pi_{\gamma}\left(V_{\mathbb{R}}\left(\left\langle\bar{n}, \frac{\partial \bar{n}}{\partial \omega}\right\rangle\right)\right) & =\pi_{\gamma}\left(V_{\mathbb{R}}\left(\left\langle D(\omega) \gamma^{2}-N(\omega), D^{\prime}(\omega) \gamma^{2}-N^{\prime}(\omega)\right\rangle\right)\right) \\
& =\left\{\gamma \in \mathbb{R} \left\lvert\, \gamma^{2}=\frac{N(\omega)}{D(\omega)}\right., \omega \in \mathcal{Z}\right\}
\end{aligned}
$$

and thus, $\|G\|_{\infty}=\max \{\bar{\gamma}, 0\}=\bar{\gamma}$ if $q<r$ and $\|G\|_{\infty}=\max \left\{\bar{\gamma}, a_{r} / b_{r}\right\}$ if $q=r$.
Corollary 1. Let $G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}$ and $n \in \mathbb{R}[\gamma, \omega]$ be the numerator of $\operatorname{det}\left(\gamma^{2} I_{v}-\tilde{G}(i \omega) G(i \omega)\right)$ defined by (2). Then, the real $\gamma$-projection $\pi_{\gamma}\left(V_{\mathbb{R}}(\langle n\rangle)\right)$ of $V_{\mathbb{R}}(\langle n\rangle)$ is bounded by $\|G\|_{\infty}$.

According to Proposition 2, given $G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}$, the problem of computing $\|G\|_{\infty}$ can be reduced to the computation of the maximal $\gamma$-projection of the real solutions of the following bivariate polynomial system:

$$
\begin{equation*}
\Sigma:=\left\{\bar{n}(\gamma, \omega), \frac{\partial \bar{n}(\gamma, \omega)}{\partial \omega}\right\} \tag{3}
\end{equation*}
$$

For studying this problem, we propose three different symbolic-numeric methods - Rational Univariate Representation method, Roots Separation Method and Sturm-Habicht method - and compare them. Without loss of generality, we shall suppose that $n$ is squarefree in $\mathbb{Z}[\gamma, \omega]$.

## 3 Rational Univariate Representation method

In this section, we briefly state a straightforward algorithm which computes the maximal $\gamma$-projection of the real solutions of (3) based on a Rational Univariate Representation Method [15, 16, 4, 3]. This algorithm consists in first computing a rational parametrization (RUR) of the solutions of (3), then isolating the roots of a univariate polynomial $p$ defining the associated field extension, using the intervals obtained to compute isolating boxes for the real solutions of (3) and finally selecting the real solution of (3) with the maximal $\gamma$-projection.

If $P, Q \in \mathbb{Q}[x, y]$ are two coprime polynomials, then the computation of the RUR of $V_{\mathbb{K}}(\langle P, Q\rangle), \mathbb{K}=\mathbb{R}, \mathbb{C}$, consists in finding $s \in \mathbb{N}$ such that $x+s y$ separates the $\mathbb{K}$-zeros of $\{P, Q\}$ and four polynomials $p, q, p_{0}, q_{0} \in \mathbb{Q}[T]$ which define a 1-1 correspondence between $V_{\mathbb{K}}(\langle\Sigma\rangle)$ and $V_{\mathbb{K}}(\langle p\rangle)$, i.e., the following bijection:

$$
\begin{aligned}
V_{\mathbb{K}}(\langle P, Q\rangle) & \longrightarrow V_{\mathbb{K}}(\langle p\rangle) \\
(x, y) & \longmapsto \xi=x+s y, \\
\left(\frac{p_{0}(\xi)}{q(\xi)}, \frac{p_{1}(\xi)}{q(\xi)}\right) & \longleftrightarrow \xi
\end{aligned}
$$

Roughly speaking, using the RUR of $V_{\mathbb{K}}(\langle P, Q\rangle)$, we can transform the study of problems on $V_{\mathbb{K}}(\langle P, Q\rangle)$ into corresponding problems on $V_{\mathbb{K}}(\langle p\rangle)$ [15, 3].

For the $\mathcal{L}_{\infty}$-norm computation, the polynomials of $\Sigma \subset \mathbb{Z}[\gamma, \omega]$, defined by (3), are coprime. Hence, to compute $\|G\|_{\infty}$, we first use the RUR method to obtain isolating boxes for the real solutions $(\gamma, \omega)$ of $\Sigma$, choose the maximal $\gamma$-projection $\gamma_{1}$, then compute an isolation box $\gamma_{2}$ for the maximal real root of the univariate polynomial $L c_{\omega}(n)$, and finally compute $\|G\|_{\infty}=\max \left\{\gamma_{1}, \gamma_{2}\right\}$.

```
Algorithm 1 RUR method
Input: A zero dimensional polynomial system \(\left\{n, \frac{\partial n}{\partial \omega}\right\} \subset \mathbb{Z}[\gamma, \omega]\).
Output: An isolating interval of \(\max \left\{\pi_{\gamma}\left(V_{\mathbb{R}}\left(n, \frac{\partial n}{\partial \omega}\right)\right) \cup V_{\mathbb{R}}\left(L c_{\omega}(n)\right)\right\}\).
    1. Apply the RUR function (Isolate) for solving the polynomial system \(\left\{n, \frac{\partial n}{\partial \omega}\right\}\).
    2. Let \(\gamma_{1}\) be the maximal \(\gamma\)-projection of the system's real solutions.
    3. Let \(\gamma_{2}\) be the maximal real root of \(L c_{\omega}(n)\).
    4. Return the isolating interval of \(\max \left\{\gamma_{1}, \gamma_{2}\right\}\).
```

Remark 1 In step 1 of Algorithm 1, we obtain isolating boxes $\left[a_{i}, b_{i}\right] \times\left[c_{i}, d_{i}\right]$ of the system's real solutions $\left(\gamma_{i}, \omega_{i}\right)$. To compare the real values in step 2 and then in step 4, we can apply a straightforward strategy consisting in computing the resultant polynomial $R_{\gamma}=\operatorname{Res}\left(n, \frac{\partial n}{\partial \omega}, \omega\right)$ and then refining the boxes until each interval $\left[a_{i}, b_{i}\right]$ is included in an isolating interval of $R_{\gamma}$. Even with this naive approach, the asymptotic complexity of these operations does not exceed the algorithm's overall worst case bit complexity.

In what follows, $\mathcal{O}_{B}$ denotes the bit complexity and $\tilde{\mathcal{O}}_{B}$ means that logarithmic factors have been omitted. Given two coprime polynomials $P, Q \in \mathbb{Z}[x, y]$ of degree bounded by $d$ and coefficient bitsize bounded by $\tau$, an algorithm for computing linear separating forms, RUR representations and isolating boxes of the solutions can be obtained in the worst case bit complexity $\tilde{\mathcal{O}}_{B}\left(d^{6}+d^{5} \tau\right)[3]$.

Let us compute the complexity of Algorithm 1. We first need the next result.
Lemma 1. Let $G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}, \Phi_{\gamma}(i \omega)=\gamma^{2} I_{v}-\tilde{G}(i \omega) G(i \omega), n \in \mathbb{R}[\gamma, \omega]$ be defined by (2), $d_{\gamma}=\operatorname{deg}_{\gamma}(n), d_{\omega}=\operatorname{deg}_{\omega}(n)$, and $\tau_{n}$ the coefficient bitsize of $n$. Moreover, let $\alpha=\max \{u, v\}, N=\max _{1 \leq i \leq u, 1 \leq j \leq v}\left\{\operatorname{deg}_{\omega}\left(Q_{i, j}\right)\right\}$, where $G_{j k}=$ $\frac{P_{j k}}{Q_{j k}}$ denotes the $(j, k)^{\text {th }}$ entry of $G$ and $P_{j k}, Q_{j k} \in \mathbb{R}[i \omega]$ are coprime, and $\tau_{G}$ the maximal coefficient bitsize of $\left\{P_{j k}, Q_{j k}\right\}_{1 \leq j \leq u, 1 \leq k \leq v}$. Then, we have:

$$
d_{\gamma}=\mathcal{O}(\alpha), \quad d_{\omega}=\mathcal{O}\left(N \alpha^{2}\right), \quad \tau_{n}=\tilde{\mathcal{O}}\left(\tau_{G} \alpha^{2}\right) .
$$

Proof. Let $G_{j k}=P_{j k} / Q_{j k}$ be the $(j, k)^{\text {th }}$ entry of $G$, where $P_{j k}, Q_{j k} \in \mathbb{R}[i \omega]$ are coprime. Since $G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}, G_{j k}$ is a proper rational function, and thus, $\operatorname{deg}_{\omega}\left(P_{j k}\right) \leq \operatorname{deg}_{\omega}\left(Q_{j k}\right) \leq N$, which shows that the degrees in $\omega$ of the numerators and the denominator of the entries of $\Phi_{\gamma}(i \omega)$ are bounded by $2 N \alpha$, and thus, $d_{\omega}$ is bounded by $2 N \alpha^{2}$. Similarly, the maximal coefficient bitsize of the entries of $\Phi_{\gamma}(i \omega)$ is $2 \tau_{n} \alpha$, which yields $\tau_{n}$ is bounded by $2 \tau_{G} \alpha^{2}$. Finally, $d_{\gamma}$ is clearly bounded by $2 \alpha$.

Theorem 1. With the above notations, the complexity of Algorithm 1 for the computation of $\|G\|_{\infty}$, where $G \in \mathcal{R} \mathcal{L}_{\infty}^{u \times v}$, is given by:

$$
\tilde{\mathcal{O}}_{B}\left(d_{\gamma} d_{\omega}^{3}\left(d_{\gamma}^{2}+d_{\gamma} d_{\omega}+d_{\omega} \tau_{n}\right)\right)=\tilde{\mathcal{O}}_{B}\left(\alpha^{9} N^{4}\left(\alpha+\tau_{n}\right)\right) .
$$

Proof. According to [3], using the RUR method, the complexity of the resolution of a zero dimensional bivariate polynomial system comes first from the computation of the triangular decomposition of the system after shearing - using a separating linear form $\gamma+s \omega$ - then from the root isolation of the univariate polynomial defining the associated field extension, and finally from the computation of the isolating boxes for the solutions.

In the present case, the degrees in $\omega$ and $\gamma$ are not of the same order. Hence, the results of [3] must be adapted.

First, we determine the size and the degree of the sheared system up to the method used in [3]: the degree with respect to the variable $\omega$ is $\tilde{\mathcal{O}}\left(d_{\gamma}+d_{\omega}\right)$ and $d_{\gamma}$ with respect to the variable $t=\gamma+s \omega$. The size of the sheared system is $\tilde{\mathcal{O}}\left(\tau_{n}+d_{\gamma}\right)$. From [14], the complexity of the computation of a triangular decomposition of a system over $\mathbb{Z}[x, y] \operatorname{costs} \tilde{\mathcal{O}}_{B}\left(d_{x}^{3} d_{y}^{3}+\left(d_{x}^{2} d_{y}^{3}+d_{x} d_{y}^{4}\right) \tilde{\tau}\right)$, where $d_{x}$ and $d_{y}$ are defined by (1) and $\tilde{\tau}$ is its maximal coefficient bitsize. Thus, using Lemma 1 , we obtain that the complexity of the computation of the triangular decomposition of the sheared system in $\mathbb{Z}[t, \omega]$ is given by:

$$
\begin{aligned}
& \tilde{\mathcal{O}}_{B}\left(d_{\gamma}^{3}\left(d_{\gamma}+d_{\omega}\right)^{3}+\left(d_{\gamma}^{2}\left(d_{\gamma}+d_{\omega}\right)^{3}+d_{\gamma}\left(d_{\gamma}+d_{\omega}\right)^{4}\right)\left(\tau_{n}+d_{\gamma}\right)\right) \\
& =\tilde{\mathcal{O}}_{B}\left(d_{\gamma} d_{\omega}^{3}\left(d_{\gamma}^{2}+d_{\gamma} d_{\omega}+d_{\omega} \tau_{n}\right)\right) .
\end{aligned}
$$

Moreover, by Lemma 1, we obtain $\tilde{\mathcal{O}}_{B}\left(\alpha^{9} N^{4}\left(\alpha+\tau_{n}\right)\right)$. This triangular decomposition yields (RUR) polynomials of degree that sum $u_{\tilde{\mathcal{O}}}$ to $\tilde{\mathcal{O}}\left(\left(d_{\gamma}+d_{\omega}\right) d_{\gamma}\right)=\tilde{\mathcal{O}}\left(\alpha^{3} N\right)$ with coefficients of bitsize $\tilde{\mathcal{O}}\left(\left(d_{\gamma}+d_{\omega}\right)\left(d_{\gamma}+\tau_{n}\right)\right)=\tilde{\mathcal{O}}\left(\alpha^{2} N\left(\alpha+\tau_{n}\right)\right)$.

Finally, according to [3], it is known that the computation of isolating boxes of all the roots of the system can be done in $\tilde{\mathcal{O}}_{B}\left(\left(\alpha^{3} N\right)^{3}+\left(\alpha^{3} N\right)^{2}\left(\alpha^{2} N\left(\alpha+\tau_{n}\right)\right)\right)=$ $\tilde{\mathcal{O}}_{B}\left(\alpha^{8} N^{3}\left(\alpha+\tau_{n}\right)\right)$ bit operations.

## 4 Roots Separation Method

In this section, we localize the maximal $\gamma$-projection of the real solutions of the polynomial system $\Sigma$ by only shearing the system $\Sigma$ using a special linear separating form [9]. With this linear separating form $t=\gamma+s \omega$, we obtain:

$$
t_{1}=\gamma_{1}+s \omega_{1}<t_{2}=\gamma_{2}+s \omega_{2} \Longrightarrow \gamma_{1} \leq \gamma_{2}
$$

Let $P, Q \in \mathbb{Z}[x, y]$ be coprime and $R_{x}=\operatorname{Res}(P, Q, y) \in \mathbb{Z}[x]$ be their resultant. Moreover, let $x_{1} \leq \ldots \leq x_{m}$ be the real roots of $R_{x}$ with isolating intervals $\left[c_{1}, d_{1}\right], \ldots,\left[c_{m}, d_{m}\right]$. Moreover, let the real numbers $\delta, M$ and $s$ be defined by:

$$
\begin{equation*}
\delta<\frac{1}{2} \min _{i=1, \ldots, m-1}\left(x_{i+1}-x_{i}\right), M>\max \left\{y \mid(x, y) \in V_{\mathbb{R}}(\langle P, Q\rangle)\right\}, 0<s<\frac{\delta}{M} \tag{4}
\end{equation*}
$$

We can use the general root bounds for zero dimensional systems to estimate $\delta$ and $M$. In fact, $M$ is the measure of the univariate polynomial $\operatorname{Res}(P, Q, x)$. Note that the resultant computation can be avoided by using the concept of sleeve functions studied in [10] and [9, Lemma 3.3].

Let us consider an invertible linear map (a shear) of $\mathbb{R}^{2}$ to $\mathbb{R}^{2}$ defined by $\Psi_{s}:(x, y) \longmapsto(t, y)=(x+s y, y)$. Let us also note $\Psi_{s}(P)=P(t-s y, y)$, $\Psi_{s}(Q)=Q(t-s y, y), R_{t}=\operatorname{Res}\left(\Psi_{s}(P), \Psi_{s}(Q), y\right)$ and let $t_{1} \leq \ldots \leq t_{m^{\prime}}=t_{\max }$ be the real roots of $R_{t}$.

To get a 1-1 correspondence between the zeros of $\{P, Q\}$ and the roots of $R_{t}, L c_{y}\left(\Psi_{s}(P)\right)$ and $L c_{y}\left(\Psi_{s}(Q)\right)$ must not both vanish. It is always possible to choose $s$ such that this condition is satisfied. In what follows, we shall consider this case. For more details for the computation of $s$ up to this condition, see [9].
Remark 2 In Fig. 1, we only draw a part of the plot. In fact, since $n \in \mathbb{Z}\left[\gamma^{2}, \omega^{2}\right]$, $\Sigma=0$ is symmetric with respect to the $\gamma$ and $\omega$ axes.

Proposition 3. With the above notations, let $x_{m}$ be a real root of $R_{x}$ with an isolating interval $\left[c_{m}, d_{m}\right]$ and $t_{\max }$ the maximal real root of $R_{t}$. If $t_{\max } \in$ $\left[c_{m}-\delta, d_{m}+\delta\right]$, then the maximal $x$-projection of $V_{\mathbb{R}}(\langle P, Q\rangle)$ is equal to $x_{m}$.

Proof. For each real root $x_{i}$ of $R_{x}$ with an isolating interval $\left[c_{i}, d_{i}\right]$, let us denote by $P_{i, j}=\left(x_{i}, y_{i, j}\right)$ the real solutions of $\{P, Q\}$ which project onto $x_{i}$. Then, $\Psi_{s}\left(P_{i, j}\right)=\left(x_{i}+s y_{i, j}, y_{i, j}\right)$, where $x_{i}+s y_{i, j}$ is the first coordinate of a real solution of $\left\{\Psi_{s}(P), \Psi_{s}(Q)\right\}$. Using (4), we obtain that different $\Psi_{s}\left(P_{i, j}\right)$


Fig. 1: The blue dots represent the real solutions of $\Sigma=0$ and the blue crosses are the complex ones; the red dots are the solutions of $\Psi_{s}(\Sigma)=\left\{\Psi_{s}(n), \Psi_{s}\left(\frac{\partial n}{\partial \omega}\right)\right\}$; the orange dots on the $\gamma$-axis are the roots of univariate polynomial $R_{t}$.
have different first coordinates, and thus, $\left\{\Psi_{s}\left(P, \Psi_{s}(Q)\right\}\right.$ is in a generic position. Furthermore, we have $\left|x_{i}+s y_{i, j}-x_{i}\right|=\left|s y_{i, j}\right|<\left(\frac{\delta}{M}\right) M=\delta$. Consequently $\Psi_{s}\left(P_{i, j}\right) \in I_{i}=\left[x_{i}-\delta, x_{i}+\delta\right] \times[-M, M]$. In addition, since $\delta<\frac{1}{2}\left(x_{i+1}-x_{i}\right)$, $I_{i}$ are disjoint for different $i$. Hence, a real solution $(x, y)$ of $\{P, Q\}$ is mapped to $(\eta, y)$, where $\eta \in[x-\delta, x+\delta]$. Now, since $x_{i} \in\left[c_{i}, d_{i}\right]$, the real roots of $R_{t}$ associated with $x_{i}$ are in the interval $\left[c_{i}-\delta, d_{i}+\delta\right]$.

```
Algorithm 2 Roots Separation method
Input: A zero dimensional system \(\{P, Q\} \subset \mathbb{Z}[x, y]\), where \(Q=\frac{\partial P}{\partial y}\).
Output: An isolating interval of \(\max \left\{\pi_{x}\left(V_{\mathbb{R}}(\langle P, Q\rangle)\right) \cup V_{\mathbb{R}}\left(\left\langle L c_{y}(P)\right\rangle\right)\right\}\)
    1. Isolate \(R_{x}=\operatorname{Res}(P, Q, y)\) up to an accuracy \(\epsilon\) and let \(R I:=\left\{\left[c_{1}, d_{1}\right], \ldots,\left[c_{m}, d_{m}\right]\right\}\)
    be the isolating intervals of the real roots \(\left\{x_{1}, \ldots, x_{m}\right\}\) of \(R_{x}\).
2. Compute \(M\) and \(D=\frac{1}{2} \min _{i=1, \ldots, m-1}\left|c_{i+1}-d_{i}\right|\) :
    - if \(D>2 \epsilon\), let \(\epsilon_{1}=\epsilon, \delta=D-\epsilon_{1}\) and compute \(s\) up to the required conditions.
    - elif \(D \leq 2 \epsilon\), let \(\epsilon_{1}=D / 2, \delta=D-\epsilon_{1}\) and compute \(s\) up to the required
        conditions ;
    3. Expand \(\left\{\Psi_{s}(P), \Psi_{s}(Q)\right\}\) and compute \(R_{t}=\operatorname{Res}\left(\Psi_{s}(P), \Psi_{s}(Q), y\right)\).
    4. Isolate \(R_{t}\) up to an accuracy less than \(\epsilon_{1}\) and set \(\left[p_{t}, q_{t}\right]\) to be the isolating interval
    of its maximal real root \(t_{\max }\).
    5. for \(j\) from 1 to \(m\) do:
    - if \(\left[p_{t}, q_{t}\right] \subset\left[c_{j}-D, d_{j}+D\right]\), then \(X_{1}=x_{j}\).
    6. Let \(X_{2}\) be the maximal real root of \(L c_{y}(P)\).
    7. Return the isolating interval of \(\max \left\{X_{1}, X_{2}\right\}\).
```

Lemma 2. Let $P \in \mathbb{Z}[x, y], d_{x}=\operatorname{deg}_{x}(P), d_{y}=\operatorname{deg}_{y}(P)$ and $\tau$ be the maximal coefficient bitsize of $P$. The sheared polynomial $P(t-s y, y)$ satisfies $\operatorname{deg}_{y}(P(t-s y, y))=d_{x}+d_{y}, \operatorname{deg}_{t}(P(t-s y, y))=d_{x}$, and it can be expanded in $\tilde{\mathcal{O}}_{B}\left(d_{x} d_{y}^{2}\left(\tau+d_{x}\left(1+\tau_{s}\right)\right)\right.$. The maximal bitsize of the coefficients of $P(t-s y, y)$ is equal to $\tilde{\mathcal{O}}\left(\tau+d_{x}\left(1+\tau_{s}\right)\right)$, where $\tau_{s}$ denotes the bitsize of $s$.

Proof. The proof is a direct consequence of the proof of [4, Lemma 7] by taking into account the bitsize $\tau_{s}$ of $s$.

Theorem 2. We consider a zero dimensional system $\{P, Q\} \subset \mathbb{Z}[x, y]$, where $d_{x}=\max \left(\operatorname{deg}_{x}(P), \operatorname{deg}_{x}(Q)\right), d_{y}=\max \left(\operatorname{deg}_{y}(P), \operatorname{deg}_{y}(Q)\right)$ and $\tau$ the maximal coefficients bitsize of the polynomials. We can compute an isolating interval for the maximal x-projection of the real solutions of $\{P, Q\}$ in $\tilde{\mathcal{O}}_{B}\left(d_{x}^{4} d_{y}^{5} \tau\right)$ bit operations, using Algorithm 2.

Proof. For each root $t_{j}$ of $R_{t}$ defined in Algorithm 2 with an isolating interval $\left[p_{j}, q_{j}\right]$, there exists a unique $i \in\{1, \ldots, m\}$ such that $\left[p_{j}, q_{j}\right] \subset\left[c_{i}-D, d_{i}+D\right]$ : we know that there exists a unique $\left[c_{i}, d_{i}\right]$ such that $t_{j} \in\left[c_{i}-\delta, d_{i}+\delta\right]$. From step $4, q_{j}-p_{j}<\epsilon_{1}$ and $D=\delta+\epsilon_{1}$. Hence, $q_{j}<t_{j}+\epsilon_{1}<d_{i}+\delta+\epsilon_{1}<d_{i}+D$. And similarly $p_{j}>c_{i}-D$. Consequently, based on Proposition 3, Algorithm 2 outputs an isolating interval for the maximal $x$-projection of the real solutions of $\{P, Q\}$. As for the complexity, step 1 has worst-case bit complexity $\tilde{\mathcal{O}}_{B}\left(d_{x} d_{y}^{3} \tau\right)$ based on [2, Proposition 8.46]. Step 2 is of worst case bit complexity $\tilde{\mathcal{O}}_{B}\left(d^{3}+d^{2} \tilde{\tau}\right)$, where $d=\operatorname{deg}\left(R_{x}\right)$ and the coefficient size of $R_{x}$ is equal to $\tilde{\tau}$ [3, Lemma 54]. From [2, Proposition 8.46], $d=\mathcal{O}\left(d_{x} d_{y}\right)$ and $\tilde{\tau}=\tilde{\mathcal{O}}\left(d_{y} \tau\right)$. Consequently, step 2 is of worst case bit complexity $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{3}\left(d_{x}+\tau\right)\right.$. In steps 3 and 4 , we get $\delta=2^{-\tilde{\mathcal{O}}\left(d_{x} d_{y}^{2} \tau\right)}$ and $M=2^{\mathcal{O}\left(d_{x} \tau\right)}$ [3]. The bitsize of $s$ is then equal to $\tilde{\mathcal{O}}\left(d_{x} d_{y}^{2} \tau\right)$. Consequently, the coefficient bitsize of the sheared system is $\tilde{\mathcal{O}}\left(d_{x}^{2} d_{y}^{2} \tau\right)$, and the worst case bit complexity of step 5 is $\tilde{\mathcal{O}}\left(d_{x}^{3} d_{y}^{2}\left(d_{x}+d_{y}\right)^{3} \tau\right)$, as computed in Lemma 2. In step 6, we isolate the resultant of the sheared system. Considering the size and degree of the sheared polynomials computed using Lemma 2, the size and degree of the resultant of the sheared system are $\tilde{\mathcal{O}}\left(d_{x}^{2} d_{y}^{3} \tau\right)$ and $\tilde{\mathcal{O}}\left(d_{x}\left(d_{x}+d_{y}\right)\right)$ respectively. Then, knowing the complexity of the isolation mentioned in [3], we can say that the worst case bit complexity in this line is equal to $\tilde{\mathcal{O}}_{B}\left(\left(d_{x} d_{y}\right)^{3}+\right.$ $\left.\left(d_{x} d_{y}^{2}\right)^{2}\left(d_{x}^{2} d_{y}^{3} \tau\right)\right)=\tilde{\mathcal{O}}_{B}\left(d_{x}^{4} d_{y}^{5} \tau\right)$. Finally, in the step 7 , we simply compare two rational numbers. The maximal coefficients bitsize of these rationals is in $\tilde{\mathcal{O}}\left(d_{x}^{3} d_{y}^{3}\left(d_{x}+d_{y}\right) \tau\right)$ and the computation in this step is done in $\tilde{\mathcal{O}}\left(d_{x}^{3} d_{y}^{3}\left(d_{x}+\right.\right.$ $\left.d_{y}\right) \tau$ ) bit operations. Hence, the overall bit complexity is given by $\tilde{\mathcal{O}}_{B}\left(d_{x}^{4} d_{y}^{5} \tau\right)$.

Corollary 2. With the notations of Lemma 1, the worst case bit complexity for the computation of $\|G\|_{\infty}$ with the separation method (Algorithm 2) is given by $\tilde{\mathcal{O}}_{B}\left(\alpha^{14} N^{5} \tau_{n}\right)$.

From this section, we can conclude that trying to concentrate only on the solution with the maximal $\gamma$-projection, after putting the system in a generic
position, costs much more than computing isolating boxes for all the real solutions, due to the large size of the separating bound that we must use. Hence, in the next section, using another strategy than shearing the system, we shall try to find the maximal $\gamma$-projection of the polynomial solutions without computing isolating boxes for all the real solutions.

## 5 Sturm-Habicht method

In this section, as in Section 4, we shall concentrate only on the maximal $\gamma$ projection $\bar{\gamma}$ of the real solutions of the polynomial system. But instead of shearing the system, we shall verify the existence of a real root of the polynomial system over $\bar{\gamma}$ by studying the sign variation of the leading coefficients of subresulant polynomials over $\bar{\gamma}$. Hence, before explaining the third proposed method, we first state again a few standard preliminaries on subresultants and Sturm-Habicht sequences.

We denote by $\mathscr{K}$ the unique factorization domain $\mathbb{Q}[x]$ and we consider $P, Q \in \mathscr{K}[y]$, where $p=\operatorname{deg}_{y}(P)$ and $q=\operatorname{deg}_{y}(Q)$. We assume that $p \geq q$. For $0 \leq i \leq \min (q, p-1)$, the $i^{\text {th }}$ subresultant polynomial of $P$ and $Q$ is denoted by $\operatorname{Sres}_{y, i}(P, p, Q, q)$. When there is no ambiguity on the degrees of the polynomials $P$ and $Q$, we simply denote it by $\operatorname{Sres}_{y, i}(P, Q)$. It has degree at most $i$ in $y$ and the coefficient of $y^{i}$ is denoted by $\operatorname{sres}_{y, i}(P, Q)$. It is called the $i^{t h}$ principal subresultant coefficient. We recall that $\operatorname{sres}_{y, i}(P, Q)=0$ implies that $\operatorname{Sres}_{y, i}(P, Q)$ vanishes identically. Note that $\operatorname{Sres}_{y, 0}(P, Q)=\operatorname{sres}_{y, 0}(P, Q)$ is the resultant of $P$ and $Q$ with respect to $y$, also denoted by $\operatorname{Res}(P, Q, y)$. The greatest common divisor $\operatorname{gcd}(P, Q)$ of the polynomials $P$ and $Q$ (uniquely defined up to units of $\mathscr{K})$ is the first non-zero subresultant polynomial $\operatorname{Sres}_{y, i}(P, Q)$ for increasing $i$.

Letting $v=p+q-1$ and $\delta_{k}=(-1)^{\frac{k(k+1)}{2}}$ for $k \in \mathbb{Z}_{\geq 0}$, the $j^{\text {th }}$ polynomial in the Sturm-Habicht sequence associated to $(P, Q)$, denoted by $\operatorname{StHa}_{j}(P, Q)$, is then defined by $\delta_{v-j} \operatorname{Sres}_{y, j}\left(P, v+1, P^{\prime} Q, v\right)$, where $P^{\prime}$ denotes the derivative of $P$ with respect to $y$. The principal $j^{\text {th }}$ Sturm-Habicht coefficient is denoted by $\operatorname{stha}_{j}(P, Q)$ for $j=0, \ldots, v+1$. We also denote by SignVar the function which maps $\left\{\operatorname{sign}\left(\operatorname{stha}_{j}(P, 1)\right)\right\}_{j=0, \ldots, v+1}$ to the number of real roots of $P$. For more details on the function SignVar, see [12, Definition 4.1, Theorem 4.1].

As stated above, we aim at computing:

$$
\bar{\gamma}=\max \left\{\pi_{\gamma}\left(V_{\mathbb{R}}\left(\left\langle\bar{n}, \frac{\partial \bar{n}}{\partial \omega}\right\rangle\right)\right) \cup V_{\mathbb{R}}\left(\left\langle L c_{\omega}(\bar{n})\right\rangle\right)\right\} .
$$

Hence, $\bar{\gamma}$ is either the maximal real root of $L c_{\omega}(n)$ or an algebraic value over which $\operatorname{gcd}\left(n(\bar{\gamma}, \omega), \frac{\partial n}{\partial \omega}(\bar{\gamma}, \omega)\right) \in \mathbb{R}[\omega]$ has at least one real root. We recall that $\operatorname{gcd}\left(n(\bar{\gamma}, \omega), \frac{\partial n}{\partial \omega}(\bar{\gamma}, \omega)\right)$ is proportional to the first subresultant polynomial $\operatorname{Sres}_{\omega, i}\left(n, \frac{\partial n}{\partial \omega}\right.$ ) (for $i$ increasing) that does not identically vanish for $\gamma=\bar{\gamma}$. If $\bar{\gamma}$ is not a real root of $L c_{\omega}(n)$, then we can compute the Sturm-Habicht sequence of the univariate polynomial $n(\bar{\gamma}, \omega) \in \mathbb{R}[\omega]$ to check the existence of a real root for $\operatorname{gcd}\left(n(\bar{\gamma}, \omega), \frac{\partial n}{\partial \omega}(\bar{\gamma}, \omega)\right)$. In what follows, we shall need the next result.

Lemma 3. Let $P \in \mathbb{Z}[x, y]$ and $\bar{x}$ be a root of $\operatorname{Res}\left(P, \frac{\partial P}{\partial y}, y\right)$. Moreover, let $\mathcal{G}=\operatorname{gcd}\left(P(\bar{x}, y), \frac{\partial P}{\partial y}(\bar{x}, y)\right) \in \mathbb{R}[y]$. If the $x$-projection of the points of $P$ is bounded by $\bar{x}$, then we have $V_{\mathbb{R}}(\langle P(\bar{x}, y)\rangle)=V_{\mathbb{R}}(\langle\mathcal{G}(\bar{x}, y)\rangle)$.

Proof. If $V_{\mathbb{R}}(\langle\mathcal{G}(\bar{x}, y)\rangle) \subsetneq V_{\mathbb{R}}(\langle P(\bar{x}, y)\rangle)$, then there exists $y_{0} \in \mathbb{R}$ such that $P\left(\bar{x}, y_{0}\right)=0$ and $\mathcal{G}\left(\bar{x}, y_{0}\right) \neq 0$. This is equivalent to saying that $P\left(\bar{x}, y_{0}\right)=0$ and $\frac{\partial P}{\partial y}\left(\bar{x}, y_{0}\right) \neq 0$. Hence, based on the theorem of implicit functions, there exists a real function $\varphi$ of class $C^{p}(p>0)$, defined on an open interval $V \subset \mathbb{R}$, containing $\bar{x}$, and an open neighborhood $\Omega$ of $\left(\bar{x}, y_{0}\right)$ in $\mathbb{R}^{2}$ such that for all $(x, y)$ in $\mathbb{R}^{2},\{(x, y) \in \Omega \mid P(x, y)=0\}$ is equivalent to $\{x \in V \mid y=\varphi(x)\}$. This cannot be true since the $x$-projection of the points of the curve $P=0$ is bounded by $\bar{x}$, and thus, an open interval containing $\bar{x}$, such as $V$, does not exist. Consequently, we obtain $V_{\mathbb{R}}(\langle P(\bar{x}, y)\rangle)=V_{\mathbb{R}}(\langle\mathcal{G}(\bar{x}, y)\rangle)$.

```
Algorithm 3 Sturm-Habicht method
Input: A bivariate polynomial \(P \in \mathbb{Z}[x, y]\) such that \(P=0\) is bounded in the \(x\) -
direction.
Output: Isolating interval of \(\max \left\{\pi_{x}\left(V_{\mathbb{R}}\left(\left\langle P, \frac{\partial P}{\partial y}\right\rangle\right)\right) \cup V_{\mathbb{R}}\left(\left\langle L c_{y}(P)\right\rangle\right)\right\}\).
1. Compute \(\left\{\operatorname{Sres}_{j}\left(P, \frac{\partial P}{\partial y}\right)\right\}_{j=0, \ldots, \operatorname{deg}_{y}(P)}\).
2. Compute \(x_{1}<\ldots<x_{m}\) the real roots of sres \({ }_{0}\).
3. for \(i\) from 1 to \(m\) do:
    - if \(x_{1-i+m} \in V_{\mathbb{R}}\left(\left\langle L c_{y}(P)\right\rangle\right)\) then return the isolating interval of \(x_{1-i+m}\);
    - elif \(\operatorname{Sign} \operatorname{Var}\left(\left\{\operatorname{sign}\left(\operatorname{stha}_{d_{y}}\left(x_{1-i+m}\right)\right), \ldots, \operatorname{sign}\left(\operatorname{stha}_{1}\left(x_{1-i+m}\right)\right)\right\}\right)>0\), then re-
        turn the isolating interval of \(x_{1-i+m}\).
    4. end if end do.
```

Lemma 4. Let $P \in \mathbb{Z}[x, y], d_{x}=\operatorname{deg}_{x}(P), d_{y}=\operatorname{deg}_{y}(P)$ and $\tau$ be the maximal coefficients bitsize of $P$. Let $\left\{\operatorname{StHa}_{j}(P(x, y), 1)\right\}_{j=0, \ldots, d_{y}}$ be the Sturm-Habicht sequence and $x_{j}$ a real root of $\operatorname{sres}_{y, 0}\left(P, \frac{\partial P}{\partial y}\right)$. Then, $\left\{\operatorname{sign}\left(\operatorname{stha}{ }_{k}\left(x_{j}\right)\right)\right\}_{k=d_{y}, \ldots, 1}$ can be computed in $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4}\left(d_{x}+\tau\right)\right)$ bit operations.

Proof. We denote by $\operatorname{sres}_{0}\left(\right.$ resp., $\left.\operatorname{sres}_{i}\right) \operatorname{sres}_{y, 0}\left(P, \frac{\partial P}{\partial y}\right)\left(\right.$ resp., $\left.\operatorname{sres}_{y, i}\left(P, \frac{\partial P}{\partial y}\right)\right)$, where $\operatorname{sres}_{i} \in \mathbb{Z}[x]$. We first recall that stha ${ }_{i}\left(x_{j}\right)=\delta_{d_{y}-1-i} \operatorname{sres}_{i}\left(x_{j}\right)$. Based on [2, Proposition 8.46], sres $_{i}$ is of degree $d_{x} d_{y}$ and of coefficients bitsize $d_{y} \tau$. Thus, the square free part of sres ${ }_{0}$ is of coefficients bitsize $\mathcal{O}\left(d_{y}\left(d_{x}+\tau\right)\right)$ and, based on [4, Lemma 5], can be computed in $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{3} \tau\right)$. By following the proof of [17, Proposition 6], the overall cost for obtaining the list $\left\{\operatorname{sign}\left(\operatorname{stha}_{d_{y}}\left(x_{j}\right)\right), \ldots, \operatorname{sign}\left(\operatorname{stha}_{1}\left(x_{j}\right)\right)\right\}$ is $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4}\left(d_{x}+\tau\right)\right)$.

Theorem 3. Let $P \in \mathbb{Z}[x, y]$ be such that $d_{x}=\operatorname{deg}_{x}(P), d_{y}=\operatorname{deg}_{y}(P)$ and of maximal coefficients bitsize $\tau$. Then, we can compute an isolating interval of the maximal x-projection of the real solutions of $\left\{P, \frac{\partial P}{\partial y}\right\}$ (Algorithm 3) in $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4}\left(d_{x}+\tau\right)\right)$ bit operations in the worst case.

Proof. The maximal $x$-projection of the real solutions of $\left\{P, \frac{\partial P}{\partial y}\right\}$ is the maximal real root of $\operatorname{sres}_{0}\left(P, \frac{\partial P}{\partial y}\right)$, say $x_{m}$, such that $\operatorname{gcd}\left(P\left(x_{m}, y\right), \frac{\partial P}{\partial y}\left(x_{m}, y\right)\right)$ has at least one real root. If the $x$-projection of the points of $P$ is bounded by $x_{m}$, then, by Lemma 3, the real roots of $\operatorname{gcd}\left(P\left(x_{m}, y\right), \frac{\partial P}{\partial y}\left(x_{m}, y\right)\right)$ are the real roots of $P\left(x_{m}, y\right)$. Consequently, we can compute an isolating interval of $x_{m}$ using Algorithm 3. According to [2, Proposition 8.46], we can compute the set of principal subresultants in $\tilde{\mathcal{O}}\left(d_{x} d_{y}^{3} \tau\right)$ bit operations and each subresultant polynomial is of degree $\mathcal{O}\left(d_{x} d_{y}\right)$ and of coefficient bit size $\tilde{\mathcal{O}}\left(d_{y} \tau\right)$. Thus, step 2, which performs real root isolation of sres ${ }_{0}$, is of complexity $\tilde{\mathcal{O}}\left(\left(d_{x}, d_{y}\right)^{3}+\left(d_{x} d_{y}\right)^{2} d_{y} \tau\right)[3$, Lemma 54]. Using Lemma 4 , step 3 can be done in $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4}\left(d_{x}+\tau\right)\right)$ operations since its first step is of complexity $\tilde{\mathcal{O}}_{B}\left(d_{x}^{3}+d_{x}^{2} \tau\right)$. Hence, the overall complexity of this algorithm is $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4}\left(d_{x}+\tau\right)\right)$.

Considering the notations of Lemma 1 , the following result is an immediate consequence of Corollary 1 and Theorem 3.
Corollary 3. Based on Theorem 3, $\|G\|_{\infty}$ can be computed by Sturm-Habicht method in the worst case bit complexity $\tilde{\mathcal{O}}_{B}\left(\alpha^{10} N^{4}\left(\alpha+\tau_{n}\right)\right)$.

In Algorithm 4, we suppose that there are no real isolated points, and thus, we replace the computation of signs of polynomials at real algebraic numbers by signs of polynomials at rational numbers. Syntactically, these are small modifications but the effect on the computations is consequent in practice, as well as in theory, since the evaluation of signs of polynomials at real algebraic numbers carries the theoretical worst case complexity of Algorithm 3.

Theorem 4. Let $P \in \mathbb{Z}[x, y]$ be a bivariate polynomial of maximal coefficient bitsize $\tau$ and let $d_{x}=\operatorname{deg}_{x}(P)$ and $d_{y}=\operatorname{deg}_{y}(P)$. Moreover, let us suppose that $V_{\mathbb{R}}(\langle P\rangle)$ has no isolated singular points. Using Algorithm 4, an isolating interval of the maximal $x$-projection of the real solutions of $\left\{P, \frac{\partial P}{\partial y}\right\}$ can be computed in the worst case bit complexity $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4} \tau\right)$.
Proof. As mentioned in the proof of Theorem 3, we can compute the set of principal subresultants in $\tilde{\mathcal{O}}\left(d_{x} d_{y}^{3} \tau\right)$ bit operations and each subresultant polynomial is of degree $\mathcal{O}\left(d_{x} d_{y}\right)$ and of coefficient bitsize $\tilde{\mathcal{O}}\left(d_{y} \tau\right)$ according to [2, Proposition 8.46]. Thus, step 2 of Algorithm 4, which performs the real root isolation of sres $_{0}$, is of complexity $\tilde{\mathcal{O}}\left(\left(d_{x} d_{y}\right)^{3}+\left(d_{x} d_{y}\right)^{2} d_{y} \tau\right)$ [3, Lemma 54]. Steps 3 and 4 are of same bit complexity: in these steps, we perform $\mathcal{O}\left(d_{y}\right)$ evaluations of the principal subresultant polynomials over a rational number which is between two real roots of sres $_{0}$. This rational number is of worst possible coefficient bitsize $\tilde{\mathcal{O}}_{B}\left(d_{x} d_{y}^{2} \tau\right)$, which is equal to the separating bound of $\operatorname{sres}_{0}$. According to

```
Algorithm 4 Sturm-Habicht method - equidimensional
Input: A bivariate polynomial \(P \in \mathbb{Z}[x, y]\) such that the curve \(P=0\) is bounded in
the \(x\)-direction and has not real isolated singular points.
Output: An isolating interval of \(\max \left\{\pi_{x}\left(V_{\mathbb{R}}\left(P, \frac{\partial P}{\partial y}\right)\right) \cup V_{\mathbb{R}}\left(L c_{y}(P)\right)\right\}\)
1. Compute \(\left\{\operatorname{StHa}_{j}(P, 1)\right\}_{j=0, \ldots, \operatorname{deg}_{y}(P)}\).
2. Let \(x_{1}<\ldots<x_{m}\) be the roots of sres \({ }_{0}\).
3. for \(i\) from 1 to \(m\) do:
    - if \(x_{1-i+m} \in V_{\mathbb{R}}\left(L c_{y}\right)\), then return the isolating interval of \(x_{1-i+m}\);
    - else let \(X^{\prime} \in \mathbb{Q}\) such that \(x_{m-i}<X^{\prime}<x_{1-i+m}\);
        - if \(\operatorname{SignVar}\left(\left\{\operatorname{sign}\left(\operatorname{stha}_{d_{y}}\left(X^{\prime}\right)\right), \ldots, \operatorname{sign}\left(\operatorname{stha}_{1}\left(X^{\prime}\right)\right)\right\}\right)>0\), then return
                the isolating interval of \(x_{1-i+m}\);
            - end if.
        - end if.
4. end do.
```

[4, Lemma 6], the $d_{y}$ evaluations are done in $\tilde{\mathcal{O}}_{B}\left(d_{y}\left(d_{x} d_{y}\left(d_{y} \tau+d_{x} d_{y}^{2} \tau\right)\right)\right)=$ $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4} \tau\right)$. Hence, the overall cost is given by $\tilde{\mathcal{O}}_{B}\left(d_{x}^{2} d_{y}^{4} \tau\right)$.

Corollary 4. Based on Theorem 4, $\|G\|_{\infty}$ can be computed by the SturmHabicht method (Algorithm 4) in the worst case bit complexity $\tilde{\mathcal{O}}_{B}\left(\alpha^{10} N^{4} \tau_{n}\right)$.

From the above complexity analysis, we can conclude that RUR method and the Sturm-Habicht method have comparable theoretical complexities since, in our case, we have $\alpha \ll N$.

## 6 Experiments

### 6.1 Practical example

We consider the following transfer matrix:

$$
G=\left(\begin{array}{cc}
\frac{1}{s+1} & \frac{1}{s+1} \\
0 & \frac{1}{s+1}
\end{array}\right) \in \mathcal{R} \mathcal{H}_{\infty}^{2 \times 2}
$$

Let $\Phi_{\gamma}(s)=\gamma^{2} I_{2}-\tilde{G}(s) G(s)$ and $\operatorname{det}\left(\Phi_{\gamma}(i \omega)\right)=\frac{n(\gamma, \omega)}{d(\omega)}$. We study the real solutions of the polynomial system $\Sigma=\left\{\bar{n}, \frac{\partial \bar{n}}{\partial \omega}\right\}$, where:

$$
\bar{n}(\gamma, \omega)=\gamma^{4} \omega^{4}+\gamma^{2}\left(2 \gamma^{2}-3\right) \omega^{2}+\left(\gamma^{2}+\gamma-1\right)\left(\gamma^{2}-\gamma-1\right)
$$



Fig. 2: Plot of $n(\gamma, \omega)=0$, where $\omega / \gamma$ is in the horizontal/vertical axis.

We first compute $V_{\mathbb{R}}\left(\operatorname{Lc}_{\omega}(\bar{n})\right)=\{0\}$. Then, applying the RUR method, we obtain the following rational univariate representation:

$$
\left\{\begin{array}{l}
p=\left(t^{2}+t-1\right)\left(t^{2}-t-1\right) \\
\gamma=\frac{3 t^{2}-2}{t\left(2 t^{2}-3\right)} \\
\omega=0
\end{array}\right.
$$

Thus, the system's real solutions $(\gamma, \omega)$ are:

$$
\left(-\frac{\sqrt{5}}{2}-\frac{1}{2}, 0\right),\left(-\frac{\sqrt{5}}{2}+\frac{1}{2}, 0\right),\left(\frac{\sqrt{5}}{2}-\frac{1}{2}, 0\right),\left(\frac{\sqrt{5}}{2}+\frac{1}{2}, 0\right)
$$

Thus, we simply pick their maximal $\gamma$-projection to obtain $\frac{\sqrt{5}}{2}+\frac{1}{2}$, which yields:

$$
\|G\|_{\infty}=\max \left\{0, \frac{\sqrt{5}}{2}+\frac{1}{2}\right\}=\frac{\sqrt{5}}{2}+\frac{1}{2}
$$

Following the second approach, which consists in directly focusing on the maximal $\gamma$-projection of the system's real solutions, we first compute $\operatorname{Res}\left(\bar{n}, \frac{\partial \bar{n}}{\partial \omega}, \omega\right)$ and denote by $R=\gamma\left(\gamma^{2}+\gamma-1\right)\left(\gamma^{2}-\gamma-1\right) \in \mathbb{Z}[\gamma]$ its square free part. Then, the maximal real root of $R$ has the following isolating interval:

$$
[a, b]=\left[\frac{56929509912547}{35184372088832}, \frac{113859019825121}{70368744177664}\right]
$$

Following the Root Separation method, we obtain:

$$
\left\{\begin{array}{l}
s=\frac{12060328540887}{281474976710656} \\
\delta=\frac{43490275647441}{140737488355328}
\end{array}\right.
$$

We have $R_{t}=\operatorname{Res}\left(\Psi_{s}(\bar{n}), \Psi_{s}\left(\frac{\partial \bar{n}}{\partial \omega}\right), \omega\right)=\alpha\left(t^{2}+t-1\right)\left(t^{2}-t-1\right)$, where $\alpha$ is a rational of size about 3000 bits. We denote by $t_{\text {max }}$ the maximal real root of $R_{t}$. An isolating interval of $t_{\text {max }}$ is then given by:

$$
[c, d]=\left[\frac{113859019825095}{70368744177664}, \frac{56929509912561}{35184372088832}\right]
$$

In this case, $[c, d] \subset[a-\delta, b+\delta]$, which shows that $\|G\|_{\infty}$ is equal to the maximal real root of $R$ of isolating interval $[a, b]$.

Following the Sturm-Habicht method, we have to check the existence of a real root for the univariate polynomial $\bar{n}([a, b], \omega)$. To do that, we first compute $L=\left[\operatorname{sres}_{\omega, i}\left(\bar{n}, \frac{\partial \bar{n}}{\partial \omega}\right)\right]_{i=1, \ldots, \operatorname{deg}_{\omega}(n)=4}=\left[5 \gamma^{14}\left(2 \gamma^{2}-3\right), 2 \gamma^{10}\left(2 \gamma^{2}-3\right), 4 \gamma^{4}, \gamma^{4}\right]$. We then compute the list of signs of the elements of $L$ over $[a, b]$. We obtain the list $L_{s}=[-,-,+,+]$. Then, $\boldsymbol{\operatorname { S i g n } \operatorname { V a r }}\left(L_{s}\right)=1$ and we conclude that $\bar{n}([a, b], \omega)$ admits one real root. Hence, $\|G\|_{\infty}$ is equal to the maximal real root of $R$ of isolating interval $[a, b]$.

### 6.2 Experiments

The three proposed methods can be implemented in a few lines of Maple but we then have to use implementations at different levels that do not give valuable information about the intrinsic efficiency. For instance, the RUR is implemented in C but for general zero dimensional polynomial systems: a variant for bivariate polynomials, the one used for the complexity analysis, is not part of Maple and is much more efficient for bivariate systems.

In order to have fair comparisons, we extract the dominating operations and compare them using exactly the same implementations. Namely, resultant computations of sheared/non sheared systems and Root Isolation carry the largest percentage of the computation time. For instance, Algorithm 4 saves time on the resultant computation since it does not perform any shear while it loses time on the root isolation.

For the three methods, the principle subresultant sequence is computed using the routine SubResultantChain of the Maple package RegularChain.

Isolating the real roots of univariate polynomials is another common basic block shared between the three algorithms for which we use Isolate provided by the Maple routine package RootFinding.

In left table of Table 1, we list the main steps of the three algorithms. The check marks mean that the step makes part of the method and the double check marks indicate that this step is the bottleneck of the method. Note that Res1 stands for the resultant of the original system and Res2 for the resultant of the sheared system. Keep in mind that the shear done in Hinf_RUR is different than the one done in Hinf_Sep. Finally, Iso means Isolate.

In the right table of Table 1, we report the average running time in CPU seconds of the marked steps listed in the table on the left of Table 1 for the three proposed algorithms run on square matrices of size $\alpha$, with entries given

|  | Res1 + Iso | Res2 + Iso | List of signs |
| :---: | :---: | :---: | :---: |
| Hinf_RUR | $\checkmark$ | $\checkmark \checkmark$ |  |
| Hinf_Srep | $\checkmark$ | $\checkmark \checkmark$ |  |
| Hinf_Sres | $\checkmark$ |  | $\checkmark \checkmark$ |


| $\alpha$ | $N$ | Hinf_RUR | Hinf_Sep | Hinf_Sres |
| :---: | :---: | :---: | :---: | :---: |
| 2 | 2 | 0.2 | 3 | 0.2 |
|  | 3 | 0.5 | 7 | 0.5 |
|  | 4 | 2.5 | 25 | 2 |
|  | 5 | 10 | 83 | 6 |
|  | 6 | 37 | 96 | 10 |
|  | 7 | 50 | 186 | 47.5 |
|  | 8 | 133.5 | 353 | 59 |
|  | 9 | 236 | 394 | 130 |

Table 1: Left: main steps considered in the implementation of the proposed method. Right: timings for $\mathcal{L}_{\infty}$-norm for random matrices with $\tau_{G}=2$.
by random proper rational functions of degree $N$ (degree of the denominators) ${ }^{3}$. It corresponds to a fixed input coefficient bitsize $\tau=2$, i.e., the rational functions involved in the entries of the matrices have coefficients of magnitude $\mathcal{O}\left(2^{\tau}\right)$.

We finally mention that with these experiments, our goal is not to illustrate the theoretical complexity, but, on the contrary, to show that on practical examples, the results in practice are different than in theory. In theory, the RUR algorithm might asymptotically be the fastest while in practice the Sturm method performs better.

## 7 Conclusion

In this paper, we have presented three different algorithms for the computation of the $\mathcal{L}_{\infty}$-norm of the transfer matrix of a finite-dimensional linear control system. By reformulating this problem as the search for the maximal projection of the real solutions of a zero dimensional polynomial system, we have used existing methods such as the rational univariate representation (RUR method). As for the second algorithm, we have only used a special separating linear transformation to shear the polynomial system and put it in a generic position. The last method (Sturm-Habicht method) was based on verifying the existence of a real root for a univariate polynomial having real coefficients.

The complexity analysis has showed that the RUR method has the best theoretical efficiency in comparison with other algorithms. Practically, as we can notice in the tables given in Section 6, the practical efficiency is nearly matching with the theoretical efficiency but with a slight advantage for the Sturm-Habicht method probably due to the fact that it is the most adaptive one.
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