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Abstract. The ongoing demand for new and faster technologies continues to 
leave consumers and business users to face the constant challenge of updating 
systems and software.  This unrelenting pace of technological evolution has not 
always been matched with a commensurate focus on security and privacy mat-
ters.  In particular, the obligatory move to embrace cloud and IoT - that frequently 
result in the collection and analysis of large data lakes has raised challenges for 
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sovereign data protection and privacy legislation where data at rest can change 
overnight with mergers and acquisitions of service providers.  This chapter ex-
amines the role of IFIP Technical Committee 11 (and its 14 underlying Working 
Groups) in this ever-changing and evolving domain.  The discussion provides an 
outline of key issues in information security when viewed from technical, organ-
isational and human perspectives, which collectively represent the breadth of ar-
eas within which TC-11 and its Working Groups are seeking to make contribu-
tions.  The chapter as a whole gives a clear sense of the challenges involved in 
achieving and maintaining security and privacy, alongside insights into the ways 
that they are being tackled within IFIP activities. 

Keywords: Information Security, Privacy. 

1 Introduction 

Alongside the global adoption and significant growth of information and communica-
tion technologies, comes the need to provide protection against potential breaches of 
security.  These may result from deliberate and targeted attacks, as well as from misuse, 
inadvertent user errors, and system failures. In addition, with the volume and sensitivity 
of the related data that these systems store and communicate, there is an essential need 
to consider provisions for ensuring and maintaining privacy [1].  

In recognition of these issues, IFIP Technical Committee 11 (TC-11) exists to in-
crease the trustworthiness and general confidence in information processing, as well as 
to act as a forum for security and privacy protection experts and others professionally 
active in the field [2].  In parallel with the increasing importance of cyber security issues 
and concerns, the scope and activity of TC-11 has grown over the years, and at the time 
of writing encompasses 14 Working Groups, each focusing upon defined areas within 
the security and privacy landscape [3].  For the purpose of this chapter, each of the 
groups was asked to outline the challenges that they perceive in the future, resulting in 
the identification of a range of topical issues that can be broadly classified under the 
themes of technological, business and organisational, and human challenges.  While 
each of these themes is distinct, this chapter considers how each of these perspectives 
combine and reflect the function of the Technical Committee while maintaining inde-
pendent activities within each group.  As may be expected, each working group ap-
proaches the issues of information security and privacy through the lens of their group 
role and scope. 

After a short introduction to the working groups, this chapter first looks at the tech-
nological issues facing the ICT domain with consideration of the significant changes 
seen in recent years with new technologies and working approaches.  The functional 
issues within organisations are then considered with due regard to policy, procedure 
and governance as well as a recognition of the changing (often global) legal frameworks 
in which ICT professionals must now function.  Finally, the critical issue of human 
factors is considered.  This is often overlooked but is a vital factor in ICT systems as 
humans design, implement and use the very systems that are then the cause of many 
security and privacy concerns. 
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2 Overview of Technical Committee 11 

Technical Committee 11 (formally titled Security and Privacy Protection in Information 
Processing Systems) was originally established in 1983, and has the overall remit to: 

• establish a common frame of reference for security and privacy protection in organ-
izations, professions and the public domain; 

• facilitate the exchange of practical experience; 
• disseminate information on, and the evaluation of, current and future protective tech-

niques; 
• promote security and privacy protection as essential elements of information pro-

cessing systems; 
• clarify the relation between security and privacy protection. 

Since its inception, TC-11 has grown to be supported by 14 Working Groups [3] 
covering a diverse range of security-oriented areas. 

11.1 Information Security Management 
There is a growing trend for senior business management to be held answerable for the 
reliable and secure operation of their information systems, as they are for control of 
their financial aspects. Information Security is, and should always be, an obligation on 
upper management with appropriate delegated responsibility [4]. Information security 
professionals and WG 11.1 in particular, should therefore be responsible for the devel-
opment of all types of tools, mechanisms and methods to support top management in 
this new responsibility. 

11.2 Pervasive Systems Security 
Pervasive systems shall be defined to be large scale systems that are comprised of nodes 
ranging from RFID tags, through embedded systems, to personal mobile devices, inter-
connected by a mixture of short-range wireless and wide are wired networks. The typ-
ical characteristics of a pervasive system are: resource constrained nodes, often physi-
cally unreachable or without user interface, whose interconnections often span a large 
number of administrative domains with conflicting interests. Security of such systems 
is therefore an emergent property. 

11.3 Data and Applications Security and Privacy 
IFIP WG 11.3 was formed in 1986 to stimulate activities in both data security and pri-
vacy research and in the application of data security and privacy techniques. The goal 
in forming the working group was to encourage the development of better techniques 
for stating data security and privacy requirements, for designing, building, and imple-
menting data management systems that satisfy security and privacy requirements, and 
for assuring that the systems meet their requirements in actual operation. 
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11.4 Network & Distributed Systems Security 
Management in any organization is responsible for the reliable and secure operation of 
the information systems that support the organization. As inter and intra-organization 
networking between information systems become the rule as well as the daily opera-
tional environment, the scope of concern takes on new aspects and new technical details 
come into play. Management must not only address the security issues of wholly inter-
nal systems together with any networks to which they might be connected, but also 
must assure that the protective mechanisms installed in them are not accidentally or 
intentionally thwarted or subverted by other systems with which data exchange con-
nections are established. 

11.5 IT Assurance and Audit 
The current attention for digitalization and regulatory compliance has significantly 
changed the way in which IT has been organized, managed and consumed. Given their 
strict corresponding control objectives, organizations must transparently prove that 
they act in accordance with the applicable laws and regulations and manage digital risk 
in a proper fashion. Hence, reasonable assurance with respect to IT is crucial in this 
case to build confidence whether IT solutions and underlying infrastructures preserve 
resources, maintain data integrity as well as availability, meet the service levels, satisfy 
the regulatory requirements and accordingly assist in attaining their goals. For this es-
sential purpose, a number of IT assurance and audit engagements are normally con-
ducted. The aim of the working group is to study and develop detailed knowledge on 
IT assurance and audit models, standards, processes and techniques to meet the needs 
of organizations from a wider business perspective. 

11.6 Identity Management 
The aim of WG11.6 is to promote - through education, research and outreach - the 
awareness and understanding of issues including identity management applications and 
methodologies, identity management issues at the national level (including issues of 
federated and multilateral identity management), and the role and effectiveness of iden-
tity management in fighting fraud and other forms of crime [5].  The working group is 
also specifically interested in biometric technologies that increasingly contribute to the 
IM landscape, including legal and operational aspects of biometrics, methods and tech-
niques that can help to evaluate and improve the technologies, and their associated im-
pact upon society [6,7]. 

11.7 Information Technology: Misuse and The Law 
The WG focuses on the relations between IT Misuse, the Law and Society. As “Misuse” 
depends very much on the point of view and the cultural background of the viewer a 
very broad understanding of the term “Misuse” turned out to be appropriate. The WG 
studies technical, organisational, legal and social aspects of information infrastructures 
and electronic services with regard to their trustworthiness. The emphasis is on legal 
implications of new technology and vice versa. 
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11.8 Information Security Education 
The aim of WG11.8 is to promote information security education and training in uni-
versity, government and industry through the encouragement of the development of 
course models [8].  The WG also aims to establish an international resource center for 
the exchange of information about education and training in information security and 
to collect, exchange and disseminate information, relating to information security 
courses conducted by private organizations for industry [9].  The WG further aims to 
collect and periodically disseminate an annotated bibliography of information security 
books, feature articles, reports, and other educational media. 

11.9 Digital Forensics 
The growth of the Internet and the plethora of technology devices has resulted in more 
and more information being stored, transmitted and processed in digital form than ever 
before [10]. At the same time this connectivity is also enabling criminals to act trans-
jurisdictionally with ease. Increasingly we are witnessing that a perpetrator of a crime 
is being brought to justice in one jurisdiction while the digital evidence needed to pros-
ecute the perpetrator residing in other jurisdictions. This requires that all nations have 
the ability to collect, preserve and examine digital evidence for their own needs as well 
as for the potential needs of other nations. Digital Forensics is the scientific study of 
the processes involved in the recovery, preservation and examination of digital evi-
dence, including audio, imaging and communication devices with consideration of fo-
rensic evasion techniques [11]. The efforts of the working group in digital forensics 
strive to discover, define and foster fundamental scientific principles that support the 
investigation of digital wrongdoings from all perspectives, legal, business and military. 

11.10 Critical Infrastructure Protection 
The “information infrastructure” – comprising computers, embedded devices, networks 
and software systems – is vital to day-to-day operations in every sector: agriculture, 
food, water, public health, emergency services, government, defense, information and 
telecommunications, energy, transportation, banking and finance, chemicals and haz-
ardous materials, and postal and shipping [12]. Global business and industry, govern-
ments, indeed society itself, cannot function effectively if major components of the 
critical information infrastructure are degraded, disabled or destroyed [13].  Working 
Group 11.10 on Critical Infrastructure Protection seeks to engage the international in-
formation security research community to work together on applying scientific princi-
ples and engineering techniques to address current and future problems in information 
infrastructure protection. In addition to engaging the research community, the WG 
draws other interested parties (government agencies, infrastructure owners, operators 
and vendors, and policy makers) in a constructive dialog on critical infrastructure pro-
tection. 

11.11 Trust Management 
The deployment of a global computing infrastructure raises new and difficult security 
and privacy issues. Global computing allows entities to reason about the trustworthiness 
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of other entities and to make autonomous security decisions on the basis of trust. This 
requires the development of a computational trust model that enables entities to reason 
about trust and to verify the security properties of a particular interaction [14]. The 
global computing infrastructure is highly dynamic with continuously appearing and 
disappearing entities and services [15]. It is vital that the associated computational trust 
model is able to incorporate this dynamism and that equally flexible legislative and 
regulatory frameworks emerge. 

11.12 Human Aspects of Information Security and Assurance 
Achieving security within information systems is no longer simply a technical problem 
but increasingly involves the active participation of people in order to securely design, 
deploy, configure and maintain systems [16]. Whilst the level and sophistication of this 
interaction may vary; anyone who is engaged with technology, from administrators of 
the most complex of IT systems to owners of simple devices, all need to make decisions 
that have an impact on the security and privacy of their device and information. Unfor-
tunately, while people represent a key facet in achieving security, evidence demon-
strates that this is often the point of failure [17]. With security now impacting all aspects 
of society, from the young to old, enterprise organisation to the individual, it is imper-
ative that systems are designed, policies are put in place that assist people in ensuring 
the security of their systems. It is against this context that Working Group 11.12 aims 
to contribute. 

11.13 Information Systems Security Research 
The aim of the working group is the creation, dissemination, and preservation of well-
formed research about information systems security. While relevant for advanced prac-
tical development, our primary audience consists of researchers in this area. We value 
research products with highly reliable and validated theory, empirical data, or quanti-
tative/qualitative social scientific methodology. 

11.14 Secure Engineering 
The Information and Communication Technology (ICT) landscape is continuously 
changing. We are now witnessing the emergence and consolidation of unprecedented 
models for service-oriented computing (SOC): Infrastructure as a Service (IaaS), Plat-
form as a Service (PaaS) and Software as a Service (SaaS) [15,18]. These models have 
the potential to better adhere to an economy of scale and have already shown their 
commercial value fostered by key players in the field. Nevertheless, those new models 
present change of control on the applications that will run on an infrastructure not under 
the direct control of the business service provider. For business-critical applications this 
could be difficult to be accepted, when not appropriately managed and secured. These 
issues are of an urgent practical relevance, not only for academia, but also for industry 
and governmental organizations [19]. New Internet services will have to be provided 
in the near future, and security breaches in these services may lead to large financial 
loss and damaged reputation. 
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There thus the need and opportunity to organize, integrate and optimize the research 
on engineering secure services and related software systems to deal effectively with 
this increased challenge is pertinent and well recognized by the research community 
and by the industrial one. 

3 Technological issues 

The ICT landscape is continuously changing. For example, we have seen the consoli-
dation of models for service-oriented computing (Infrastructure as a Service (IaaS), 
Platform as a Service (PaaS) and Software as a Service (SaaS)), the increased use of 
automation, and the emergence of new paradigms such as cloud and the Internet of 
Things (IoT). However, new developments open up the potential for vulnerability to 
new threats (or indeed old threats in new guises).  As such, some of the consequent 
challenges are perceived to be: 

• maintaining effective cyber defence, as technology and functionality grow faster 
than security; 

• achieving trust in devices specially when they operate remotely; 
• security and interoperability of new communication technologies; 
• the fact that evidence has moved from being on media in a computer in a single 

location to existing in myriad locations and forms (e.g. mobile devices, distributed 
internet-enabled (IoT) electronics, and on corporate controlled servers with server-
side processing and storage).   

These challenges create fundamental requirements in relation to security engineer-
ing, but they also create knock-on implications for issues such as incident handling, 
response, and forensic investigation, where the scale and complexity of systems calls 
for new capabilities to maintain effectiveness.  Security professionals are also having 
to address the growing threat to critical infrastructure where industrial control systems 
(ICS) are connected to operational networks and even to the public Internet [20].  With 
technology continuing to evolve, the distributed nature of infrastructure will increase 
and the expansion of autonomous vehicles and increased artificial intelligence/machine 
learning will all present significant challenges to the security community. 

3.1 Securing applications and data 

Data are today the new oil, as the ability to collect, share, process and analyse data are 
at the centre of the great advancements we are enjoying in our society. Providing effec-
tive techniques for ensuring proper security and privacy is of utmost importance, for 
both enabling such advancements (as fear of exposure of private information can have 
detrimental impact on their adoption) as well as enabling their development (as by de-
veloping techniques for ensuring data protection can widen the range of scenarios 
where data can be used). 

The evolution of ICT has radically changed our lives, enabling information to be 
available from anywhere at any time. The growing availability of computational power 
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and network connections at competitive prices facilitates collecting, sharing, pro-
cessing, and accessing huge amounts of information. Thanks to the wide diffusion of 
devices collecting information (e.g., IoT devices, smart meters, fitness bands) and of 
personal devices connected to the network (e.g., smartphones, tablets, laptops), the 
amount of data generated on a daily basis by companies and final users has grown ex-
ponentially and is expected to grow at a continuously increasing rate in the future. Also, 
the cost of data storage and processing has significantly decreased, enabling the long-
term storage and analysis of data and making it accessible when needed. Pictures and 
videos can be stored in the cloud, analysis performed over huge data collections, third 
party computational power purchased or leased for heavy elaborations, information col-
lected from sensors spread in the environment where we live, appliances controlled in 
our houses from a smartphone. These are only a few examples of the advantages of 
living in a globally interconnected society, where every object is a smart object and 
anything we need is available from anywhere and at any time. 

The advantages of the technological evolution, however, do not come for free as they 
introduce unprecedented security and privacy risks, due to the increased amount of 
(possibly sensitive) information collected, stored, and distributed, and to the loss of 
control of data by their owners when external subjects are involved in the information 
lifecycle.  Users are becoming more and more concerned about their privacy, since 
collected data can be used to identify individuals and/or infer information that was not 
intended for disclosure – permission often being provided unknowingly through terse 
terms and conditions [21]. The location information collected by our phones, the pattern 
of walking recorded by surveillance cameras, seemingly innocuous information pro-
vided when subscribing to a service (e.g., date of birth and city of residence), biometric 
information used for authentication, are only a few examples of data that can be ex-
ploited to identify the person to whom they refer. Sensitive information not intended 
for disclosure is often collected by devices such as: fitness bands, home assistants, 
smart home appliances and sensors, social networks, just to mention a few. In all these 
scenarios, users are not in control over their own data and their privacy is possibly at 
risk. Indeed, users are often not even aware of the fact that data about themselves are 
collected and/or cannot control the collection, storage, use, analysis, or deletion of their 
data [22]. The loss of control is one of the problems slowing the wide adoption of ex-
ternalized services (cloud, fog, and edge scenarios as well as digital data markets) as an 
enabling technology for data storage and elaboration. While external providers can be 
considered reliable for guaranteeing basic security protection (e.g., protection from un-
authorized accesses to data and resources by external third parties), they might not be 
considered trusted for confidentiality (i.e., authorized to know the data content) or for 
guaranteeing integrity of the data they store or process. Many challenges need to be 
addressed to guarantee proper security and privacy in the emerging scenarios, including 
the need to provide confidentiality and integrity of data stored at, shared with, or pro-
cessed by external parties, while providing needed access and computational function-
alities [23]. Advancements in artificial intelligence, which on one side may make the 
data more exposed and hence user privacy more at risks, can also help in developing 
better techniques for ensuring protection of information.  
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The problem of data security and privacy is evolving with technology: the techno-
logical evolution provides benefits, but also introduces new vulnerabilities. Data secu-
rity and privacy in the modern digital society are complex concepts that require atten-
tion from several points of views (e.g., legal, social, economic, technological) and raise 
novel challenges that need to be addressed to enable users to fully enjoy the advantages 
of technological evolution [17].  

3.2 Engineering for better security 

While the service-Oriented Computing (SOC) models bring significant savings and 
convenience for organisations and users alike, they also introduce challenges for the 
security engineering community. These models have the potential to better adhere to 
an economy of scale and have already shown their commercial value fostered by key 
players in the field. Nevertheless, those new models present change of control of the 
applications that will run on an infrastructure not under the direct control of the business 
service provider. For business-critical applications this could be difficult to be accepted, 
when not appropriately managed and secured. These issues are of an urgent practical 
relevance, not only for academia, but also for industry and governmental organizations. 
New Internet services will have to be provided in the near future, and security breaches 
in these services may lead to large financial loss and damaged reputation. 

There is a need to organize, integrate and optimize research on engineering secure 
services and related software systems. This challenge is well recognized by the research 
and industrial communities. 

Some of the specific challenges that need to be addressed in security engineering 
include: 

• Security requirements engineering 
• Secure Service Architectures and Design 
• Security support in programming environments 
• Service composition and adaptation 
• Runtime verification and enforcement 
• Risk and Cost-aware Secure Service Development 
• Security assurance and certification 
• Quantitative security for assurance 

3.3 Investigating the inevitable 

Historically, the focus of digital forensics, incident response and electronic discovery 
has been on gathering evidentiary trace from desktop computers and small enterprises. 
While the processes and formalisms remain the same, where the evidence is found, and 
the volume of evidentiary sources has led to some fundamental challenges. Currently, 
evidence has moved from being on media in a computer in a single location to existing 
in mobile devices, internet enabled (IoT) electronics, and on corporate controlled serv-
ers with server-side web processing and storage. Additionally, enterprise computing 
has increased and evolved with data being stored in a myriad of forms in appliances, 
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services, and alternative compute architectures. The digital forensics community needs 
verifiable and validated capabilities to address these changing computing environ-
ments.  This is further complicated by the use of service-oriented computing with stor-
age and processing of data moving from on-premise to frequently cloud-based loca-
tions.  This also introduces complex legal problems with the potential for multi-juris-
dictional investigations. 

4 Business and organisational issues 

The current attention for regulatory compliance has visibly changed the way in which 
IT has been organised and managed. Given their strict corresponding control objectives, 
organisations must transparently prove that they act in accordance with the applicable 
laws and regulations.  This gives rise to a number of challenges, that collectively span 
areas such as information security management, audit and governance: 

• ensuring adherence to organisational information security policies and procedures; 
• transparently proving that organisations are acting in accordance with the applicable 

laws and regulations; 
• better techniques for stating data security and privacy requirements, for designing, 

building, and implementing data management systems that satisfy security and pri-
vacy requirements, and for assuring that the systems meet their requirements in ac-
tual operation; 

Reasonable assurance with respect to IT is crucial in this case to build confidence 
whether IT solutions and underlying infrastructures preserve resources, maintain data 
integrity as well as availability, meet the service levels, satisfy the regulatory require-
ments and accordingly assist in attaining their goals. 

4.1 The role of audit and IT assurance 

Today’s audit implications are associated with the view on digitalization and the impact 
of this technology-centric and global phenomenon on the business strategies across the 
globe. The centre of this digital journey is dominantly filled in by the far-reaching de-
ployment of technology. The intensive use of this evolutionary capability empowers to 
reinvent business models, improve customer experience, optimize processes and oper-
ations, reshape the trade with partners, and more. It is all needed to remain attractive in 
the modern digital chains, and survive in the current ever-demanding marketplace. It 
has become a technology-driven environment and business climate that seems not to 
tolerate low-techs, and appears not to accept the large distances between the traditional 
physical world and the new digital world any longer. We are entering an age in which 
the technology defines the bright future, and dictates the way in which we conduct 
business and how we live our lives. 

IT has already become business. This continuously evolving technology forms the 
beating heart of organizations, and is thus almost a core part of a day-to-day responsi-
bility of average business officials as well as top executives. Their changing view and 
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act for strategizing, steering, transforming, positioning, governing, managing, and run-
ning organizations in the digital age calls for a revamped orientation of IT auditing to 
remain as relevant as before.  

A key finding of research among business leaders and Chief Executive Officers 
(CEOs) with respect to the key business issues facing their organizations was about the 
new and higher level of risks created by the digital era which are not properly dealt with 
[24,25]. This demanding world characterized by a technology-centric perspective re-
quires a broader and more balanced picture of IT auditing that shifts the focus from 
controlling “around IT” towards the hard-core side of IT, and with the use of IT. The 
purpose is to concretely discover the technical details about the reality of IT, just the 
way it is without vagueness. In this challenging context, IT auditing is perceived as an 
instrument that can provide an independent and objective opinion on the extent to which 
IT is adequately controlled to ensure that this technology does not affect the risk profile 
of business practices. In addition, this global discipline can help to address risks and 
governance concerns so that insight is obtained into the gained degree of trust and ac-
ceptance as well as the achieved level of strategic progress and performance. 

The demand for IT auditing and control has never been greater. But then, this grow-
ing need also implies that a new day has come that imposes to frequently, if not con-
stantly, audit and control through IT and with IT because of the highly ever-increasing 
level of reliance on technology. However, research in this area is scarce and requires 
attention to initiate a wide range of studies in this field. 

4.2 Establishing Trust in an untrusted environment 

ICT systems, often known as Supervisory Control and Data Acquisition (SCADA) sys-
tems, control our critical infrastructure and are increasingly used to control production 
of products (known as “Industry 4.0”) and services, e.g. through e-Government, Big 
Data and Cloud Services. IoT and digital communication technologies are forming the 
fabric of our social interactions through Social Media (SoMe) that have also become 
the primary source of information and news for many people. In order for humans to 
live and thrive in this environment, it is essential that they are able to trust the ICT 
infrastructure on which their existence depends.  

Trust management technologies address the problems of how people can build trust 
in each other across computer networks (inter-personal trust), how people can decide 
what devices and infrastructure to trust (personal-device trust and infrastructure trust), 
and how components in computer systems and networks can reason about the trustwor-
thiness of other system components (inter-device trust). 

Inter-personal trust is generally based on a combination of personal experience, rec-
ommendations from a trusted entity or the reputation of the other party. Personal expe-
rience requires the ability to authenticate, or at least recognize, other entities, observe, 
and record the behaviour of these entities. This implies a study of entity authentication 
and entity recognition mechanisms, message authentication and authenticated encryp-
tion primitives, and mechanisms supported by secure hardware modules, e.g. remote 
attestation technologies, but also secure and authenticated storage technologies, such 
as digital signatures and blockchains. Recommendations are authenticated statements 
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regarding one named entity made by another and trusted entity. As such, the techno-
logical challenges are very similar to the challenges that arise in building personal ex-
perience, e.g. recommendations are commonly carried in digitally signed certificates. 
The value of recommendations depend on the ability to authenticate the named entity. 
Reputation systems aggregate behavioural information about a named entity from a 
multitude of sources. Depending on the reputation system, the behavioural information 
may be verified and the named entity as well as (some of) the behavioural information 
providers may be authenticated by the system; the identity of the source of reputation 
information is not always made available to the users of the reputation system. The 
success of a reputation system depends on the ability to ignore malicious or incompe-
tent input and the aggregation mechanism, which is typically based on simple heuris-
tics, statistical analysis, machine learning, game theory or other theoretical frameworks.  

The aims of trust management, in a business and organisational context, is to support 
a virtuous circle of formation, distribution, exploitation and evolution of trust in other 
entities in the system. This means that the many challenges are similar to the challenges 
outlined above and that trust management technologies may help people decide which 
businesses or services to rely upon or what information to believe  

Human society is built on trust and people need assurance that the environments, 
technologies and social relationships that they rely on continue to function in the ways 
they expect. In particular, the technology (devices and services) that they employ must 
work to their benefit at a visible and reasonable cost. One societal problem that trust 
management technologies may help to address is “fake news” (or other forms of fake 
information). 

Trust management is by nature a “horizontal” multi-disciplinary area that brings to-
gether communities to support “vertical” areas such as reputation systems, security, 
identity and access management, social networks, risk and compliance, formal models, 
legal IT, economics, etc. 

5 Human issues 

The human aspect has traditionally, but often unfairly, been portrayed as the weakest 
link in cybersecurity.  Unfortunately, adversaries are indeed likely to target people 
where they are perceived to be the route to exploitation, and it is also important to 
ensure that people themselves do not act in ways that introduce avoidable vulnerability.  
Key areas for attention are considered to include the following: 

• the growing volume of threats that explicitly target the human element, such as in-
creasingly sophisticated social engineering and phishing scams; 

• major cybersecurity skills gap that needs to be addressed through formalised educa-
tion; 

• addressing resistant user attitude and resistant behaviour to information security by 
fostering an information security/cybersecurity culture. 

Without effective consideration of the human aspect, the overall protection of sys-
tems and data will remain sub-optimal.   We need to find effective means to support 
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people and help them engage, while at the same time protecting them from the attacks 
that seek to directly exploit them. 

5.1 Addressing the human factor 

The problem with the focus on human weaknesses is that humans are solely viewed as 
‘threats’ and ‘risks’ to the organisation.  However, it can be argued, that this is only one 
dimension of the human aspects of cybersecurity and that humans could become the 
best defence an organisation has to actively defend against cyberattacks.  In order to 
empower employees to become part of the cybersecurity defence of an organisation, 
there must be a conscious effort to foster an information or cybersecurity culture in an 
organization [26].  Both sides of the human aspects of cybersecurity, the threats and the 
defence, should be acknowledged and addressed.  Having said that, there are many 
challenges related to the human aspects of cybersecurity which are discussed below.  

Many organisations implement complex technological controls to protect their net-
work perimeter from external threats, as the perception often is that the greatest threats 
come from attackers outside the organisation.  However, insider threats can be particu-
larly dangerous for organisations, as insiders have legitimate access to information sys-
tems to accomplish daily tasks.  There are typically two broad types of insider threats; 
malicious users (employees who willfully extract data) and negligent/apathetic users 
(employees who are careless about cybersecurity). 

Malicious users are those who purposefully try to benefit themselves at the organi-
sation's expense or directly damage the organisation. They might steal confidential data, 
commit financial fraud or sabotage IT systems because they are disgruntled.  Malicious 
insiders are notoriously difficult to identify.  However, technological controls, such as 
behaviour analytics, anomaly detection, threat intelligence and predictive alerts, can be 
used to attempt to identify and mitigate against malicious users and their actions.  For-
tunately, for most organisations, malicious users are the exception and not the rule. 

However, one of the greatest challenges organisations may face is human error in-
troduced through negligent or apathetic users.  Negligent or apathetic users are those 
who are not aware of or do not realise how important cybersecurity is for an organisa-
tion.  These users do not appreciate the important role they should play in protecting an 
organisation from cyberthreats.  One of the major challenges with regard to these users 
is social engineering.  Social engineering is the psychological manipulation of users to 
exploit them into performing actions for, or divulging information to, the attacker.  
There are a wide variety of social engineering attacks, including, but not limited to; 
phishing, pretexting, baiting and quid pro quo.  Social engineering attacks rely on build-
ing trust relationships with targets, and then exploiting these relationships for gain (usu-
ally financial). 

From a societal point of view, there are a number of cyber vulnerabilities related to 
both adults and children.  Cyberbullying is an online form of traditional bullying where 
cyberbullies send threatening or humiliating messages to their adolescent victims, and 
can lead to depression, isolation, illness and, sometimes, suicide.   

In addition, social media platforms continue to be very popular ways for people to 
keep in contact with friends, upload content and share information online.  However, 
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there are many privacy concerns related to these social media platforms, for example, 
many users being unaware of the extent to which their personal information is spread 
after sharing. 

Another societal challenge that is seemingly on the rise is that of fake news.  One of 
the difficulties is that different people have different views of fake news.  For many, 
fake news is seen as it was intended – false information being spread.  For others, fake 
news is seen as anything that goes against their own beliefs or biases.  The issue is that, 
more than making people believe false information, the rise of fake news is making it 
harder for people to see the truth.  In other words, people may become less informed. 

Most of these challenges can start being addressed by raising the awareness of both 
employees and society in general to cyberthreats.  The cybersecurity awareness, how-
ever, must go further through cybersecurity educational programs to provide a deeper 
understanding of why cybersecurity is important and the role they should be playing in 
the defence of their organisation.  Often, however, these programs are generic and are 
not very effective in addressing users and the threats they may be introducing, which 
may result in people developing the ‘it won’t happen to me’ mindset.  Therefore, infor-
mation and cybersecurity awareness and education programs should be specifically 
contextualised to become relevant to the audience to ensure they become advocates for 
information and cybersecurity. 

In organisations, for example, as part of management’s duties, an organisational vi-
sion for cybersecurity should be expressed in policies. These policies should be en-
forced to assist management in curbing incorrect behaviour in their organisation and, 
ultimately, change the corporate culture.  Transforming the corporate culture, however, 
takes time and perseverance, as it entails the unlearning of beliefs and changing the 
attitudes of employees, which can be a painful process [27].  The fostering of an infor-
mation or cybersecurity culture in an organisation could, ultimately, positively influ-
ence the attitude and behaviour of employees towards information and cybersecurity.  
Although an organisation can never completely eliminate the cybersecurity risk posed 
by humans, the chances of a breach could be reduced if the cybersecurity education of 
users is made a priority. 

Raising awareness and providing access to educational programs for the general pub-
lic could also assist in creating a societal cybersecurity culture. 

5.2 The importance of education 

Many organizations, nations, businesses, and individuals are actively seeking to expand 
their knowledge of, and skills in, cybersecurity. Unfortunately, the amount of misinfor-
mation in this area, and the shortage of skilled, knowledgeable cybersecurity practition-
ers and experts, inhibits the ability to protect information and cyberinfrastructure. 
Worse, some organizations and individuals do not understand the need to protect them-
selves, or believe their measures are adequate when in reality they are not. The only 
cure for this lack of personnel, knowledge and understanding of how to determine and 
implement measures necessary for protection, is education. 

This skills gap requires a multi-faceted solution with a combination of not only for-
malised education, but also training and awareness programs. It is also important to 
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recognise that for most government departments, organisations and businesses, security 
is rarely achieved without some impact on performance, usability or cost. 

Current estimates indicate that there are about 1 million unfilled cybersecurity posi-
tions worldwide, potentially rising to 3.5 million by 2021 [28]. In order to address this 
rapidly increasing demand for cybersecurity skills, academic institutions worldwide are 
introducing and adapting courses and programs to teach students about information and 
cybersecurity. Among the main concerns for academics in computing, however, is what 
cybersecurity and related topics to cover and to what depth, as most computing courses 
already cover an expanse of content. 

This broad domain encompasses an extensive set of technologies and concepts that 
can be taught in various ways. Current research in this domain covers both technical 
aspects (secure programming, network security, offensive security, cryptography, etc.) 
and human aspects (privacy, social engineering, cyber law, ethics, etc.). In addition, 
one of the key challenges is to ensure that the methods for teaching and learning in this 
domain are adapted to suit the specific context. This field is somewhat unique in terms 
of its cross-cutting multi-disciplinary nature. A further challenge is therefore to incul-
cate the principles of information and cybersecurity into even the most basic and entry-
level courses. 

A panel discussion during WISE11 highlighted some of the main challenges of 
building national cybersecurity workforces. These included how to estimate the size 
and make-up of national cybersecurity workforces based on needs; how to characterise 
such workforces; and how to achieve balance between employing organisation’s prior-
ities and national needs. During this panel discussion it was also noted that these chal-
lenges and the role of educational institutions in addressing the cybersecurity skills gap 
may differ across nations.  

In 2017, a joint task force developed guidelines for undergraduate cybersecurity ed-
ucation programs. The resulting document, the Cybersecurity Curricula 2017 [29], ad-
dressed academic aspects of some of these challenges regarding the cybersecurity 
workforce and skills demand. 

Further challenges will include the use of online technologies (for example, 
MOOCs) to share information and cybersecurity teaching and learning content and how 
training programs and academic education programs can work together to provide both 
practical experience and a deeper understanding of why the practical material works. 
This way, practitioners can adapt their knowledge and experience to circumstances be-
yond that covered in the training and in their environment, and academics can better 
understand the problems encountered in practice, and learn how to prevent those prob-
lems or handle them. 

As noted above, the need for cybersecurity is generally understood. But its practice 
must be balanced with the cost in financial and human terms, and all too often the latter 
dominates the need. The need to strike an appropriate balance, and how to do so, will 
dominate much of the field in the near future. 
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5.3 The value of research 

The challenges of behavioral compliance are focused on the adoption and use of pro-
tective security practices by individuals seeking to benefit themselves or their firms, or 
to avoid any negative consequences that may occur from non-adoption or misuse of 
security procedures and methods. Substantial research efforts have focussed on policy 
related compliance, but other forms of compliance, such as digital warnings, commu-
nicated alerts, and compliance with emerging technical standards have also appeared 
more recently. It is likely that this area of focus will continue to be of great interest for 
the foreseeable future. 

Another primary challenge of interest is the problem of risk management. As de-
scribed in the MIS Quarterly curation [30], the problem of risk management by security 
scholars has been mostly approached from a normative lens. Research over the years 
has addressed risk management through a variety of frameworks, models, and manage-
ment techniques, with focused efforts made toward the extension and contextualization 
of managerial frameworks and theories that help to measure and control risk at the in-
dividual level. 

Moving forward, emerging challenges such as neurosecurity (neurophysiological 
data collection), forensics analysis, and the behavioral analysis of design science treat-
ments that enhance or balance security and privacy trade-offs will be explored. There 
is a new scale and scope of organizational and managerial challenges that are created 
by the growing prevalence of advanced persistent threats, securing blockchain data 
structures, protecting privacy in big data analytics, and the looming potential of com-
mercial cyberspace collisions between defensive AI and offensive AI, and the crypta-
nalysis capabilities of quantum computing. 

6 Future opportunities 

Many of the areas discussed in the chapter serve to highlight opportunities for future 
research, and the Working Group agendas will be shaped accordingly.  Space does not 
permit all of them to be catalogued and explored in this chapter, the magnitude of the 
challenge can be illustrated by homing in on a single area and looking at the issues that 
the related Working Group has identified as requiring attention.  To this end, we present 
an example of some issues from WG11.5 in relation to IT auditing. 

Organizations are turning into open and global digital factories that are built around 
customer experience, speed, agility, mobility, cost, automation, connectivity, and accu-
racy to drive success. Given this present and future reality, IT auditing can no longer 
be a profession that suffices with a tick-in-the-box examination without a clear orien-
tation. To provide digital value and capture it we provide a House of IT Auditing, Fig. 
1. The House of IT Auditing includes three main components of IT audit research that 
we consider the main areas of interest. The first area is concerned with the foundation 
of the profession: technology (e.g. cloud and digital platforms). It is put right at the 
center of business models, thereby becoming the beating heart and the base of modern 
organizations. The second component is related to the strategic pillars linked to the 
foundational developments: cybersecurity, analytics, and regulatory. Being exposed to 
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serious dangers, data-minded, and subject to laws and regulations are simply accepted 
as facts of today’s life. The third and last component pertains to the professional support 
that can be provided to make a desired and recognized contribution. It is about the de-
livery of support in the areas of most need: assurance, advisory, and financial audit. 

 
Fig. 1. House of IT Auditing. 

7 Conclusions 

The collective challenges across these areas are considered to be of increasing im-
portance, especially in the context of emerging technologies (e.g. Cloud, IoT) that col-
lect and analyse large data collections, and serve to further amplify the potential for 
impact in the event of security incidents and breaches.  At the same time, there are also 
potential solutions that can work across the areas, such as the potential for AI technol-
ogy to defend the human user from malicious hackers, rather than the human trying to 
recognize malicious intent.  This in turn has the potential to serve and support the busi-
ness objective in terms of effective governance and compliance. 
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