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Appendix 1: proof of propositions 1 and 2

In this section we give the proof of propositions 1 and 2 on which we build our lagged
constrast function H™2. For the sake of clarity we restrict ourselves in a region Z C R¢

for each variable j € [1, d]] we got either:

990(Z) _
1L.VZeZ, 5= =0

or

2. VZez,ag;—Z(jZ)7éo.

Proposition 1. If the SDE (1) is hypoelliptic then for each | € [1,dy] it exists j € [1,dy]
and a sequence (qi,...qm,) € [1, dv]™ with m; < dy such that

899,Z(Zt7 t) 8997(]1 (Zt7 t) . 89(19,,”1,1 (Zt7 t) 8907Q7nl (Zt’ t)
av,, v, av, U,

qm

£ 0.

Proof. In this proof, we drop the dependence in ¢ for the sake of clarity. Since B,(Z;)
is non-singular for every possible values Z; € Z, then the vectors I'j already span R .
Therefore hypoellipticity is ensured as soon as there are vectors belonging to £ which have
their first dy entries spanning R

Let us construct recursively the vectors defined by the generation rule of the Hormander
condition, we denote P*) a vector constructed at the k-th iteration. They are defined by
either PW = [f(Z,), P*~V] or P® = [I(Z,), P*~V] for 1 < j < dy with [.,.] the Lie

(k)
1%

and we
P

bracket. Each P%) is a d vector composed of two subvectors P*) =

denote {P‘(/k)} the set of all generated subvectors at iteration k. Hypoellipticity implies
that there is an index k such that the recursively defined matrix M®*) = [{P‘(fk)} , M (kfl)]

is of rank dy and especially the matrix M* has only non null rows.

2



We want to prove the proposition for a fixed index [. Let Pl(f/) denote the [ — th entry
of P‘(/k) which is located in the [—th row of M®*). We now prove recursively the proposition
P(k): if the sequence {Pl(lf,)} . becomes non null at the k 4 1-th iteration i.e if there is
(k+1) such that P () £ 0 and PZ(V) = 0 for all k, then it exists j € [1,dy] and a sequence

[é) 094, (Z 69 m Z)
(q1, - - - @m,) With m; <k such that gé/f) ?\1/(1(2 ) ... 99 &),

Initialization: for £k = 0, m; = 0 and we only have to prove the existence of j such
that agl 7& 0. The only vectors in £ before any application of the generation step are

the columns I, with h = 1,...dy. From this, there are 1) d? vectors P given by

PO
PW = [I},, Ty] and 2) dy vectors given by P = ‘(/1) = [f(Z), I}] . In case 1), the
Py
dy first entries are given by [I}, I}] = (M%—Q(Z)> I, — (MT—M) I'y =0 for r € [1, dy]
and so P‘(/l) = 0. So let us focus on case 2) to find non-zero P‘(/). In case 2), we got
T Ody 1 T .
RS = [f(2), 1), = -2 V| = A B(2) = - X, 4P B;(2). So if
Bu(Z)
Pl(%,) # 0, it imposes the existence of at least one j and h such that 89’( B n(Z) # 0 and
]

SO 8%1(] # 0 which concludes the initialization.
Recursion: let us assume that P is true up to iteration k — 1. Here, we consider that
8?;—[5]?) = 0 for all j € [1,dy] otherwise the proof is trivial. Again, we consider two cases

either 1)P® = [I(Z;), P*~V] or 2)P® = [f(Z,), P*~V]. We start with the case 1)
with vectors P*) = [Fj(Zt), P(k_l)}, now let us denote r € [[1, dy] such that pE=t — .
Then Pr(k), the r—th entry of P* s given by:

oP* N [ O4yn or..(Z)\"
P (12, P - s ) (D) g
0z B,(Z) 0z

Thus P® has the same null entries as P*~1). Now let us focus on case 2), let us consider



Plff/ﬂ) such that Pl(f/) = 0. The recursive definition of Pl(ff/ﬂ) gives:

0z oV oU
_ 2 (k)
- Zp %lvp b V"
Thus Pl(l{:;rl # 0 imposes the existence of p such that 89’ 7é 0 and P* oV 7é 0. Let us denote
k1 < k the first index such that ij V) = 0 as well as P k2+1 7é 0 for k1 < ko < k. By using the

®\ T
Py = (ap—v) f(z) = 22l pl _ 9a2)" plk)

recursion hypothesis, we derive the existence of a sequence (ql, e m, ) with m, < k; such

) 7) 9 Z)
that ag’;’/ql) 8%5“1/:22) e gq(;”‘g :p( ) gqé”g]( # 0. By multiplying the last quantity with 85” Z) , the
8 0 am Z
sequence (p, q1, . . . Gm, ) of length less thant k is such that 8%‘(/5) ag"’/iz) a%q‘l/q( ... gq(;”‘j:l( )2 aU”j( ) +
1 2 mp y
0 which completes the proof for the recursion. n

We demonstrated the existence of paths between each smooth variable to the rough ones in
the continuous setting. Now, we derive the consequence of this existence on the discretized

model used for parameter estimation.

Proposition 2. Let us assume that for each | € [1,d,] it exists a unique minimal length
sequence (qi,...qm,) such that the connexity property holds. Then the Euler-Maruyama
approzimation (Z;, fori =1,...,n) is such that for each | € [1,d,] it exists j € [1,du]
such that:

—avlﬁk =0, fork=1,...,m and —8Vl’ifml+1 £ 0

Proof. Again for the sake of notational simplicity, we drop the dependence in 6 and ¢ in

drift functions gg and hy. The proof is based on the general relationship:

8‘71,7l+r+1 _ a‘/l OViitr 691 ~ 8‘7p,i+r 3gl ~ 8UPU7i+T
oo = o, T O a (G TE Xy atny (L) 5t
8UIU,i+r+l . 8ULU itr 8hlu ~ 8\~/p7i+r ahlU ~ 80;0U,i+r
aU; - AU, +4 Zp Vp (Zitr) aU; T ZPU Uy (Zitr) Uj;
oB,

+ ijz (Zigr)thier



obtained by differentiation of the discretized SDE for [ € [1, dy] and Iy € [1, dy]. Since
the discretized variables can not be instantaneously affected by other ones, we get the initial

values: 2% — 0, Wi _ ) and “ =1forp e [l,dy] and py € [1, dy] \ {j}. Then we

BUj,i 6Uj,z’
derive:
6‘71 B 8V 3 6 7 aU ) a 7
T = O(T, BT, A2 = D5
av;,, ; h v, Ohy, s 5\ U i OBy, , 5
ﬁ _ 1{ZU:j} + A (Zp ml/U( ) Upii ZPU aUlpl; (Z) at%-fj) + \/Z 8Ul: (Zz)ul

= gy + AFE(Z >+W5‘Blv

(Zi)us

Based on the previous equalities, we can prove our claim for the special case m; = 0, we

have 6‘/’;;;”}“ = 8;5@ # 0 if and only if agl # 0. For the general case m; > 0, we prove
25 2,

by recursion the following proposition P(m): “for each | € [[1,dy] if it exists an unique

7). LD
o, 7 0,

minimal length sequence (ql1 ...qinl) of length m; < m such that

8\/1 avz m
then et = 0 for k < my and —Z"= # 0
Jst 75t

Let us prove P(m) for m = 1 for the initialization. Based on the general relationship

i igrt1 Viit1 5ﬁlv,i+1 coo
for ot and the results we got for 2 T and ot We derive:
M2 Wi g1 (177 3Vp it1 74 aUPinJrl
au;;  aU;, +4 Zp avp(ZzH) + ZpU aU,, (Zin1) aU;.;
_ g1 (77 2 g1 (7 39
- AaU (Z) + A Zp a_vp(ZlJrl)aU (Z)

~ au,
+ AZPU 8U L( 1+1)#ﬂ

Since m; > 0 and m = 1, the length of the minimal sequence m; is necessary 1. So

there is no direct link between f/l and the rough part. That means %(Zi) = 0 and

~ U,
aan(Z-H) = 0 and we obtain % = A%(Z») = 0 as well as the simplified expression
8;/&:2 = Ny %(ZHI):;{’] (Z:). By assumption, the minimal sequence is unique, this
~ ~ 8g
UL )
imposes ml/“ = N? Zpaa—‘g/;(ZZH)a(gj (Z)) = N2 22 ( Z+1)8U (Z;) # 0 which ends the

initialization. Now let us assume P(m) is true. Let us choose an arbitrary { € [1,d,] and



let us assume there is a unique sequence (qll, .. .qﬁm +1) of minimal length m; 4+ 1 such that
o9(Z) . .. 8gqg"m @
Wy o,

# 0. The general relationship gives us:

6‘7[,i+ml+2 . 8‘/l z+ml+1 agl 8Vp z+ml+1 8gl ~ BUpU,i+ml+l
T A2, m(ZHmLH) + ZPU Uy, (Zitmi1) oU; ;

aw,i+ml+l . BVL ,i+my 8gl ~ 8Vp 7,+ml ~ 8UpU,i+ml
o0, = oty T A2 oy (Ziem) 5 +ZpU a0, (Zivm) =55 =

l itk
8U Ji

Necessarily 222 = 0 and by recursion hypothesis, we got = 0 for every k < my since

8U
there is no mmlmal sequence of length m; or lower, so:

8‘7l,i+ml+2 a‘7l,i+ml+1 gy [ 7 8\7p7i+ml+1
803',1' - 3(}] i + A Zp oV (Zz+mz+1) an,i

Mitmj+1 WVp,itm,
U, ; =A Zp oVp ( ’L+mz) av;;

Now let us assume “oeitmtt 2 0, this implies there is at least one p such that 8gl ( ) #0

8Uji
% # 0. By contraposition of the recursion hypothesis if there is no minimal
7,
dg,p (2)

sequence (g7, ... qulq) such that 8gp(Z) . "gUl # 0, then 8‘3’5*’"1 = 0. So necessarily
7,0

o . o, 1)

oU;

and

# () to ensure an —2 A 24 (). By multiplying

there is a sequence such that

this last sequence b 8gl Z), We conclude the existence of the sequence (p, ¢!, ...¢" _
y 1 m;—1

99 p (2)

of length m,; such that agl (Z ) 8;"’/(5) e q"gUfl # 0 in contradiction with the minimality
a7 J

8‘71,1‘+ml+1 o . . 8‘7l,i+ml+2 o
o0, = 0. From this, we get: 0. =

A gf}l( Zitmy) —=m - agsuming ——+™*2 = () leads to have for all p € [1, dy] and
P 00, 00,4
dg.p (Z)

dg p (Z)
o9p(2) . amy _ g1 Ogp(Z) . . Tdmy _
oV, gt = O and so g (Z) oV, av, =0

of (ql17 . .qfn +1). So by contradiction

sequences (gt ... ¢, ) the equality

in contradiction with the existence of (qll, .. .qﬁm +1) thus % # 0. We proved that

if P(m) is true for sequence m; < m, the property holds as well for sequences of length

my + 1 and so P(m + 1) is true as well. This concludes the recursion and the proof. ]



Appendix 2: uz, and /Z\O formal derivation

Let us introduce the following matrices for ¢ = 0, ..., n:

— A i Aﬂ” tz CTC —OTY; AFO tz 1

Ay, 0, o(t:) 0= () VAT, () p-ltr
017‘1 1 _Y;‘TC Y;TY; Ol,du w

Let us extend the process Z by introducing Zg¢ = (ZOT, 1)T and by iteration, Z¢ = (Z, 1

N——

the extended state-space variable:

{ 20 =R 28, + T () w, M
as well as the reformulation of the control problem for the extended process Z<:
Minimize in u:  Cy,(u]Y; Zy) = (Zg)T QnZd + 3} ((Z?)T Q;Z4 + u;‘FPZuZ>

Zzc‘l+1 = KGJZ?—H + 'y (t;) ug (2)

Subject to:
Zg = (ZOv 1)

By introducing Eg{ . the solution of the discrete Riccati equation:

Ry =Q; + K;‘Riﬂze,i
_Kg:iRi+1Fa(ti)(Pi + FU(ti)TRi+1FU(ti))_lra(ti)TRjJrlKO,i (3)
Rn = Qn

we know that the solution of (2)) is equal to
Ugyi = —(P+ Tolt) Rign Ty (1) T o (t) T Ry 1 Ag  Z2.

The corresponding cost value is given by C,(ug|Y; Zy) = (Zg)T ROZ_g (see Bertsekas
(2005)). We now derive by reversed time induction that the solution of (3)) is a sequence of



symmetric matrices i.e. R; has the block structure R¢ = Ty where each block
(hi)” o
respects a specific finite difference equation. Let us assume the decomposition holds for
E; hi _ _
1+ 1lie Ry = +1T +1 Let us compute AziRi+1Ag7i. We have:
(his1)" afyy
_T R
Ay Ri1As;
T
[ Ay Arg(t;) Eiii hipy Ay Airg(ty)
01,4 1 (hi+1)T O‘ffl+1 01,4 1
T
[ Ay Airo(t;) FEi1Ag; AiEiarg(ti) + higa
01,4 1 (hi—l—l)T Ay, A, (hz'-l—l)T ro(t;) + a4
B Aai 04,1 Eit1Ap; ANE;1rg(t;) + hiva
Airp(t:)" 1 (hiv1)" Agi Ai(hivr) ro(t:) + afy
[ AGEin A, AiAG Eiarg(ti) + Agihip
Airg(t) T Ei1Ag; + (hi+1)T Agi ANirg(t)" (AiEiare(t;) + 2his) + Oégﬂ
Fi(Eitq) Fy(Eiy1, hiya)
== F(EZ+1) =

Ey(Eip1, hin)” Fs(Eipy, higa, ag,k+1)

where the symmetric matrix F' is easily derivable by identification and the d dimensional
square matrix Fj only depends on F;,;. Now let us compute the expression in [P; +

Fo(ti)TRiJrng(ti)]_l. We obtain:



_ T —1

AFO- tl Ez hz AF‘T tl
[Pz + Fa(ti)TRi—I—lFJ(ti)]il = %]m + \/_ ( ) +1T " \/_ ( )
01,4, (Rit1) angl 01,4,
= —1
B, (T, (t;
= e Berw
(hi—i-l) Fa(ti)
s -1
B I, (t;
— |+ & (D)7 04 ) +}()
(his1)" Iy (t:)

= [L, 4+ AL TEN (1)) = G(Ein)

with G a symmetric matrix valued function (as the inverse of a symmetric square matrix).

Moreover, we have:

Ay RiaTy(t)
[ A Agre(ts) ' Eivv hin
N 01,4 1 z+l ad ) Oldu
_JA Aj,  Oan Ei1 Iy ()
Airg(t:)" 1 (hisa)" Ty (t:)
Aj Bl (t)

= VA
Airg(t) T Eia Ty (t:) + (hia)” o (t)

SO we can compute



_T _—
Ag R To(t;)G(Eipr) Lo (t:)" Rjy1Ag;

=A AgiEi+1FU(ti) T G(Ein)vVA AgiEi+1FU(ti> T
Airg(ti)T B Iy (t:) + (hiva)” To(t:) Airg(ti) T B o (t:) + (hiva)” To(t:)
=4 Ao L) G(Bin) ( T(t) BorAgs To(t)" (hiss + AiFiaro(t) )
(AiEiiro(t:) + hist)" To(t) 7
A Hi(E;1) Hy(Eiy1, hit1)

HZ(EiJrla hiJrl)T H3(Ei+17 hi+1)

By re-injecting all the derived expression in , we obtain:

R — Fi(Eiq) Fy(Eit1, hiva) N cre -y,
Fy(Eiyq, hi-i—l)T Fy(Eiya, higa, a?,kﬂ) —YiTC' YiTY;
Hi(Eit1) Hy(Eit1, hit1)

HQ(EiJrla hiJrl)T H3(Ei+1a hi+1)

—A

Thus R; is indeed symmetric and has the required form. Hence the recursion. We also

obtain the following finite difference equation

E! = AjEi1Ap;i + CTC — AAG By I, (t)G(Eipr) T, (t) " Eiy1 Ay,
hi = AAG Eiparg(ti) + Afihiy — CTY;
—AAG B Ty (6)G (i) o ()" (hiyr + AiEipare(ts)) -
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From the previous expression for R;, we derive for the related optimal control u_g:

U =—(P+ Ty(t)TRig1 Lo (t;) o (t) T Riv1Ag;

1
Eiiri hiy Ay Airg(ts) Z;
= _G(Eﬂ—l)\/Z( Ip(t)" Ogun ) T4
(hiv1)”  afp 01,4 1 1
Eigv  higqa ApiZ; + Airo(t;)
= _\/ZG(Rg,k+l) ( L,(t)" 04,1 ) T
(hiy1) Qi 1

Eiv1 (Ao Zi + Ajrog(ti)) + hisa
(his1)" (A Zi + Airg(ty)) + afyy
= —VAG(RY ;) o(t)" (Bir (AgiZi + Airo(ti)) + hiyr) -

= —VAG(R§ 44) ( Io(t)" Oa, )

From these equations, we easily derive that

Z = argming, Cy,(tz,|Y; Zo)

Ed hd o\ —
= argming, (Zg)T 0 T 0 Zd
(h§)" af
— arg ming, {ZOTRgZO +2(hd)" Zo + ag}

()"
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