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Abstract—The development of scientific software relies on the collaboration of various stakeholders for the scientific computing and software engineering activities. Computer languages have an impact on both activities and related concerns, as well as on the engineering principles required to ensure the development of reliable scientific software. The more general-purpose the language is—with low-level, computing-related, system abstractions—the more flexibility it will provide, but also the more rigorous engineering principles and Validation & Verification (V&V) activities it will require from the language user. In this paper, we investigate the different levels of abstraction, linked to the diverse artifacts of the scientific software development process, a software language can propose, and the V&V facilities associated to the corresponding level of abstraction the language can provide to the user. We aim to raise awareness among scientists, engineers and language providers on their shared responsibility in developing reliable scientific software.

Scientific Software INTO THE WILD

Scientific computing, also known as computational sciences, consists in the use of advanced computing capabilities to understand and solve complex scientific problems (e.g., biological, physical, and social), but also engineering and humanities problems. It aims to predict the behavior or the outcome of a physical system, being natural or man-made. While initially restricted to the activity of certain experts such as scientists or engineers, scientific computing has been made popular and widely exposed to citizens due to major and damaging societal problems such as climate change and more recently pandemics (e.g., COVID-19). Most of the political
decisions regarding these wicked problems are backed up by scientific findings, all based on scientific computing.

Scientific computing is a cross-cutting field, but its heart and soul lie in the development of mathematical models to understand physical systems through their simulations. Those models can be numerical (e.g., systems of differential equations), non-numerical (e.g., agent-based models) or based on analytics (e.g., machine learning models), and capture the behavior of the modeled system. Numerical models can be further refined as continuous or discrete. Simulations of mathematical models correspond to the execution of the computer programs containing these models, the so-called “simulation codes”. In this paper, we refer to the subsuming concept of scientific software, which we define as software dedicated to scientific computing and simulation. The development of these scientific software includes both software engineering and scientific computing concerns. Mathematical models and scientific software are therefore tightly intertwined throughout their life cycles. The tools and methods used for their development (e.g., computer languages) have an impact on the definition of both, as well as on the engineering principles required to ensure the development of reliable scientific software.

Due to the ever-increasing intrinsic complexity of such mathematical models and the pursuit of ever more efficient simulations, the scientific computing and software engineering communities have worked together for decades to explore various approaches to assess the reliability of the proposed models and the correctness of their implementations in scientific software [1]. However, when the time comes to implement a new model – and thus new simulation software – scientists and engineers are faced with decisive choices such as what computer language(s) to use (e.g., MATLAB, Mathematica, Fortran, Python, C++, or even an in-house domain-specific language). This choice has important consequences on the expressiveness at hand to implement the model and the corresponding simulation code, but also in terms of software engineering practices to apply to develop reliable and efficient scientific software. As usual, power comes with responsibility! The more general-purpose the language is – with low-level, computing-related, system abstractions – the more flexibility and performance it may provide, but also the more rigorous engineering principles and Validation & Verification (V&V) activities it will require from the language user to develop a reliable piece of scientific software.

However, most scientists and engineers do not have a background in software engineering and are thus not aware of its best practices beyond programming (e.g., version management, component reuse, continuous integration, unit testing) [2], which has actually prompted initiatives aiming to tackle the issue, such as the Research Software Engineering [3]. Since the final goal is to build and apply the model encoded in the simulation code, the code itself is merely a means to that end. Final stakeholders (e.g., citizens, policy and decision makers, research institutions, system users...) may even be ignorant of the importance of code for science and engineering. This situation has recently been brought to light by Konrad Hinsen in a post reporting criticisms about an epidemics simulation code (http://blog.khinsen.net/posts/2020/05/18/an-open-letter-to-software-engineers-criticizing-neil-ferguson-s-epidemics-simulation-code/), and the subsequent discussions on the blog as well as on social media (https://twitter.com/khinsen/status/1262307434632282112).

In this paper, we explore the overall scientific software development process, we provide an integrated view of the scientific computing and software engineering activities, artifacts and roles, and we discuss the trade-offs on the required V&V activities with regard to the computer languages at hand. This work offers an holistic view through which we introduce the existing V&V approaches from the literature to support such activities and the accountability of the respective roles. We aim to raise awareness among scientists, engineers and language providers on their shared responsibility in developing reliable scientific software.

ON THE ENGINEERING OF SCIENTIFIC SOFTWARE

Scientific software can rely on various types of scientific models that represent the behavior of the physical system under study. A com-
mon classification separates numerical models (e.g., systems of differential equations) from non-numerical models (e.g., agent-based models). We focus our discussion on scientific software based solely on continuous numerical models, which we will address as mathematical models in the rest of this paper.

Software engineers generally follow an engineering process, aka. Software Development Life Cycle (SDLC), that introduces the required activities to produce software. For instance, the V-model (cf. green part in Figure 1) has been introduced to highlight the relationships between each activity of the development life cycle and its associated activity of V&V. In the rest of the paper, we use the V-model as a support for the identification of the main software engineering activities, regardless of the associated method (e.g., incremental, iterative or agile). The same activities can be retrieved in all methods, possibly with different time dimensions (e.g., a V-model in each sprint of an agile method).

In Figure 1, we propose an engineering process adapted to scientific software development in the form of a V-model, aka. scientific V-model, subsuming the original software engineering (SE) V-model. We introduce the roles, activities and artifacts of this V-model, with an emphasis on V&V concerns. The V-model is composed of two branches: the first one on the left is top-down, corresponding to the successive elaboration of the various artifacts, and the second on the right is bottom-up, representing the validation process of the scientific software. At each level, a V&V activity on the upward branch is located across from an artifact on the downward branch. The purpose of the V&V activity is to validate the scientific software with respect to the artifact in question. This is represented by the dashed arrows in Figure 1.

The development of scientific software involves several activities that manipulate different types of artifacts. Thus, the design of scientific software based on mathematical models requires the involvement and cooperation of various stakeholders ranging from scientists and engineers to experts in software engineering or numerical analysis. These stakeholders play one of three roles (according to the development context, one person might endorse more than one role): scientists as domain experts (S in Figure 1), numerical analysts as experts in the discretization of a continuous phenomenon on a computer (N in Figure 1), and software engineers as experts of software development to deliver the expected services (SE in Figure 1). It is worth noting the very different background and expertise of these three roles, and the tight collaboration required across the development process.

The tasks linked to each role are associated with the activities and artifacts forming the V-model represented in Figure 1. From a set of
observations of a phenomenon and theories (illustrated in the upper left part of the figure), scientists develop a mathematical model, a.k.a. continuous numerical model, often taking the form of systems of differential equations. Since these systems of equations cannot generally be solved analytically, they must be solved numerically, which requires a discretization process. This consists in applying a discretization method (e.g., finite differences, finite volumes) to obtain a numerical scheme. This numerical scheme is a discretized mathematical model, which specifies the sequence of computations to execute, given a discretization of the domain according to discretization parameters (e.g., space, time), an initial state (e.g., initial temperature in every point of the domain) and inputs from the environment (e.g., rainfall), to compute a numerical (as opposed to analytical) solution to the model. The implementation of the discretization process requires specific skills and it is undertaken by numerical analysts (N in dark grey in Figure 1), in collaboration with scientists who act as domain experts (S in light grey in Figure 1).

From that point on, software engineering concerns enter the development process, as well as the software engineers. While numerical analysts are required as domain expert (N in light grey in Figure 1), such software engineering concerns require specific skills brought by software engineers (SE in dark grey in Figure 1). This is represented on the middle lower part of Figure 1 with a second, nested V-model (in green) corresponding to the usual V-model used in software engineering. This V-model effectively bridges the gap between the numerical scheme – which can be considered as the stakeholder requirements for scientific software – and the software engineering process. It encompasses all the software engineering concerns to obtain a reliable working software, including performance, concurrency, targeted architectures, memory management, data access, and so on.

On the left top-down branch, the stakeholder requirements are refined and extended with more specific software concerns corresponding to the different levels of organization of the software. The elaboration of the different specifications follows a standard process. First, the software requirements are formulated from the global stakeholder requirements and they specify the expectations for the software as a whole. They contain information about the general software organization and the expected behaviors of the software in various scenarios of interest (e.g., use case diagrams). Then, the general design is drawn to more specifically describe the different components that shape the software (e.g., component diagrams). This leads to the formulation of the detailed design of the software which aims to document all the structural details of the software (e.g., class and sequence diagrams) in order to then allow the implementation of the software in a clear and efficient way. Using the various requirements contained in the different previous specifications, the implementation of the scientific software is generated.

The resulting scientific software is then validated according to the stakeholder requirements, through V&V activities under the form of unit, integration, system, and acceptance testing, all encompassed by implementation testing from the point of view of the numerical analyst. First, unit testing ensures that the implemented scientific software respects the guidelines of the detailed design, meaning that each unit of the software code performs as expected (e.g., mock-based testing). The fulfillment of the general design specifications are checked through integration testing as it makes sure that the different components interact correctly (e.g., Big Bang testing, incremental testing). Then, system testing controls that the implementation meets the software requirements by validating the complete and fully integrated software – considered here as the system of interest – thanks to various testing techniques (e.g., usability testing, load testing, regression testing, functional testing). Finally, compliance with the stakeholders’ expectations is validated through acceptance testing (e.g., user acceptance testing, business acceptance testing, operational testing).

Once the software engineering V&V concerns have been addressed, the conformity of the scientific software to its original mathematical model is ensured throughout a step called discretization testing. During this testing activity, numerical analysts aim to validate whether the scientific software produces results that are within an acceptable margin with regards to the results.
that would be obtained by analytically solving the mathematical model. The techniques used for discretization testing vary in their level of rigor, depending mostly on the availability of an exact solution to the mathematical model. Without such a solution, techniques such as symmetry, conservation, or Galilean invariance testing can be employed [4].

These techniques leverage domain knowledge that the numerical solution should exhibit specific characteristics such as symmetry when provided with symmetric geometry and conditions, conservation of some physical properties (e.g., mass, energy), or be unaffected by operational changes such as inverting the axes of the coordinate system. Note that, as these tests rely on domain knowledge, some might not be used from one field to another (e.g., when no symmetry is present). Another technique that can be used without an exact solution is code-to-code comparison [5], which consists in running a simulation of the same mathematical model embedded in another piece of scientific software, and comparing the results.

Yet, obtaining the highest degree of confidence in the discretized model requires techniques leveraging an exact solution to the mathematical model. When an analytical solution is not available, exact solutions can be obtained through the use of the method of manufactured solutions [6], which constrains the simulator to compute a solution chosen beforehand (the so-called manufactured solution). Whether analytical or manufactured, an exact solution allows to employ rigorous techniques such as discretization error quantification, iterative convergence testing, and order-of-accuracy testing, respectively in order of increasing rigor [7]. In essence, these techniques aim to assess whether the discretization error, i.e., the difference between the numerical and the exact solutions, tends toward zero as the value of the discretization parameters decreases, and thus that the numerical scheme is a correct discretization of the mathematical model.

Finally, the last V&V step we designate as model testing is conducted by scientists. Model testing (a.k.a. model validation) aims to statistically quantify the disagreement between the numerical solutions and the available experimental data, and to assess whether the resulting uncertainty is acceptable within the application domain of the model [8]. Ideally, these data are collected through a set of validation experiments. Validation experiments are a special kind of experiment aiming to measure the conditions of the experiment as precisely and completely as possible, with less emphasis on controlling the environment than for other kinds of experiments [9]. This distinction allows to run simulations of the model whose inputs match very closely those of the experiments, and thus to assess the fidelity, in these precise conditions, of the outputs of the simulations with regard to collected measurements.

A general approach to model testing is proposed in [8]. Broadly, this approach consists in (i) identifying and characterizing mathematically every source of uncertainty (aleatory and epistemic) [10] in both the scientific software and experimental measurements used as a reference, (ii) propagating those uncertainties to the outputs through techniques such as sensitivity analysis [11], (iii) defining a validation metric, i.e., a mathematical operator comparing the numerical solution and the experimental measurements, and applying it to produce an assessment of the validity of the model over the validation domain, and finally (iv) employing statistical techniques such as regression fits of the validity metric over the validation domain, which enables to interpolate or extrapolate the validity metric over the domain of intended use, thereby providing the uncertainty of the simulation results over the domain of application.

Overall, the different testing activities of the scientific V-model can be related to the corresponding steps of the software engineering V-model: the implementation testing step can be conceptually compared to the unit and integration testing step, the discretization testing to the system testing, and the model testing to the final scientific software acceptance testing.

These activities serve the same purpose but use different techniques, according to the nature of the artifact under test. The observations fulfill the role of the stakeholders requirements in that they directly represent the essence of the phenomenon to be modeled. The mathematical model can be considered as the software requirements as it encompasses the global scientific behavior of
the physical system the software should encode. The numerical scheme reflects the purpose of the global and detailed designs as it specifies how the numerical solution to the mathematical model should be computed in the software, and how each step of computation is related to one another, in a similar way as the behavior and interaction of units and components are described in the design specifications.

However, the techniques used are distinctive as they depend on very different natures of artifacts – present on the left top-down branch of the V-model depicted in Figure 1 – on which they validate the software. For instance, discretization testing, which we relate to system testing in the context of scientific software development, aims at validating the scientific software with regards to the mathematical model. Since the mathematical model consists of mathematical equations, associated V&V techniques manipulate mathematical concepts such as the convergence of numerical sequences in the case of iterative convergence testing. Alternatively, the system testing phase of the nested V-model uses the software requirements as a reference to assess the validity of the software. As those are software specifications, the testing techniques manipulate software states and behaviors. They ensure that the different states are consistent from a software perspective. For example, that multiple simultaneous runs of the software do not affect the output of each individual run.

POWER COMES WITH RESPONSIBILITY!

The overall development process is complex and challenging when it comes to ensure reliable scientific software. To mitigate this complexity and allow scientists and numerical analysts to directly implement their scientific software, existing computer languages come with dedicated constructs that balance the responsibility between the language user and the language provider. We explore various computer languages at hand to implement scientific software according to their provided constructs, and discuss the consequences on the expressive power and on the required V&V activities. We illustrate this in Figure 2, where we rely on the V-cycle for the development of scientific software proposed in Figure 1. In Figure 2, the orange and blue colors are used to identify who supplies what artifacts and who is responsible for what V&V activities. The orange color refers to language users, while the blue color refers to language providers.

REUSING EXISTING SIMULATORS

Figure 2a shows the situation where scientists directly use existing scientific software such as MODFLOW [12] or MITgcm [13]. In this situation, language users are scientists configuring the models encoded into an existing piece of scientific software for their specific case. The language used in this case corresponds to a configuration language used to configure simulators and run simulations according to specific parameters (e.g., FloPy for MODFLOW [14]). Language users specify fixed input quantities such as the geometry, or physical modeling parameters of the system and obtain a simulator specific to a certain context (e.g., groundwater flows in a specific watershed area). Then, for each simulation, language users specify the input quantities that vary from one simulation to another, such as the initial and boundary conditions, or the system excitation over time.

Oftentimes, some of those input quantities are unknown (e.g., when they cannot be measured in the field), or known only with a high uncertainty. In such cases, language users will need to conduct model calibration to reduce the parametric uncertainty of their model and obtain useful results. Over the years, a number of techniques have been developed to conduct model calibration [15]. Yet, model calibration cannot eliminate every source of uncertainty. Thus, some means of propagating uncertainties over the inputs through the model to obtain the corresponding output uncertainties are required (e.g., sensitivity analysis [11]). While numerous black-box methods exist, white-box (a.k.a. open-box) methods that leverage domain knowledge receive more attention [16]. However, such methods require access to internal variables of the embedded model. The latter must thus be exposed as configurable simulation parameters to enable the use of certain state-of-the-art techniques.

In the situation depicted in Figure 2a, the simulator offers abstractions specific to the embedded mathematical model (e.g., soil perme-
ability, porosity), which users can parameterize to run context-specific simulations through the underlying scientific software. Thus, developers of a simulator must first endorse all the responsibilities associated with the development of a complete piece of scientific software, as covered in the previous section, including implementation, discretization, and model testing.

An important language-related responsibility that befalls simulator developers is to clearly identify, document, and enforce as much as possible the validity envelope of the abstractions exposed by the configuration language of the simulator, to prevent its misuse. In the general sense, we define the validity envelope of a language as the set of valid programs one can write with that language. In the case of a configuration language dedicated to a specific piece of scientific software (such as FloPy), this validity envelope must prevent unsound module and parameter combinations, and enforce the value of parameters to be within their bounds (e.g., non-negative volume of rainfall).

Due to combinatorial explosion, an abstraction of the domain is generally required to identify and enforce the validity envelope of configuration languages, as far as unsound combinations of parameters are concerned particularly. This will, in turn, necessarily result in false positives or false negatives. Techniques such as sensitivity analysis can be used to identify the relationships between the different parameters, and thus detect such unsound combinations.

LANGUAGES FOR MATHEMATICAL MODELS

When existing scientific software do not embed the desired mathematical model, one will need to define their own. Defining a mathematical model and deriving the corresponding scientific software can be done directly, using languages such as Mathematica (https://www.wolfram.com/mathematica) or MATLAB (https://www.mathworks.com).
Department Head

//matlab.mathworks.com). Figure 2b depicts the development of such languages and the development of scientific software using them.

In this scenario, language users are scientists implementing their mathematical model using a language that offers constructs at the corresponding abstraction level (i.e., continuous mathematics), and allows them to derive the corresponding piece of scientific software. Thus, they endorse the responsibility of addressing the V&V concerns associated with model testing – identified in the previous section – since those are out of scope of such a language. In addition, in order to validate the implementation of their mathematical model with regard to its specification, language users perform discretization testing.

However, as explained in the previous section, when no analytical solution to the mathematical model is available, the most rigorous techniques for discretization testing (e.g., iterative convergence testing, order-of-accuracy testing) can only be used by employing the method of manufactured solutions [6], which requires to inject source terms into the discretized model. Therefore, to enable the use of these techniques, the language needs to either provide tools allowing it, or to directly give access to the discretized model. Otherwise, only less rigorous techniques such as those described in the previous section can be employed to conduct discretization testing.

Language providers are in charge of designing continuous mathematical constructs (e.g., differential blocks in MATLAB’s block diagrams) allowing language users to define their mathematical models, and also developing the infrastructure (e.g., compiler) to derive reliable working scientific software from any mathematical model. This language infrastructure performs automated and possibly configurable discretization and scientific software derivation (as indicated by the blue numerical scheme and scientific software boxes on Figure 2b). So, language providers must handle the corresponding V&V concerns (i.e., the concerns pertaining to the discretization of their language constructs), as well as the software engineering concerns – encapsulated into the SE V-model – which are tied to the implementation of their discretized language constructs.

For that reason, in addition to software engineers, numerical analysts take an active part in language design, and scientists come in assistance to provide the language requirements and criteria for the verification and validation of the language constructs and of their discretization. While the techniques used to address the V&V concerns related to the discretization of language constructs and of plain mathematical models are the same, they are here applied to individual language constructs and combinations thereof, instead of complete mathematical models. The objective is to cover as many valid uses of the language as possible to check that its validity envelope subsumes the application domain intended for the language.

Finally, to allow language users to validate the implementation of their mathematical model, tools for discretization testing should be provided, in particular tools allowing an automated use of the method of manufactured solutions. This allows language users to perform the required validation at the level of abstraction of the language (the continuous mathematical level in this case), which is an essential functionality of software languages.

LANGUAGES FOR NUMERICAL SCHEMES

When more control is required over what discretization methods to apply and how to apply them, and when languages at the mathematical level of abstraction do not fit this need, one has to handle the discretization step oneself. Figure 2c depicts a situation in which numerical analysts use languages dedicated to the definition of numerical schemes (or with the right abstractions to do so) such as NabLab [17], Julia [18], SciPy [19], GNU Octave (https://www.gnu.org/software/octave/), or Blitz++ (https://github.com/blitzpp/blitz). These languages allow to automatically derive the corresponding piece of scientific software, on which the scientific V&V activities listed in the previous section can be conducted, without having to handle software engineering concerns.

In this scenario, language users are numerical analysts who apply discretization methods on mathematical models provided by scientists to obtain numerical schemes, that they implement using a language that offers constructs at the corresponding level of abstraction, and that allows them to derive a piece of scientific software...
for the discretized model. Therefore, they endorse the responsibility of addressing the V&V concerns corresponding to discretization testing while scientists endorse the one associated with model testing. Indeed, those responsibilities are out of the scope of a language at the numerical scheme level of abstraction, as indicated by the orange color of the corresponding boxes in Figure 2c. Finally, language users must validate their implementation of their numerical scheme with regard to its specification, which is the aim of implementation testing.

In this situation, implementation testing is performed with the aid of tool support from the language that allows language users to stay at the same abstraction level (i.e., discrete mathematics), without having to consider system concerns such as memory management or concurrency.

Language providers expose discrete mathematical constructs that allow language users to implement their numerical scheme. From the numerical schemes defined with those constructs, the infrastructure of the language (e.g., model transformations, interpreters, compilers, code generators) derives the corresponding piece of scientific software. Therefore, language providers must tackle the system concerns (e.g., memory management, concurrency, data management) and corresponding V&V concerns of the language infrastructure to make it possible to tackle the concerns of the scientific software thus generated. In essence, this means that the concerns must be addressed for any valid numerical scheme written by the language user, which is depicted in Figure 2c by the blue color of the SE V-model and scientific software.

While this task is mainly undertaken by software engineers, the assistance of numerical analysts is required to both define the required expressivity for the language (which in turn allows to derive the stakeholder requirements from a given numerical scheme), and perform the necessary V&V activities to ensure that the effective semantics of the derived piece of software is equivalent to the semantics of the provided numerical schemes. In other words, software engineers require the assistance of numerical analysts to tackle concerns related to the abstractions at the discrete mathematics level, and clearly define the validity envelope of the language.

Then, to foster the robustness of the V&V process spanning the entire V-model, language providers should offer tool support allowing language users to perform implementation testing at the discrete mathematics level of abstraction. This tooling can take the form of a dedicated debugger, and optimally includes facilities dedicated to the analysis of numerical schemes such as plot drawing, monitoring variable values and watch expressions (i.e., exogenous expressions of no interest for actual simulations, evaluated for debugging purposes only), and conditional breakpoints and step-by-step execution to detect and investigate faults in the numerical scheme.

LANGUAGES FOR SCIENTIFIC SOFTWARE

Finally, when performance is critical to a particular piece of scientific software, be it in terms of memory or execution time, specific hardware and architectures need to be targeted (e.g., heterogeneous and performance-oriented infrastructures such as distributed CPU-GPU architectures). If no language for either mathematical models or numerical schemes supports the targeted type of architecture, system-level languages such as C, C++, and Fortran can be used, conjointly with APIs such as OpenMP, and standards such as MPI and SYCL. Continuous progress in the hardware domain and in the field of high performance computing (HPC) pushes the developers of performance-critical scientific software to use such system-level abstractions, as they are often the only way to leverage the latest HPC-specific technologies.

Figure 2d depicts developments where language users express the particularities of their simulator with regard to all the concerns involved in the development of scientific software, ranging from the mathematical model, to the encoded numerical scheme, to system-level concerns such as concurrency, memory, and data handling. In this case, language users must also endorse the responsibilities of addressing the V&V concerns corresponding to each step in the development process, from the V&V of the aforementioned system concerns, to discretization testing, to model testing. In such a situation, another possibility for language users is to take the role of language provider for an existing language for mathematical models or numerical schemes.
This places them as language providers in the situations depicted in Figure 2c or Figure 2b. As such, they can broaden the range of architectures that can be targeted by the existing language by including their architecture of choice, and thus foster the use of the language in the community as a language at a higher abstraction level than system-level languages that nonetheless allows to target state-of-the-art hardware.

KEY TAKEAWAYS AND LOOKING AHEAD

When developing scientific software, dedicated languages for mathematical models and numerical schemes (e.g., MATLAB, NabLab, SciPy) bring benefits to users from the scientific community with regard to languages at a low abstraction level (e.g., C++, Fortran), as low-level V&V and performance concerns are addressed as part of the development of those high-level, dedicated languages. This means that users of such high-level languages, i.e., scientists and numerical analysts, can leave aside software engineering concerns to focus on their area of expertise and the associated V&V concerns, resulting in an increased robustness of the end-to-end development process of scientific software.

In exchange for these benefits to language users, designers of high-level, dedicated languages face additional challenges: the higher the abstraction level offered by a language is, the more steps and complexity in the V&V process of the language itself there are. These languages have to guarantee the correctness and performance of the scientific software resulting from any valid piece of code, mathematical model, or numerical scheme written with them, and provide tools to language users to validate their use of the language. For instance, developing a dedicated language at the mathematical level requires the designers to ensure not only that their implementation and discretization testing cover any mathematical model written with the language, but also that users are able to perform discretization testing specific to their precise piece of scientific software.

We highlight in this paper the importance of extensively documenting the V&V processes that are conducted as part of the development of a language. This allows language users to clearly identify what V&V concerns are or not already addressed as part of a language. Consequently, users can pick languages according to both their goals in terms of scientific software development, and to the V&V concerns they are able to continuously address themselves according to the state of the current knowledge. This way, scientists are less likely to have to handle software engineering concerns when they do not want to double as software engineers. In addition, this allows to capitalize on the aforementioned development and V&V overhead that comes with the development of those languages.

Another key point is the need for language providers to offer, as part of the language infrastructure, facilities to allow language users to conduct V&V activities tailored to their specific simulation model. This enables the continuity of the V&V process, from user-defined program to scientific software, and fosters both transparency of the complete development process, and trust in the resulting scientific software.

The work presented in this paper leads to a clarification of the roles of the various stakeholders taking part in the development of scientific software. A reasoned approach for the development of reliable scientific software has been proposed that allows to clearly characterize the validity envelope of this type of software. We believe that the generalized use of our approach will allow to systematically characterize the validity envelope of scientific software, to make it explicit and thus lead to a better and safer use of these software.
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