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Abstract

In this work, stability analysis for a class of switched nonlinear time-delay systems is performed by applying Lyapunov–Krasovskii and Lyapunov–Razumikhin approaches. It is assumed that each subsystem in the family is homogeneous (of positive or negative degree) and asymptotically stable in the delay-free setting. The cases of existence of a common or multiple Lyapunov–Krasovskii functionals and a common Lyapunov–Razumikhin function are explored. The scenarios with synchronous and asynchronous switching are considered, and it is demonstrated that depending on the kind of commutation, one of the frameworks for stability analysis outperforms another, but finally leading to similar restrictions for both types of switching (despite the asynchronous one seems to be more demanded). The obtained results are applied to mechanical systems having restoring forces with real-valued powers.
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1 Introduction

Intensive development of large-scale systems, networked multi-agent processes and cyber-physical dynamics puts focus on the role of delays and their influence on performances (stability, convergence rate, robustness) of these systems [29, 37, 28, 47, 31, 1]. There are two main approaches for stability analysis of time-delay systems, based on either a Lyapunov–Krasovskii functional or a Lyapunov–Razumikhin function, and these methods are well-investigated for linear dynamics [26], where a wide choice of Lyapunov–Krasovskii functionals and Lyapunov–Razumikhin functions is available, depending on the properties of the delay and the system uncertainty. For some classes of nonlinear plants, as port-Hamiltonian systems [50], for instance, also there exist some results, but in general the nonlinear setting is less studied, and there is no canonical selection of respective functional or function. The common conclusion is that the Lyapunov–Krasovskii approach is less conservative (it has been also proven to be necessary and sufficient

*This work was partially supported by the Ministry of Science and Higher Education of Russian Federation, passport of goszadanie no. 2019-0898, and by the Russian Foundation for Basic Research (grant no. 19-01-00146-a).

†Saint Petersburg State University, 7-9 Universitetskaya nab., 199034 Saint Petersburg, Russia.
‡Univ. Lille, Inria, CNRS, UMR 9189 - CRIStAL, F-59000 Lille, France.
§ITMO University, 49 av. Kronverkskiy, 197101 Saint Petersburg, Russia.
for stability in many cases) 35, 34, while the Lyapunov–Razumikhin method is more simple to apply in the nonlinear scenario since a delay-free Lyapunov function can be tested.

A promising canonical class of dynamical models is composed by homogeneous systems taking an intermediate place between linear and nonlinear ones 11. The theory of homogeneous dynamical systems has been developed, first, for ordinary differential equations 60, 36, 10, 13, and next extended to differential inclusions 25, 39, 11, time-delay systems 22, 23, partial differential equations 46 and discrete-time systems 49. The main features of a homogeneous system are that its local behavior is inherited globally, the homogeneous stable/unstable systems admit homogeneous Lyapunov/Chetaev functions 60, 33, 48, 19, 21, 24 and possess robustness properties with respect to external inputs 12. Using the concept of local homogeneity 60, 8, 20 a generic dynamical system may be locally approximated by a homogeneous one, which allows the theory of homogeneity to be applied in a larger area. It has been shown that for any value of delay, the homogeneous systems, which are asymptotically stable in the delay-free case, are locally asymptotic stable for positive degree and globally asymptotic stable with respect to a compact set containing the origin for negative degree 10, 9, 45, 17, 5, 6, 23, 59. These results have been obtained using the Lyapunov–Razumikhin 23, 59 and Lyapunov–Krasovskii 7, 17 theories. Moreover, in 17 a canonical form of Lyapunov–Krasovskii functional has been proposed that can be used for any (locally) homogeneous systems. This achievement allows the Lyapunov–Krasovskii approach to be effectively applied for this class of models.

Another interesting for investigation problem, whose solution is demanded in many applications, deals with analysis and design of switched systems 40, which form a subclass of hybrid dynamics. The stability conditions in this setting depend on the kind of commutation: an arbitrary switching, when usually the common Lyapunov function approach is used 11, or (average) dwell-time switching, when a restriction on minimal time between commutation is imposed 30, 51, 52. For time-delay systems there exist the corresponding extensions in terms of Lyapunov–Krasovskii and Lyapunov–Razumikhin approaches 57, 54, 53, 32, 44, 56.

In the present work, a switched time-delay system is studied, where all subsystems are homogeneous, which have negative or positive homogeneity degree and asymptotic stability property in the delay-free scenario. Two cases are considered with synchronous and asynchronous switching. In the latter scenario there are terms dependent on a delayed commutation signal, then usually more restrictive conditions have to be imposed on the properties of subsystems and commutation signal to substantiate stability. Selecting an arbitrary switching and the common Lyapunov–Krasovskii functional or Lyapunov–Razumikhin function approaches, a comparison of these methods is performed on the chosen class of problems. The multiple Lyapunov–Krasovskii functionals under commutation time restrictions are also investigated. The obtained theory is applied for stability analysis in a class of mechanical systems with real-valued power restoring forces, where switching is served for representation of their non-smooth behavior. Our comparison of Lyapunov–Krasovskii and Lyapunov–Razumikhin approaches shows that both stability methods have different applicability conditions, outperforming one another depending on a scenario, but finally giving the same stability restrictions for synchronous and asynchronous cases, which is a remarkable finding (even for the linear case 55). Other novel aspects come from consideration of homogeneous systems of both, positive and negative, degrees, with new Lyapunov–Krasovskii functionals and different kinds of commutation, and application of these results to a class of mechanical systems.

The outline of the paper is as follows. Preliminary results are given in Section 2. The considered stability problem is formulated in Section 3. The common Lyapunov–Razumikhin function or Lyapunov–Krasovskii functional methods are considered in sections 4 and 5 respectively. The multiple Lyapunov–Krasovskii functionals are analyzed in Section 6. Application of the obtained results to a mechanical system is presented in Section 7. An illustration of the
The real and nonnegative real numbers are denoted by $\mathbb{R}$ and $\mathbb{R}_+$, respectively. Denote by $C([−τ,0],\mathbb{R}^n)$ the Banach space of continuous functions $φ : [−τ,0] \to \mathbb{R}^n$ with the uniform norm $∥φ∥_τ = \sup_{−τ ≤ s ≤ 0} ∥φ(s)∥$, where $∥·∥$ is the standard Euclidean norm. Other used notation is either standard [26] or explained after the first introduction.

The definitions of utilized stability properties can be found in the basic textbooks [29, 37, 26, 35].

A continuous function $α : \mathbb{R}_+ \to \mathbb{R}_+$ belongs to class $K$ if it is strictly increasing and $α(0) = 0$; it belongs to class $K_\infty$ if it is also unbounded.

2.1 Homogeneity

For any $r_i > 0$, $i = 1, \ldots, n$ and $λ > 0$, define the dilation matrix $Λ_r(λ) = \text{diag}\{λ r_i\}_{i=1}^n$ and the vector of weights $r = (r_1, \ldots, r_n)$, $r_{\max} = \max_{1 ≤ j ≤ n} r_j$ and $r_{\min} = \min_{1 ≤ j ≤ n} r_j$.

Definition 1. [22] The function $g : C([−τ,0],\mathbb{R}^n) \to \mathbb{R}$ is called $r$-homogeneous if for any $φ ∈ C([−τ,0],\mathbb{R}^n)$ the relation $g(Λ_r(λ)φ) = λ^d g(φ)$ holds for some $d ∈ \mathbb{R}$ and all $λ > 0$.

The function $f : C([−τ,0],\mathbb{R}^n) \to \mathbb{R}^n$ is called $r$-homogeneous if for any $φ ∈ C([−τ,0],\mathbb{R}^n)$ the relation $f(Λ_r(λ)φ) = λ^d Λ_r(λ)f(φ)$ holds for some $d ≥ −r_{\min}$ and all $λ > 0$.

In both cases, the constant $d$ is called the degree of homogeneity.

The introduced notion of weighted homogeneity in $C([−τ,0],\mathbb{R}^n)$ is reduced to the standard one in $\mathbb{R}^n$ if $τ \to 0$.

For any $r_i > 0$, $i = 1, \ldots, n$ and $x ∈ \mathbb{R}^n$ the homogeneous norm can be defined, for example, as follows

$$|x|_r = \left(\sum_{i=1}^n |x_i|^{\rho/r_i}\right)^{1/\rho}, \quad \rho ≥ r_{\max}.$$ 

For all $x ∈ \mathbb{R}^n$, its Euclidean norm $∥x∥$ is related with the homogeneous one:

$$σ_r(|x|_r) ≤ ∥x∥ ≤ \bar{σ}_r(|x|_r)$$

for some $σ_r, \bar{σ}_r ∈ K_\infty$ [24]. The homogeneous norm has an important property that is $|Λ_r(λ)x|_r = λ|x|_r$ for all $x ∈ \mathbb{R}^n$.

An advantage of homogeneous systems described by ordinary differential equations is that any its solution can be obtained from another solution under the dilation and a suitable time re-parametrization [11]. A similar property is satisfied for homogeneous time-delay dynamics with scaled delay value [23].
2.2 Inequalities

The Young’s inequality claims that for any \( a, b \in \mathbb{R}_+ \) and \( \gamma > 0, \delta > 0 \) [26]:

\[
a^\gamma b^\delta \leq \frac{1}{p} a^\gamma + \frac{p-1}{p} b^{\delta - 1}
\]

for any \( p > 1 \), while Hölder’s inequality for any \( f, g : I \to \mathbb{R} \) with \( I \subset \mathbb{R} \) ensures that [26]:

\[
\int_I |f(s)g(s)|ds \leq \left( \int_I |f(s)|^p ds \right)^{\frac{1}{p}} \left( \int_I |g(s)|^{\frac{p}{p-1}} ds \right)^{\frac{p-1}{p}}
\]

for any \( p > 1 \).

Using the properties of homogeneous functions the following result can be obtained [17]:

**Lemma 1.** Let \( a, b \in \mathbb{R}_+ \) and \( \ell > 0, \alpha > 0, \beta > 0, \gamma > 0, \delta > 0 \) be given, then

\[
a^\alpha + b^\beta - \ell a^\gamma b^\delta \geq 0
\]

provided that

1) \( \max\{a^\alpha, b^\beta\} \geq \ell^{\frac{1}{1-\frac{\alpha}{\beta}}} \) and \( \frac{\gamma}{\alpha} + \frac{\delta}{\beta} < 1 \),

2) \( \max\{a^\alpha, b^\beta\} \leq \ell^{\frac{1}{1-\frac{\alpha}{\beta}}} \) and \( \frac{\gamma}{\alpha} + \frac{\delta}{\beta} > 1 \).

3 Problem Formulation

Consider two switched time-delay systems with synchronous

\[
\dot{x}(t) = F^{(\sigma(t))}(x(t)) + G^{(\sigma(t))}(x(t - \tau))
\]

and asynchronous

\[
\dot{x}(t) = F^{(\sigma(t))}(x(t)) + G^{(\sigma(t-\tau))}(x(t - \tau))
\]

switching, where \( x(t) \in \mathbb{R}^n, \sigma : [-\tau, +\infty) \mapsto \{1, \ldots, N\} \) is a piecewise constant right-continuous function defining switching law, integer \( N > 0 \) determines the number of subsystems in (1) and (2); the vector functions \( F^{(s)}(x) \) and \( G^{(s)}(x) \) are continuous for \( x \in \mathbb{R}^n, s = 1, \ldots, N; \tau \) is a constant positive delay. Let initial functions for (1) and (2) be chosen from the space \( C([-\tau, 0], \mathbb{R}^n) \), then under introduced hypotheses the respective solution of (1) and (2) is defined in forward time at least locally. Denote by \( x_i \) the restriction of a solution \( x(t) \) to the segment \([t - \tau, t], \) i.e., \( x_i : \xi \mapsto x(t + \xi), \) \( \xi \in [-\tau, 0] \).

In the present paper, we will assume that \( \sigma(t) \) is a non-Zeno switching signal [40], i.e., on every bounded time interval the set of its instants of discontinuity is finite. Define these switching instants by \( \eta_i, i = 1, 2, \ldots, \) which satisfy the property \( 0 < \eta_1 < \eta_2 < \ldots \) under the absence of Zeno behavior.

The terms \( G^{(\sigma(t))}(x(t - \tau)) \) and \( G^{(\sigma(t-\tau))}(x(t - \tau)) \) in (1) and (2), respectively, may be considered as representing the retarded control inputs, and the delay \( \tau \) may be a result of a time lag needed for the state to become available for the controller. To clarify this observation, consider an open-loop switched system with a delayed input:

\[
\dot{x}(t) = F^{(\sigma(t))}(x(t)) + B_{\sigma(t)}u(t - \tau)
\]

under a feedback control

\[
u(t) = H(x(t)),\]
where $B_i$ is a matrix of appropriate dimension, and $H$ is a function such that $G^{(i)}(x) = B_i H(x)$ satisfies the required conditions, $i \in \{1, \ldots, N\}$, and all other variables have the same meaning as before. Hence, (1) can be interpreted as a switched system closed by a common feedback for all subsystems. To introduce the system (2), consider a slightly modified open-loop dynamics:

$$
\dot{x}(t) = F^{(\sigma(t))}(x(t)) + B u(t - \tau)
$$

under a feedback control

$$
u(t) = H^{(\sigma(t))}(x(t)),
$$

where $B$ is a common control gain of proper dimension, and $H^{(i)}$ is a function such that $G^{(i)}(x) = B H^{(i)}(x)$ satisfies the required conditions, $i \in \{1, \ldots, N\}$. Therefore, in such a case the switched system is regulated by control adapted to each subsystem leading to an asynchronous commutation. Therefore, in (1) it is supposed that switching between system and control modes is synchronous, i.e., the controller is common for all nodes and does not need an information about the current mode, while in (2) we have asynchronous switching since the control is mode-dependent. It is known (see, for instance, [42, 58]), that asynchronous switching occurs in a wide class of practical problems, where there exists a communication channel between the information about the switching signal of the plant and that of the controller, or where some time is necessary to identify an active subsystem and apply the matched controller.

**Assumption 1.** For all $s = 1, \ldots, N$ the functions $F^{(s)}(x)$ and $G^{(s)}(x)$ are $r$-homogeneous of the degree $\nu$ with respect to weights $r = (r_1, \ldots, r_n)$, where $r_i > 0$, $\nu + r_i > 0$, $i = 1, \ldots, n$.

Under Assumption 1, the systems (1) and (2) admit zero solutions. Our objective is to derive the conditions of delay-independent stability at the origin for these systems. Moreover, we will look for delay-independent uniform ultimate boundedness conditions for (1) and (2). To this end, we will use both Lyapunov–Razumikhin and Lyapunov–Krasovskii approaches with a comparison of the effectiveness of these methods.

## 4 Application of the Lyapunov–Razumikhin Approach

First, consider the system (1) and the associated family of the delay-free subsystems:

$$
\dot{x}(t) = F^{(s)}(x(t)) + G^{(s)}(x(t)), \quad s = 1, \ldots, N.
$$

**Assumption 2.** The family (3) admits a common Lyapunov function $V(x)$ with the following properties:

(i) $V(x)$ is continuously differentiable for $x \in \mathbb{R}^n$;

(ii) $V(x)$ is positive definite;

(iii) $V(x)$ is $r$-homogeneous of the degree $\mu$ with respect to weights $r = (r_1, \ldots, r_n)$, where $\mu > r_i$, $i = 1, \ldots, n$;

(iv) the functions $(\partial V(x)/\partial x)^\top (F^{(s)}(x) + G^{(s)}(x))$, $s = 1, \ldots, N$, are negative definite.

Note that under Assumption 1 each subsystem in (3) is $r$-homogeneous for all $s = 1, \ldots, N$, and if it is asymptotically stable, then there is a Lyapunov function as it is given in Assumption 2 [60] [48]. The only restriction is the existence of the common function $V$ for all subsystems in (3).

**Theorem 1.** Let assumptions 1 and 2 be fulfilled, and consider (1) with any admissible switching law $\sigma$ and any $\tau > 0$:

- if $\nu > 0$, then the zero solution is asymptotically stable;
- if $\nu < 0$, then solutions are uniformly ultimately bounded.
Proof. Let a Lyapunov function \( V(x) \) possess the properties specified in Assumption 2. Consider its derivative along the solutions of (1). We obtain

\[
\dot{V} = \left( \frac{\partial V(x(t))}{\partial x} \right)^\top \left( F^{(\sigma(t))}(x(t)) + G^{(\sigma(t))}(x(t - \tau)) \right) = \left( \frac{\partial V(x(t))}{\partial x} \right)^\top \left( F^{(\sigma(t))}(x(t)) + G^{(\sigma(t))}(x(t)) \right) + \left( \frac{\partial V(x(t))}{\partial x} \right)^\top \left( G^{(\sigma(t))}(x(t - \tau)) - G^{(\sigma(t))}(x(t)) \right).
\]

Using Assumption 2 and properties of homogeneous functions \([11]\), we arrive at the inequality

\[
\dot{V} \leq -c_1 |x(t)|^{\rho+\nu} + c_2 \sum_{i=1}^{n} |x(t)|^{\rho-\tau_i} \left| G^{(\sigma(t))}_i(x(t) - \tau(t)) - G^{(\sigma(t))}_i(x(t)) \right|
\]

where \( c_1, c_2 \) are positive constants and \( G^{(\sigma(t))}_i(x) \) are components of the vectors \( G^{(\sigma(t))}(x) \).

If \( x(t) \neq 0 \), then

\[
\left| G^{(\sigma(t))}_i(x(t) - \tau(t)) - G^{(\sigma(t))}_i(x(t)) \right| = |x(t)|^{\rho+\tau_i} \left| G^{(\sigma(t))}_i(x(t) - \tau(t)) - G^{(\sigma(t))}_i(x(t)) \right| = |x(t)|^{\rho+\tau_i} \left| G^{(\sigma(t))}_i(z(t) + \Lambda^{-1}(|x(t)|, x(t)) - x(t)) - G^{(\sigma(t))}_i(z(t)) \right|
\]

for \( i = 1, \ldots, n, s = 1, \ldots, N \), where \( z(t) = \Lambda^{-1}(|x(t)|, t) \). Let us note that \( |z(t)| = 1 \).

We have

\[
|x_i(t) - x_i(t - \tau(t))| \leq |x_i(t) - x_i(t - t_1)| + |x_i(t - t_1) - x_i(t - t_2)| + \ldots + |x_i(t - t_m) - x_i(t - \tau(t))|
\]

for \( i = 1, \ldots, n \) and some \( m \geq 0 \), which corresponds to the number of commutations on the interval \([t - \tau(t), t]\). Denote \( t_0 = 0, t_{m+1} = \tau \). Then on each interval by applying the Mean Value Theorem, we obtain

\[
|x_i(t - t_j) - x_i(t - t_{j+1})| = |t_j - t_{j+1}| \left| F^{(\sigma(t-\theta_{ij}))}_i(x(t - \theta_{ij})) + G^{(\sigma(t-\theta_{ij}))}_i(x(t - \tau(t - \theta_{ij})) \right|
\]

for \( i = 1, \ldots, n, j = 0, \ldots, m \), where \( t_{j+1} < \theta_{ij} < t_j \) and \( F^{(\sigma(t))}_i(x) \) are components of the vectors \( F^{(\sigma(t))}(x) \). Hence,

\[
|x(t)|^{\rho-\tau_i} |x_i(t - \tau(t)) - x_i(t)| \leq \tau \sup_{\xi \in [t - 2r, t]} |x(\xi)|^{\rho+\tau_i}
\]

for \( i = 1, \ldots, n \), where \( c_3 = \text{const} > 0 \).

Let for a solution \( x(t) \) of (1) the Razumikhin condition \( V(x(\xi)) \leq \rho V(x(t)) \) be fulfilled for \( \xi \in [t - 2\tau, t] \) with \( \rho > 1 \). By homogeneity of \( V \) we have:

\[
a_1 |x(\xi)|^{\rho} \leq V(x(\xi)) \leq \rho V(x(t)) \leq \rho a_2 |x(t)|^{\rho},
\]

where \( a_1 > 0, a_2 > 0 \). Hence, there exists a positive number \( \tilde{a} \) such that

\[
|x(\xi)|^{\rho} \leq \tilde{a} |x(t)|^{\rho}
\]

for \( \xi \in [t - 2\tau, t] \). Using estimates (4) and (5), it is easy to verify that

\[
\left\| \Lambda^{-1}(|x(t)|, x(t - \tau(t) - x(t)) \right\| \leq b |x(t)|^{\rho}, \quad b = \text{const} > 0.
\]
The functions $G^{(1)}(x), \ldots, G^{(N)}(x)$ are assumed to be continuous, hence, by Heine-Cantor Theorem, they are uniformly continuous on any compact set. Therefore, if $\nu > 0$, then one can choose $\delta_1 > 0$ such that

$$\left| G_i^{(s)}(z(t) + \Lambda^{-1}(\|x(t)\|)(x(t - \tau) - x(t))) - G_i^{(s)}(z(t)) \right| < \frac{c_1}{2n\epsilon_2}, \quad i = 1, \ldots, n, \quad s = 1, \ldots, N,$$

for $\|x(t)\| < \delta_1$, whereas if $\nu < 0$, then there exists $\delta_2 > 0$ such that the inequalities (6) hold for $\|x(t)\| > \delta_2$ (consequently, the uniform continuity is used on the set $\{x \in \mathbb{R}^n : \|x\| \leq 1 + b \max^\nu \{\sigma_1^{-1}(\delta_1), \sigma_2^{-1}(\delta_2)\}\}$). As a result, we arrive at the estimate

$$\dot{V} \leq -\frac{1}{2}c_1\|x(t)\|^{\sigma + \nu}.$$

The application of theorems 4.2 and 4.3 from [29] completes the proof.

The obtained result demonstrates that for the selected class of nonlinear systems, the stability of each subsystem with a common Lyapunov function in the delay-free case leads to independent of delay stability (of different kinds depending on degree of the homogeneity) under arbitrary synchronous commutation.

Next, consider the case of asynchronous switching. Construct the auxiliary family of delay-free subsystems:

$$\dot{x}(t) = F^{(s)}(x(t)) + G^{(l)}(x(t)), \quad s, l = 1, \ldots, N. \tag{7}$$

**Assumption 3.** The family (7) admits a common Lyapunov function $\bar{V}(x)$ with the following properties:

(i) $\bar{V}(x)$ is continuously differentiable for $x \in \mathbb{R}^n$;

(ii) $\bar{V}(x)$ is positive definite;

(iii) $\bar{V}(x)$ is $\mathbf{r}$-homogeneous of the degree $\mu$ with respect to weights $\mathbf{r} = (r_1, \ldots, r_n)$, where $\mu > r_i, i = 1, \ldots, n$;

(iv) the functions $(\partial \bar{V}(x)/\partial x)^\top (F^{(s)}(x) + G^{(l)}(x)), s, l = 1, \ldots, N$, are negative definite.

Contrarily Assumption 2, in this hypothesis we ask that any possible combinations of own dynamics $F^{(s)}(x(t))$ and control gains $G^{(l)}(x(t))$ with $s, l = 1, \ldots, N$ admit a common Lyapunov function $\bar{V}(x)$ in the delay-free case.

**Theorem 2.** Let assumptions 1 and 3 be fulfilled, and consider (2) with any admissible switching law $\sigma$ and any $\tau > 0$:

- if $\nu > 0$, then the zero solution is asymptotically stable;
- if $\nu < 0$, then solutions are uniformly ultimately bounded.

**Proof.** Consider a Lyapunov function $\bar{V}(x)$ satisfying the conditions of Assumption 3. Differentiating $\bar{V}(x)$ along the solutions of (2), we obtain

$$\dot{\bar{V}} = \left(\frac{\partial \bar{V}(x(t))}{\partial x}\right)^\top \left(F^{(\sigma)}(x(t)) + G^{(\sigma(t-\tau))}(x(t-\tau))\right)$$

$$= \left(\frac{\partial \bar{V}(x(t))}{\partial x}\right)^\top \left(F^{(\sigma)}(x(t)) + G^{(\sigma(t-\tau))}(x(t))\right)$$

$$+ \left(\frac{\partial \bar{V}(x(t))}{\partial x}\right)^\top \left(G^{(\sigma(t-\tau))}(x(t-\tau)) - G^{(\sigma(t-\tau))}(x(t))\right).$$
\[ \leq -\tilde{c}_1|x(t)|_{r_1}^{\mu + \nu} + \tilde{c}_2 \sum_{i=1}^{n} |x(t)|_{r_i}^{\mu - r_i} \left| G_{i}^{(\sigma(t-\tau))}(x(t-\tau)) - G_{i}^{(\sigma(t-\tau))}(x(t)) \right|, \]

where \( \tilde{c}_1, \tilde{c}_2 \) are positive constants. The subsequent proof is a similar to that of Theorem 1.

As we can conclude, the results obtained for synchronous and asynchronous switching are the same, but in the latter case more restrictive conditions are imposed (Assumption 3 implies Assumption 2).

**Remark 1.** To construct Lyapunov functions possessing the properties specified in assumptions 2 and 3, the approach proposed in [2] may be useful. It is worth noting that the time-varying delays can be treated using Lyapunov-Razumikhin approach as in [6], and that in this work the Lipschitz continuity of the right-hand sides of (1) or (2) used in [6] is relaxed to a merely continuity.

### 5 Application of the Lyapunov–Krasovskii Approach

Next, determine conditions under which there exist Lyapunov–Krasovskii functionals guaranteeing delay-independent asymptotic stability or uniform ultimate boundedness for the systems (1) and (2) under arbitrary switching. For this purpose we will use a recent result [17], which suggests a generic structure of Lyapunov–Krasovskii functional for a homogeneous system that is asymptotically stable in the delay-free case.

**Assumption 4.** The family (7) admits a common Lyapunov function \( \bar{V}(x) \) that is twice continuously differentiable for \( x \in \mathbb{R}^n \) and possesses the properties (ii)-(iv) from Assumption 3.

Using the approach developed in [17], construct a Lyapunov–Krasovskii functional candidate

\[ \bar{W}(t, x_t) = \bar{V}(x(t)) + \left( \partial \bar{V}(x(t)) \right)^\top \int_{t-\tau}^{t} G^{(\sigma(\zeta+\tau))}(x(\zeta)) d\zeta + \int_{t-\tau}^{t} (\beta + \gamma(\zeta-t+\tau))|x(\zeta)|^3 d\zeta, \quad (8) \]

where \( \bar{V}(x) \) is a Lyapunov function with the properties specified in Assumption 4, \( \beta, \gamma, \lambda \) are positive parameters.

**Theorem 3.** Let assumptions 1 and 4 be fulfilled, and consider (1) for any admissible switching law \( \sigma \) and any \( \tau > 0 \). Then there exists a Lyapunov–Krasovskii functional of the form (8) ensuring:

- if \( \nu > 0 \), the asymptotic stability of the zero solution;
- if \( \nu < 0 \), the uniform ultimate boundedness of solutions.

**Proof.** Consider the Lyapunov–Krasovskii functional (8) and its derivative along the solutions of (1). Using Assumption 4 and properties of homogeneous functions, we obtain

\[ \dot{\bar{W}} = \left( \partial \bar{V}(x(t)) \right)^\top (F^{(\sigma(t))}(x(t)) + G^{(\sigma(t))}(x(t-\tau))) \]
\[
\left( \frac{\partial \tilde{V}(x(t))}{\partial x} \right)^\top \left( G^{(\sigma(t+\tau))}(x(t)) - G^{(\sigma(t))}(x(t-\tau)) \right) + (\beta + \gamma \tau) |x(t)|^\lambda + (\beta + \gamma \tau) |x(t-\tau)|^\lambda - \gamma \int_{t-\tau}^t |x(\zeta)|^\lambda d\zeta \\
+ \sum_{i,j=1}^n \frac{\partial^2 \tilde{V}(x(t))}{\partial x_i \partial x_j} \left( F_i^{(\sigma(t))}(x(t)) + G_j^{(\sigma(t))}(x(t-\tau)) \right) \int_{t-\tau}^t G_i^{(\sigma(\zeta+\tau))}(x(\zeta)) d\zeta
\]

\[
\leq -\tilde{c}_4 |x(t)|^{\mu+\nu} + \tilde{c}_5 \sum_{i,j=1}^n |x(t)|^{\mu-r_i-\nu} (|x(t)|^{\nu+r_j} + |x(t-\tau)|^{\nu+r_j}) \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \\
+ (\beta + \gamma \tau) |x(t)|^\lambda - (\beta + \gamma \tau) |x(t-\tau)|^\lambda - \gamma \int_{t-\tau}^t |x(\zeta)|^\lambda d\zeta,
\]

where \(\tilde{c}_1, \ldots, \tilde{c}_5\) are positive constants.

Let \(\lambda = \mu + \nu\) and \(\beta + \gamma \tau < \tilde{c}_4\). Using Lemma 1, Young’s and H"older’s inequalities, it can be verified that

\[
|x(t)|^{\mu-r_i} \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \leq \tilde{c}_6 \left( \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \right)^{\nu+r_j} \\
\leq \tilde{c}_7 \left( |x(t)|^\mu + \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \right)^{\alpha_i},
\]

\[
|x(t)|^{\mu-r_i+\nu} \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \leq \tilde{c}_8 \left( \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \right)^{\nu+r_j} \\
\leq \tilde{c}_9 \left( |x(t)|^{\mu+\nu} + \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \right)^\omega
\]

for \(i = 1, \ldots, n\), where \(\tilde{c}_l > 0\) for \(l = 6, \ldots, 9\), \(\alpha_i = (\mu(2\nu+\mu) - r_i\nu) / (\mu(\nu + \mu))\) and \(\omega = 1 + \nu / (\mu + \nu)\).

In the same vein:

\[
|x(t)|^{\mu-r_i-\nu} |x(t-\tau)|^{\nu+r_j} \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \\
\leq \tilde{c}_{10} \left( |x(t)|^{\mu+\nu} + |x(t-\tau)|^{\mu+\nu} + \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu} d\zeta \right)^\omega, \quad i, j = 1, \ldots, n,
\]

for \(\nu < 0\),

\[
|x(t)|^{\mu-r_i-\nu} |x(t-\tau)|^{\nu+r_j} \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \\
\leq \tilde{c}_{11} \left( |x(t)|^{\mu+\nu} + |x(t-\tau)|^{\mu+\nu} + \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu} \right)^{\mu+r_j}, \quad i, j = 1, \ldots, n,
\]

for \(\nu > 0\), where \(\tilde{c}_{10} > 0, \tilde{c}_{11} > 0\).

As a result, we arrive at the estimates

\[
\min\{\tilde{c}_1; \beta\} \left( |x(t)|^\mu + \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \right) - \tilde{c}_3 \tilde{c}_5 \sum_{i=1}^n \left( |x(t)|^{\mu} + \int_{t-\tau}^t |x(\zeta)|^{\nu+r_j} d\zeta \right)^{\alpha_i} \leq \tilde{W}(t, x_t)
\]
\[
\leq \max\{\tilde{c}_1; \beta\} \left( |x(t)|^\mu_r + \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}_r d\zeta \right) + \tilde{c}_3 \tilde{c}_7 \sum_{i=1}^{n} \left( |x(t)|^\mu_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right)^{\alpha_i}
\]
for \( \nu \neq 0 \), and
\[
\tilde{W} \leq -h \left( |x(t)|^{\mu+\nu}_r + |x(t-\tau)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\rho+\nu}_r d\zeta \right)
+ \tilde{c}_{12} \left( |x(t)|^{\mu+\nu}_r + |x(t-\tau)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right)^\omega
+ \tilde{c}_{13} \left( |x(t)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right)^\omega
\]
for \( \nu < 0 \),
\[
\tilde{W} \leq -h \left( |x(t)|^{\mu+\nu}_r + |x(t-\tau)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\rho+\nu}_r d\zeta \right)
+ \tilde{c}_{14} \left( |x(t)|^{\mu+\nu}_r + |x(t-\tau)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right)^\omega
+ \tilde{c}_{13} \left( |x(t)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right)^\omega
\]
for \( \nu > 0 \), where \( h = \min\{\tilde{c}_4 - \beta - \gamma \tau; \beta; \gamma\} \) and \( \tilde{c}_{12}, \tilde{c}_{13}, \tilde{c}_{14} \) are positive constants.

It should be noted that \( \alpha_i > 1, \omega > 1 \) for \( \nu > 0 \), and \( 0 < \alpha_i < 1, 0 < \omega < 1 \) for \( \nu < 0 \).
Therefore, one can choose positive numbers \( \delta_1, \delta_2 \) such that if \( \nu < 0 \), then the inequalities
\[
\frac{1}{2} \min\{\tilde{c}_1; \beta\} \left( |x(t)|^\mu_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right) \leq \tilde{W}(t, x_t)
\]
\[
\leq 2 \max\{\tilde{c}_1; \beta\} \left( |x(t)|^\mu_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right),
\]
\[
\tilde{W} \leq -\frac{1}{2} h \left( |x(t)|^{\mu+\nu}_r + |x(t-\tau)|^{\mu+\nu}_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta \right)
\]
hold for \( |x(t)|^\mu_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta > \delta_1 \), whereas if \( \nu > 0 \), then the inequalities (9), (10) hold for \( |x(t)|^\mu_r + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu}_r d\zeta < \delta_2 \).

From (9) and (10) it follows (see [17]) that \( \tilde{W} \leq -b_1 \tilde{W}^{1+\frac{\nu}{\rho}} \) for \( \nu < 0 \) in the domain where \( \tilde{W} > \Delta_1 \), and \( \tilde{W} \leq -b_2 \tilde{W}^{1+\frac{\nu}{\rho}} \) for \( \nu > 0 \) in the domain \( \tilde{W} < \Delta_2 \) for some \( b_1, b_2, \Delta_1, \Delta_2 > 0 \). This completes the proof.

Next, construct a Lyapunov–Krasovskii functional for the system (2).

**Assumption 5.** The family (3) admits a common Lyapunov function \( V(x) \) that is twice continuously differentiable for \( x \in \mathbb{R}^n \) and possesses the properties (ii)-(iv) from Assumption 2.

Consider the Lyapunov–Krasovskii functional candidate
\[
W(t, x_t) = V(x(t)) + \left( \frac{\partial V(x(t))}{\partial x} \right)^\top \int_{t-\tau}^t G^{(\rho)}(x(\zeta)) d\zeta + \int_{t-\tau}^t (\beta + \gamma (\zeta - t + \tau)) |x(\zeta)|^\gamma_r d\zeta, \tag{11}
\]
where \( V(x) \) is a Lyapunov function with the properties specified in Assumption 5, \( \beta, \gamma, \lambda \) are positive parameters. Note that the only difference between the functionals (8) and (11) consists in the use of delayed values of \( G^{(\rho)}(\zeta) \) in the latter.

**Theorem 4.** Let assumptions 1 and 5 be fulfilled, and consider (2) for any admissible switching law \( \sigma \) and any \( \tau > 0 \). Then there exists a Lyapunov–Krasovskii functional of the form (8) ensuring:
• if $\nu > 0$, the asymptotic stability of the zero solution;
• if $\nu < 0$, the uniform ultimate boundedness of solutions.

Proof. Differentiating the functional (11) along the solutions of (2), we obtain

$$\dot{W} = \left( \frac{\partial V(x(t))}{\partial x} \right) ^\top \left( F^{(\sigma(t))}(x(t)) + G^{(\sigma(t-\tau))}(x(t-\tau)) \right) + \left( \frac{\partial V(x(t))}{\partial x} \right) ^\top \left( G^{(\sigma(t))}(x(t)) - G^{(\sigma(t-\tau))}(x(t-\tau)) \right)$$

$$+ (\beta + \gamma \tau)|x(t)|_r^\lambda - \beta|x(t-\tau)|_r^\lambda - \gamma \int_{t-\tau}^t |x(\zeta)|_r^\lambda d\zeta$$

$$+ \sum_{i,j=1}^n \frac{\partial^2 V(x(t))}{\partial x_i \partial x_j} \left( F_j^{(\sigma(t))}(x(t)) + G_j^{(\sigma(t-\tau))}(x(t-\tau)) \right) \int_{t-\tau}^t G_i^{(\sigma(\zeta))}(x(\zeta)) d\zeta$$

$$\leq -c_1|x(t)|_r^{\mu + \nu} + c_2 \sum_{i,j=1}^n |x(t)|_r^{\mu - r_i - r_j} \left( |x(t)|_r^{\nu + r_j} + |x(t-\tau)|_r^{\nu + r_j} \right) \int_{t-\tau}^t |x(\zeta)|_r^{\nu + r_i} d\zeta$$

$$+ (\beta + \gamma \tau)|x(t)|_r^\lambda - \beta|x(t-\tau)|_r^\lambda - \gamma \int_{t-\tau}^t |x(\zeta)|_r^\lambda d\zeta,$$

where $c_1, c_2$ are positive constants.

The subsequent proof is similar to that of Theorem 3.

It is worth highlighting that contrarily the Lyapunov–Razumikhin method, the application of Lyapunov–Krasovskii approach to the system (2) is less constrained than to (1), and for synchronous/asynchronous switching different functionals (8) or (11) are used. Theorem 4 (Assumption 5) uses the conditions of Assumption 2, while for the system (1) in Theorem 3 (Assumption 4) the restrictions of Assumption 3 are imposed. In other words, here Assumption 4 implies Assumption 5. Therefore, for both systems, (1) and (2), the conditions of Assumption 2 are essential for stability and ultimate boundedness, but for the asynchronous commutation case (2) the delay-free common Lyapunov function has to be twice continuously differentiable.

Note also that in the case of linear systems (homogeneous systems of zero degree), the respective conditions of asymptotic stability obtained by the Lyapunov–Krasovskii approach are even more restrictive [55].

6 Application of Multiple Lyapunov–Krasovskii Functionals

In this section, the case is considered where neither delay-free family (3) nor that of (7) admits a common homogeneous Lyapunov function. Instead of assumptions 2–5, we will impose the following restrictions on the systems (1) and (2):

Assumption 6. The switching times $\eta_1, \eta_2, \ldots$ are given, but we have no information on the order of operation of subsystems.

Assumption 7. The zero solution of every subsystem from the family (3) is asymptotically stable.

Our objective is to prove that, under assumptions 6 and 7, the delay-independent asymptotic stability or uniform ultimate boundedness may be guaranteed for the systems (1) and (2),
provided the switching law satisfies some additional constraints. These constraints can be derived with the aid of special constructions of multiple Lyapunov–Krasovskii functionals.

It is known (see [11]), that the fulfillment of Assumption 7 implies that, for every $s \in \{1, \ldots, N\}$, there exists a Lyapunov function $V_s(x)$ with the following properties:

(i) $V_s(x)$ is twice continuously differentiable for $x \in \mathbb{R}^n$;
(ii) $V_s(x)$ is $r$-homogeneous of the degree $\mu$ with respect to weights $\mathbf{r} = (r_1, \ldots, r_n)$, where $\mu > 2r_i$, $i = 1, \ldots, n$;
(iii) the estimates

$$\lambda_{s1}|x|^\mu \leq V_s(x) \leq \lambda_{s2}|x|^\mu,$$

$$(\partial V_s(x)/\partial x)^\top (F^{(s)}(x) + G^{(s)}(x)) \leq -\lambda_{s3}|x|^\mu + \nu,$$

$$\left|\partial V_s(x)/\partial x_i\right| \leq \omega_{si}|x|^\mu, \quad i = 1, \ldots, n,$$

are valid for $x \in \mathbb{R}^n$, where $\lambda_{s1}, \omega_{si}$ are positive constants, $i = 1, \ldots, n$, $j = 1, 2, 3$.

Construct a family of Lyapunov–Krasovskii functionals

$$W_s(x_t) = V_s(x(t)) + \left(\partial V_s(x(t))/\partial x\right)^\top \int_{t-\tau}^t G^{(s)}(x(\zeta))d\zeta$$

$$+ \int_{t-\tau}^t (\beta_3 + \gamma_3(\zeta - t + \tau))|x(\zeta)|^{\mu+\nu}d\zeta, \quad s = 1, \ldots, N,$$

for the system (1), where $\beta_3, \gamma_3$ are positive parameters.

In a similar way as in the proof of Theorem 3, it can be shown that, for an appropriate choice of $\beta_3$ and $\gamma_3$, there exist positive numbers $\Delta_1, \Delta_2, p_j, q_j, j = 1, \ldots, 5$, such that

- if $\nu > 0$, then

$$p_1\left(|x(t)|^\mu \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta\right) \leq W_s(x_t) \leq p_2\left(|x(t)|^\mu \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta\right), \quad (12)$$

$$\dot{W}_s \leq -p_3\left(|x(t)|^{\mu+\nu} \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta\right) \leq -p_4\dot{W}_s^{1+\frac{\mu}{\nu}}, \quad (13)$$

$$W_s(x_t) \leq p_5\dot{W}_s(x_t), \quad (14)$$

for $|x(t)|^\mu \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta < \Delta_1$, $s, l = 1, \ldots, N$;

- if $\nu < 0$, then

$$q_1\left(|x(t)|^\mu \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta\right) \leq W_s(x_t) \leq q_2\left(|x(t)|^\mu \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta\right), \quad (15)$$

$$\dot{W}_s \leq -q_3\left(|x(t)|^{\mu+\nu} \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta\right) \leq -q_4\dot{W}_s^{1+\frac{\mu}{\nu}}, \quad (16)$$

$$W_s(x_t) \leq q_5\dot{W}_s(x_t), \quad (17)$$

for $|x(t)|^\mu \int_{t-\tau}^t |x(\zeta)|^{\mu+\nu}d\zeta > \Delta_2$, $s, l = 1, \ldots, N$.

**Theorem 5.** Let assumptions 1, 6, 7 be fulfilled. Then
• if $\nu > 0$ and
  $$\sum_{k=1}^{m-1} p_5^{\nu(k-m)} (\eta_{k+1} - \eta_k) \to \infty \text{ as } m \to \infty,$$
  then the zero solution of (1) is asymptotically stable for any $\tau > 0$;

• if $\nu < 0$ and
  $$\sum_{k=1}^{m-1} q_5^{\nu(k-m)} (\eta_{j+k+1} - \eta_{j+k}) \to \infty \text{ as } m \to \infty$$
  uniformly with respect to $j \in \{0, 1, \ldots\}$, then solutions of (1) are uniformly ultimately bounded for any $\tau > 0$.

**Proof.** First, assume that $\nu > 0$. Consider a switching law satisfying the condition (18) and the associated system (1). Define a piecewise continuously differentiable Lyapunov–Krasovskii functional as follows: $W(t, x_t) = W_{\sigma(t)}(x_t)$.

Let $t_0 \geq 0$, $\bar{t} > t_0$, and $x(t, \varphi, t_0)$ be a solution of (1) such that $x(t_0 + \xi, \varphi, t_0) = \varphi(\xi)$ for $\xi \in [-\tau, 0]$, $\psi(t) < \Delta_1$ for $t \in [t_0, \bar{t}]$, where

$$\psi(t) = |x(t, \varphi, t_0)|^\mu + \int_{t-\tau}^{t} |x(\zeta, \varphi, t_0)|^\nu d\zeta. \quad (20)$$

Denote $w(t) = W(t, x(t, \varphi, t_0))$ and find $j, m \in \{0, 1, 2, \ldots\}$ such that $t_0 \in [\eta_j, \eta_{j+1})$, $\bar{t} \in [\eta_{j+m}, \eta_{j+m+1})$. Subsequently integrating the differential inequalities (13) on the intervals $[\eta_{j+m}, \bar{t})$, $[\eta_{j+m-1}, \eta_{j+m})$, $\ldots$, $[\eta_{j+1}, \eta_{j+2})$, $[t_0, \eta_{j+1})$ and using the estimates (12) and (14), we obtain that

$$p_1^- \tilde{\psi}^- \tilde{w}(\bar{t}) \geq \tilde{w}^- (\bar{t}) \geq \tilde{w}^- (t_0) + p_4 \tilde{\psi}^- (\bar{t} - t_0)$$

$$\geq p_2^{-\nu} \tilde{\psi}^- \tilde{w}(t_0) + p_4 \tilde{\psi}^- (\bar{t} - t_0) \quad \text{for } m = 0; \quad (21)$$

$$p_1^- \tilde{\psi}^- \tilde{w}(\bar{t}) \geq \tilde{w}^- (\bar{t}) \geq \tilde{w}^- (t_0) + p_5^{-\nu} \tilde{w}^- (t_0)$$

$$+ p_4 \tilde{\psi}^- \tilde{w}(t_0) + p_5 \tilde{\psi}^- (\eta_{j+1} - \eta_0) + p_5^{-\nu (m-1)} (\eta_{j+2} - \eta_{j+1}) + \ldots + p_5^{-\nu (j+m-1) + \bar{t} - \eta_{j+m}}$$

$$\geq p_5^{-\nu m} \tilde{\psi}^- \tilde{w}(t_0) + p_4 \tilde{\psi}^- (\eta_{j+1} - \eta_0) + \ldots + p_5^{-\nu (j+m-1) + \bar{t} - \eta_{j+m}} \quad \text{for } m > 0. \quad (22)$$

In a similar way as in the proof of Theorem 2 in [2], it can be shown that from the inequalities (21), (22) it follows that the zero solution of (1) is asymptotically stable for any positive delay.

Next, consider the case where $\nu < 0$ and a switching signal satisfies the condition (19) uniformly with respect to $j \in \{0, 1, \ldots\}$.

As in the first case, define a piecewise continuously differentiable Lyapunov–Krasovskii functional $W(t, x_t) = W_{\sigma(t)}(x_t)$, choose $t_0 \geq 0$, $\bar{t} > t_0$ and $j, m \in \{0, 1, 2, \ldots\}$ such that $t_0 \in [\eta_j, \eta_{j+1})$, $\bar{t} \in [\eta_{j+m}, \eta_{j+m+1})$.

Assume that, for a solution $x(t, \varphi, t_0)$ of (1), the inequality $\psi(t) > \Delta_2$ holds for $t \in [t_0, \bar{t}]$, where $\psi(t)$ is defined by the formula (20).

Let $w(t) = W(t, x(t, \varphi, t_0))$. With the aid of (15)–(17), we obtain that

$$q_1^\nu \tilde{\psi}^- \tilde{w}(\bar{t}) \leq \tilde{w}^- (\bar{t}) \leq \tilde{w}^- (t_0) + q_4 \tilde{\psi}^- (\bar{t} - t_0)$$

$$\leq q_2^\nu \tilde{\psi}^- \tilde{w}(t_0) + q_4 \tilde{\psi}^- (\bar{t} - t_0) \quad \text{for } m = 0; \quad (23)$$
for some
\[ q_1^{-\frac{\nu}{\mu}} \psi^{-\frac{\nu}{\mu}}(t) \leq w^{-\frac{\nu}{\mu}}(t) \leq q_5^{-\frac{\nu}{\mu}} w^{-\frac{\nu}{\mu}}(t_0) + q_4 \frac{\nu}{\mu} \left( q_5^{-\frac{\nu}{\mu}} (\eta_{j+1} - t_0) + q_5^{-\frac{\nu}{\mu}} (\eta_{j+2} - \eta_{j+1}) + \ldots + q_5^{-\frac{\nu}{\mu}} (\eta_{j+m} - \eta_{j+m-1}) + \tilde{t} - \eta_{j+m} \right) \]
\[ \leq q_5^{-\frac{\nu}{\mu}} \left( q_2^{-\frac{\nu}{\mu}} \psi^{-\frac{\nu}{\mu}}(t_0) + q_4 \frac{\nu}{\mu} \left( q_5^{-\frac{\nu}{\mu}} (\eta_{j+2} - \eta_{j+1}) + \ldots + q_5^{-\frac{\nu}{\mu}} (\eta_{j+m} - \eta_{j+m-1}) \right) \right) \]
\[ \text{for } m > 0. \]

Using the estimates (23), (24) and the constraint imposed on the switching law, it is easy to show that, for any \( \Delta^* > 0 \), there exists \( T > 0 \) such that if \( t_0 \geq 0, \| \varphi \|_r < \Delta^* \), then \( \psi(t^*) \leq \Delta_2 \) for some \( t^* \in [t_0, t_0 + T] \).

Furthermore, one can choose \( m^* \geq 1 \) such that
\[ q_2^{-\frac{\nu}{\mu}} \Delta_2^{-\frac{\nu}{\mu}} + q_4 \frac{\nu}{\mu} \left( q_5^{-\frac{\nu}{\mu}} (\eta_{j+2} - \eta_{j+1}) + \ldots + q_5^{-\frac{\nu}{\mu}} (\eta_{j+m} - \eta_{j+m-1}) \right) \leq 0 \]
for all \( m \geq m^* \) and \( j \in \{0, 1, \ldots\} \). Hence, if \( \psi(t^*) < \Delta_2 \) for some \( t^* \geq t_0 \), then
\[ \psi(t) \leq q_2 q_5^{m^*} \Delta_2 \]
for \( t \geq t^* \).

Thus, solutions of (1) are uniformly ultimately bounded with the following estimate of the domain of ultimate boundedness:
\[ |x|_r \leq \left( \frac{q_2 q_5^{m^*} \Delta_2}{q_1} \right)^{1/\mu}. \]

This completes the proof.

The conditions (18) and (19) introduce restrictions on admissible time between commutations. In the literature, in such a case the concept of (average) dwell time is utilized. Unfortunately, such a kind of constraint can be used for the systems having exponentially stable dynamics (or Lyapunov-Krasovskii functionals), while homogeneous time-delay systems of positive or negative degrees (1)–(2) have a convergence slower than any exponential (see (13) and (16)). Therefore, (18) and (19) are proposed, which technically follow the estimates given in (12)–(17).

Next, consider the case of asynchronous switching. Choose a family of Lyapunov–Krasovskii functionals for (2) as follows:
\[ \bar{W}_s(t, x_t) = V_s(x(t)) + \left( \frac{\partial V_s(x(t))}{\partial x} \right)^\top \int_{t-\tau}^t G^{(s)}(x(\zeta)) d\zeta \]
\[ + \int_{t-\tau}^t (\beta_s + \gamma_s (\zeta - t + \tau)) |x(\zeta)|^{\mu+\nu} d\zeta, \quad s = 1, \ldots, N, \]
where \( V_s(x) \) are homogeneous Lyapunov functions with the properties (i)–(iii) constructed for subsystems from (3), \( \beta_s, \gamma_s \) are positive parameters.

Denote \( \bar{W}(t, x_t) = \bar{W}_{\sigma(t)}(t, x_t) \). Differentiating the functional \( \bar{W}(t, x_t) \) with respect to the system (2), we obtain
\[ \dot{\bar{W}} = \left( \frac{\partial V_{\sigma(t)}(x(t))}{\partial x} \right)^\top \left( F^{(\sigma(t))}(x(t)) + G^{(\sigma(t))}(x(t)) \right) \]
\[ + (\beta_{\sigma(t)} + \gamma_{\sigma(t)} \tau) |x(t)|^{\mu+\nu} \beta_{\sigma(t)} |x(t-\tau)|^{\nu+\mu} - \gamma_{\sigma(t)} \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu} d\zeta \]
\[ + (\beta_{\sigma(t)} + \gamma_{\sigma(t)} \tau) |x(t-\tau)|^{\mu+\nu} - \beta_{\sigma(t)} |x(t)|^{\nu+\mu} - \gamma_{\sigma(t)} \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu} d\zeta \]
Theorem 6. Let assumptions 1, 6, 7 be fulfilled. Then

- if $\nu > 0$ and
  \[ \sum_{k=1}^{m-1} \frac{\nu(k-m)}{\nu} (\eta_{k+1} - \eta_k) \rightarrow \infty \quad \text{as} \quad m \rightarrow \infty, \]
  then the zero solution of (2) is asymptotically stable for any $\tau > 0$;

- if $\nu < 0$ and
  \[ \sum_{k=1}^{m-1} \frac{\nu}{\nu(q)} (\eta_{j+k+1} - \eta_{j+k}) \rightarrow \infty \quad \text{as} \quad m \rightarrow \infty \]
  uniformly with respect to $j \in \{0, 1, \ldots\}$, then solutions of (2) are uniformly ultimately bounded for any $\tau > 0$.

**Proof.** The proof of the theorem is a similar to that of Theorem 5.
7 Application to the Analysis of Dynamics of Mechanical Systems

In this section, we will show that the results of the present paper (more precisely, the ideas of theorems 3 and 4 from Section 5) can be used for investigation of mechanical systems with switched nonlinear force fields.

Let motions of a mechanical system be described by the equations

\[ A \ddot{q}(t) + B \dot{q}(t) + D^{(\sigma(t))}(q(t)) + Q^{(\sigma(t))}(q(t - \tau)) = 0. \]  

(25)

We will assume that \( q(t), \dot{q}(t) \in \mathbb{R}^n \) are vectors of generalized coordinates and generalized velocities, respectively; \( A \) and \( B \) are constant nonsingular matrices; \( \sigma : [0, +\infty) \mapsto \{1, \ldots, N\} \) is an admissible switching law; for all \( s = 1, \ldots, N \) the functions \( D^{(s)}(q) \) and \( Q^{(s)}(q) \) are continuous for \( q \in \mathbb{R}^n \) and \( r \)-homogeneous of the degree \( \nu \) with respect to weights \( r = (r_1, \ldots, r_n) \), where \( r_i > 0, \nu + r_i > 0, i = 1, \ldots, n; \tau \) is a constant positive delay. Hence, velocity forces in (25) are non-switched and linear, while positional ones are switched and homogeneous.

It is known (see, for instance, [14, 43, 27, 38]), that nonlinear restoring forces with real-valued powers are used for modeling a wide class of mechanical systems. Such a type forces may occur due to both strong nonlinear material properties and physical configurations. In addition, power-law characteristics of restoring forces provide smooth approximations of non-smooth forces [38].

It should be noted that the system (25) admits the zero solution. We will look for conditions ensuring delay-independent asymptotic stability of the zero solution or delay-independent ultimate boundedness of solutions for (25).

According to the approach developed in [4, 3], consider the following two isolated subsystems:

\[ \dot{y}(t) = -A^{-1}By(t) \]  

(26)

and the system (1) with

\[ F^{(\sigma(t))}(x) = -B^{-1}D^{(\sigma(t))}(x), \quad G^{(\sigma(t))}(x) = -B^{-1}Q^{(\sigma(t))}(x). \]  

(27)

**Assumption 8.** The system (26) is asymptotically stable.

Under this hypothesis and also the previously introduced restrictions for the system (1), the following result can be proven:

**Theorem 7.** Let functions \( F^{(\sigma(t))}(x) \) and \( G^{(\sigma(t))}(x) \) be defined by the formula (27) and assumptions 1, 4, 8 be fulfilled. Consider (25) with any admissible switching law \( \sigma \) and any \( \tau > 0 \):

- if \( \nu > r_{\max} - r_{\min} \),

  then the zero solution is asymptotically stable;

- if \( \nu < r_{\min} - r_{\max} \),

  then solutions are uniformly ultimately bounded.

**Proof.** The substitution \( x(t) = q(t) + B^{-1}A\dot{q}(t), \quad y(t) = \dot{q}(t) \)

(30)
transforms the system (25) to the following one:

\[
\begin{align*}
\dot{x}(t) &= F^{(\sigma(t))}(x(t)) + G^{(\sigma(t))}(x(t - \tau)) + B^{-1}\left(D^{(\sigma(t))}(x(t)) - D^{(\sigma(t))}(x(t) - B^{-1}Ay(t))\right) \\
&+ B^{-1}\left(Q^{(\sigma(t))}(x(t - \tau)) - Q^{(\sigma(t))}(x(t - \tau) - B^{-1}Ay(t))\right), \\
\dot{y}(t) &= -A^{-1}By(t) - A^{-1}\left(D^{(\sigma(t))}(x(t) - B^{-1}Ay(t)) + Q^{(\sigma(t))}(x(t - \tau) - B^{-1}Ay(t))\right).
\end{align*}
\]

(31)

This system may be interpreted as a complex system describing interaction of subsystems (1) and (26).

From Assumption 8 it follows that, for any \(\rho > 1\), there exists a continuously differentiable for \(y \in \mathbb{R}^n\) homogeneous of the degree \(\rho\) (with respect to the standard dilation) Lyapunov function \(v(y)\) such that the estimates

\[
a_1\|y\|^\rho \leq v(y) \leq a_2\|y\|^\rho, \quad \left\|\frac{\partial v(y)}{\partial y}\right\| \leq a_3\|y\|^{\rho-1}, \quad \left(\frac{\partial v(y)}{\partial y}\right)\top A^{-1}By \geq a_4\|y\|^\rho
\]

hold for \(y \in \mathbb{R}^n\), where \(a_j > 0, j = 1, \ldots, 4\).

Construct a Lyapunov–Krasovskii functional candidate for (31) in the form

\[
\tilde{W}(t, x, y) = \tilde{V}(x(t)) + \left(\frac{\partial \tilde{V}(x(t))}{\partial x}\right)\top \int_{t-\tau}^{t} G^{(\sigma_t(\zeta))}(x(\zeta))d\zeta
\]

\[
+ \int_{t-\tau}^{t} (\beta + \gamma(\zeta - t + \tau))|x(\zeta)|^{\nu+\mu}d\zeta + v(y(t)) + \int_{t-\tau}^{t} (\alpha + \varepsilon(\zeta - t + \tau))\|y(\zeta)\|^{\rho}d\zeta,
\]

(33)

where \(\alpha, \varepsilon, \beta, \gamma\) are positive parameters, \(\tilde{V}(x)\) is a Lyapunov function with the properties specified in Assumption 4. Then there exist positive numbers \(\tilde{c}_1, \tilde{c}_2, \tilde{c}_3\) such that

\[
\tilde{c}_1\|x(t)\|^{\mu} - \tilde{c}_3 \sum_{i=1}^{n} |x(t)|^{|\mu - r_i|} \int_{t-\tau}^{t} |x(\zeta)|^{\nu+\tau_i}d\zeta + \beta \int_{t-\tau}^{t} |x(\zeta)|^{\nu+\mu}d\zeta + a_1\|y(t)\|^\rho + \alpha \int_{t-\tau}^{t} \|y(\zeta)\|^{\rho}d\zeta
\]

\[
\leq \tilde{W}(t, x, y) \leq \tilde{c}_2\|x(t)\|^{\mu} + \tilde{c}_3 \sum_{i=1}^{n} |x(t)|^{|\mu - r_i|} \int_{t-\tau}^{t} |x(\zeta)|^{\nu+\tau_i}d\zeta + (\beta + \gamma(\zeta - t + \tau))\|y(\zeta)\|^{\rho}d\zeta
\]

\[
+ a_2\|y(t)\|^{\rho} + (\alpha + \varepsilon(\zeta - t + \tau)) \int_{t-\tau}^{t} \|y(\zeta)\|^{\rho}d\zeta.
\]

Differentiating the functional (33) with respect to (31) we obtain

\[
\dot{\tilde{W}} \leq -((\tilde{c}_4 - \beta - \gamma(\zeta - t + \tau))|x(t)|^{\nu+\mu} - |x(t) - \tau)|^{\nu+\mu} - \gamma \int_{t-\tau}^{t} |x(\zeta)|^{\nu+\mu}d\zeta
\]

\[
- (a_4 - \alpha - \varepsilon(\zeta - t + \tau))\|y(t)\|^{\rho} - \alpha\|y(t - \tau)\|^{\rho} - \varepsilon \int_{t-\tau}^{t} \|y(\zeta)\|^{\rho}d\zeta
\]

\[
+ \tilde{c}_5 \sum_{i,j=1}^{n} |x(t)|^{|\mu - r_i| - r_j} (|x(t)|^{\nu+\tau_i} + |x(t - \tau)|^{\nu+\tau_j}) \int_{t-\tau}^{t} |x(\zeta)|^{\nu+\tau_i}d\zeta
\]

\[
+ \left(\frac{\partial \tilde{V}(x(t))}{\partial x}\right)\top B^{-1}\left(D^{(\sigma(t))}(x(t)) - D^{(\sigma(t))}(x(t) - B^{-1}Ay(t))\right)
\]
\[
\begin{aligned}
&+ \left( \frac{\partial \tilde{V}(x(t))}{\partial x} \right)^T B^{-1} \left( Q^{(\sigma(t))}(x(t) - \tau) - Q^{(\sigma(t))}(x(t) - B^{-1} Ay(t) - \tau)) \right) \\
&- \left( \frac{\partial v(y(t))}{\partial y} \right)^T A^{-1} \left( D^{(\sigma(t))}(x(t) - B^{-1} Ay(t)) + Q^{(\sigma(t))}(x(t) - B^{-1} Ay(t)) \right) \\
&+ \left( \int_{t-\tau}^t G^{(\sigma(\zeta+\tau))}(x(\zeta)) d\zeta \right)^T \frac{\partial^2 \tilde{V}(x(t))}{\partial x^2} B^{-1} \left( D^{(\sigma(t))}(x(t)) - D^{(\sigma(t))}(x(t) - B^{-1} Ay(t)) \right) \\
&+ \left( \int_{t-\tau}^t G^{(\sigma(\zeta+\tau))}(x(\zeta)) d\zeta \right)^T \frac{\partial^2 \tilde{V}(x(t))}{\partial x^2} B^{-1} \left( Q^{(\sigma(t))}(x(t) - \tau) - Q^{(\sigma(t))}(x(t) - B^{-1} Ay(t) - \tau) \right),
\end{aligned}
\]

where \( \tilde{c}_4, \tilde{c}_3 \) are positive constants.

In a similar way as in the proof of Theorem 3, with the aid of Lemma 1, Young's and Hölder’s inequalities, it can be verified that, for an appropriate choice of values of parameters \( \alpha, \varepsilon, \beta, \gamma \), there exist positive numbers \( \Delta_1, \Delta_2, d_2, e_j, j = 1, \ldots, 3 \), such that

- if (28) and
  \[
  \frac{\mu + \nu}{\nu + r_{\min}} < \rho < \frac{\mu + \nu}{r_{\max}},
  \]
  then
  \[
  d_1 \left( |x(t)|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta \right) \\
  \leq \tilde{W}(t, x_t, y_t) \leq d_2 \left( |x(t)|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta \right),
  \]
  \[
  \tilde{W} \leq -d_3 \left( |x(t)|^\mu + \int_{t-\tau}^t |x(\zeta)|^{\nu+\mu} d\zeta + \|y(t)\|\nu + \int_{t-\tau}^t \|y(\zeta)\|\nu d\zeta \right)
  \]
  for
  \[
  |x(t)|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta < \Delta_1.
  \]

- if (29) and
  \[
  \frac{\mu + \nu}{r_{\min}} < \rho < \frac{\mu + \nu}{\nu + r_{\max}},
  \]
  then
  \[
  e_1 \left( |x(t)|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta \right) \\
  \leq \tilde{W}(t, x_t, y_t) \leq e_2 \left( |x(t)|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta \right),
  \]
  \[
  \tilde{W} \leq -e_3 \left( |x(t)|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta \right)
  \]
  for
  \[
  \|x(t)\|^\rho + \int_{t-\tau}^t |x(\zeta)|^{\rho+\mu} d\zeta + \|y(t)\|^\rho + \int_{t-\tau}^t \|y(\zeta)\|^\rho d\zeta > \Delta_2.
  \]
This completes the proof.

Next, along with the system (25), consider the corresponding mechanical system with asynchronous switching in positional forces:

\[
A\ddot{q}(t) + B\dot{q}(t) + D(\sigma(t))(q(t)) + Q^{(\sigma(t-\tau))}(q(t-\tau)) = 0.
\]  

(34)

In this case we suppose that an admissible switching signal \( \sigma(t) \) is defined for \( t \in [-\tau, +\infty) \).

**Theorem 8.** Let functions \( F^{(\sigma(t))}(x) \) and \( G^{(\sigma(t))}(x) \) be defined by the formula (27) and assumptions 1, 5, 8 be fulfilled. Consider (34) with any admissible switching law \( \sigma \) and any \( \tau > 0 \):

- if the inequality (28) holds, then the zero solution is asymptotically stable;
- if the inequality (29) holds, then solutions are uniformly ultimately bounded.

**Proof.** Using the substitution (30), transform (34) to the system

\[
\begin{align*}
\dot{x}(t) &= F^{(\sigma(t))}(x(t)) + G^{(\sigma(t-\tau))}(x(t-\tau)) + B^{-1}(D^{(\sigma(t))}(x(t)) - D^{(\sigma(t))}(x(t) - B^{-1}Ay(t))) \\
&\quad + B^{-1}(Q^{(\sigma(t-\tau))}(x(t-\tau)) - Q^{(\sigma(t-\tau))}(x(t-\tau) - B^{-1}Ay(t-\tau))), \\
\dot{y}(t) &= -A^{-1}By(t) - A^{-1}(D^{(\sigma(t))}(x(t) - B^{-1}Ay(t)) + Q^{(\sigma(t-\tau))}(x(t-\tau) - B^{-1}Ay(t-\tau))).
\end{align*}
\]

Choose a Lyapunov–Krasovskii functional candidate in the form

\[
W(t, x_t, y_t) = V(x(t)) + \left( \frac{\partial V(x(t))}{\partial x} \right)^{\top} \int_{t-\tau}^{t} G^{(\sigma(\zeta))}(x(\zeta))d\zeta
\]

\[
\quad + \int_{t-\tau}^{t} (\beta + \gamma(\zeta - t + \tau))|x(\zeta)|^{\rho+\mu}d\zeta + v(y(t)) + \int_{t-\tau}^{t} (\alpha + \varepsilon(\zeta - t + \tau))\|y(\zeta)\|^{\rho}d\zeta,
\]

(35)

where \( \alpha, \varepsilon, \beta, \gamma \) are positive parameters, \( V(x) \) is a Lyapunov function with the properties specified in Assumption 5, and \( v(y) \) is a continuously differentiable for \( y \in \mathbb{R}^{n} \) homogeneous of the degree \( \rho > 1 \) (with respect to the standard dilation) Lyapunov function that satisfies the estimates (32).

With the aid of the functional (35), the subsequent proof can be carried out in a similar way as that of Theorem 7.

**Remark 2.** The homogeneity of \( D^{(\sigma(t))}(x) \) and \( Q^{(\sigma(t))}(x) \) implies homogeneity of the functions (27) if the matrices \( B^{-1} \) and \( \Lambda_r(\lambda) \) are commuting, i.e., \( B^{-1}\Lambda_r(\lambda) = \Lambda_r(\lambda)B^{-1} \) for all \( \lambda > 0 \).

**Remark 3.** For instance, the conditions (28), (29) and Assumption 1 for the functions (27) are fulfilled in the case where \( D^{(\sigma(t))}(x) \) and \( Q^{(\sigma(t))}(x) \) are homogeneous functions with respect to the standard dilation.

**Remark 4.** To derive conditions of the asymptotic stability or the ultimate boundedness for (25) and (34), the Lyapunov–Razumikhin approach (Section 4) and the approach based on the application of multiple Lyapunov–Krasovskii functionals (Section 6) can be used, as well.
8 Results of a Numerical Simulation

Consider the system (25) with $n = N = 2$ and

$$A = \begin{bmatrix} 4 & 1 \\ 3 & 1 \end{bmatrix}, \quad B = \begin{bmatrix} 1 & -2 \\ 1 & -1 \end{bmatrix},$$

$$D^{(1)}(q) = \begin{bmatrix} 2(q_1^3 - q_2^3) \\ 2q_1^3 - q_2^3 \end{bmatrix}, \quad Q^{(1)}(q) = \begin{bmatrix} 4q_1^2q_2 + q_2^2q_1 \\ 2q_1^3q_2 + q_2^2q_1 \end{bmatrix},$$

$$D^{(2)}(q) = \begin{bmatrix} q_1^3 - 6q_2^3 \\ q_1^3 - 3q_2^3 \end{bmatrix}, \quad Q^{(2)}(q) = \begin{bmatrix} 12q_1^3q_2 + 3q_2^2q_1 \\ 6q_1^3q_2 + 3q_2^2q_1 \end{bmatrix},$$

then it is easy to verify that the conditions of theorems 7 and 8 are satisfied for $r = (1, 1)$, $\nu = 2$ and

$$V(x) = \tilde{V}(x) = x_1^2 + \frac{1}{2}x_2^2, \quad v(y) = (y_1 + y_2)^2 + y_2^2.$$ 

Hence for any $\tau > 0$ there is $\Delta > 0$ such that the origin is asymptotically stable for the system (25) with the domain of attraction $\|q_0\|_r + \|\dot{q}_0\|_r \leq \Delta.$

An example of behavior of position $q(t)$ for synchronous and asynchronous switching are shown in figures 1 and 2 for $\tau = 1$ and $\sigma(t) = 1.5 + 0.5 \text{sign}(\sin(\pi t) - \cos(t) + \sin(\pi t)).$

![Figure 1: Trajectories of $q(t)$ for synchronous switching](image)

9 Conclusion

A switched system was studied, where all subsystems contain time-delays and are homogeneous either of negative or positive degree. It was assumed that these subsystems are asymptotically stable in the delay-free scenario. Two cases were investigated: when the switching signal is delay-free (synchronous switching) or also corrupted by lags (asynchronous switching). In the latter scenario there are terms dependent on a delayed commutation signal, which usually implies that more restrictive conditions have to be imposed on the properties of subsystems and commutation signal to substantiate stability. However, for an arbitrary switching signal by using the common Lyapunov–Krasovskii functional or Lyapunov–Razumikhin function approaches, it was shown that for this class of dynamics the conditions are the same (stability of delay-free subsystems), since one of these approaches is more efficient for synchronous commutation.
while another one for the asynchronous switching. The setting with restrictions on the time of commutation between subsystems was explored via multiple Lyapunov–Krasovskii functionals. Since homogeneous systems of non-zero degree are not exponentially stable, the usual dwell-time conditions cannot be applied \[15\], and other kinds of restrictions were imposed. Stability of a class of mechanical systems with real-valued power restoring forces was analyzed, and an example of simulation was given to illustrate the applicability of the proposed theory.
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