N

N

Asymptotic analysis of abstract two-scale wave
propagation problems

Sébastien Imperiale

» To cite this version:

Sébastien Imperiale. Asymptotic analysis of abstract two-scale wave propagation problems. 2024.
hal-03306856v2

HAL Id: hal-03306856
https://inria.hal.science/hal-03306856v2

Preprint submitted on 3 May 2024

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-03306856v2
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

ASYMPTOTIC ANALYSIS OF ABSTRACT TWO-SCALE WAVE
PROPAGATION PROBLEMS WITH APPLICATIONS *

S. IMPERIALE f

Abstract.

This work addresses the mathematical analysis, by means of asymptotic analysis, of linear wave
propagation problems involving two scales, represented by a single small parameter, and written in
an abstract setting. This abstract setting is defined using linear operators in Hilbert spaces. In this
setting, we show, under some assumptions on the structure of the wave propagation problems, weak
and strong convergence of solutions with respect to the small parameter towards the solution of a
well-defined limit problem. Applications in elastodynamics and piezoelectricity are presented.

Key word. Wave equation, Asymptotic analysis, Operator theory

AMS subject classifications. 35L05, 35B40, 47A50

1. Introduction. In the analysis of life science problems or industrial prob-
lems by means of partial differential equations (PDE), a class of problem that is
frequently encountered is the class of two-scales problems. These problems — af-
ter non-dimensionnalisation — involve a unitless small parameter — denoted ¢ in this
work. This parameter represents a ratio of two length scales or of two representative
speed of propagations for instance. In the most interesting cases, when ¢ is small, the
behavior of the underlying PDE is not trivially understood and some kind of asymp-
totic analysis process is required. More precisely, one study the limit of the solutions
to the PDEs when § goes to zero to obtain at the limit simpler PDEs in which the
small parameter § is missing. In applied mathematics such problems are very well un-
derstood for linear problems, see for instance [3] in the context of periodic structures
and homogenization, [8] for the study of the mechanical behavior of plates (i.e. thin
domains) or [18, 10] for the study of Stokes equations in nearly incompressible fluids.
Many generalizations of these works have been published since then, see for instances
[7, 5, 1].

In the semi-group theory the definition of an abstract framework based on linear
operator theory [15] is now very standard (see [2, 9] or [19, 4] in the context of control
theory). However, very few works in the literature propose a similar abstract frame-
work, based on linear operator theory, (see however [12, 23]) for the analysis of some
of the previously mentioned problems. This is precisely the objective of this work.
Of course the mentioned class of problems is too large to be meaningfully represented
in a single abstract framework, therefore the proposed analysis is restricted to wave
propagation problems that possess what is denoted later a two-scale structure. The
abstract framework that is presented in this work encompasses many relevant appli-
cations in elastodynamics, electromagnetic or piezoelectric problems (see [13, 14, 6]).
The focus of this paper is the description of the abstract framework and its rigorous
analysis, and present its application to some problems in elastodynamics and piezo-
electricity. Note that although the proposed framework can be used to deal with
homogenization problems, it is not a specific focus of this work since many dedicated
mathematical tools already exists (see [20, 21, 22] to cite a few) to treat this question.
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This article is organized as follows:
e Section 2 is devoted to the abstract definition of two-scale wave propagation
problems and their asymptotic limits.
= Section 2.1 is dedicated to the definition of sequences of two-scale op-
erators in Hilbert spaces. Formally these operators have the following
form

Gs = 071Gy + Gy,

where Gy and (7 are J—independent, densely defined and closed oper-
ators in Hilbert spaces. In this section we also introduce the notion of
weak scale separation property. This definition corresponds to assump-
tions on Gy and G; that enable an analysis of the limit process when &
goes to zero.

= In Section 2.2 a family of wave propagation problems is introduced. In
particular, a simplified formal definition of these problems is

S2U5 + G:;k Gsus = f(;,

where s = iw + n with n > 0 and w € R. Weak and strong convergence
results towards the limit problems are provided. The limit problem
reads, formally,

s2up + QoG1 QoGrug = fo,

where Q) is the orthogonal projection operator on the kernel of G§. We
also introduce in this section the (self-explanatory) notion of propagating
and non-propagating solutions, and discussed as well some extensions
to a more general class of problems. We conclude by introducing the
notion of strong and strict scale separations used in Section to prove
convergence estimates.
e Section 3 is devoted to the application of the proposed framework to three
problems in physics.
= Section 3.1 tackles the problem of wave propagation in tissues, in par-
ticular, the limit from compressible to incompressible elastodynamics is
discussed.
= Section 3.2 addresses the propagation of elastic waves in thin plates.
= Section 3.3 concerns the quasi-static approximation in piezo-electricity.
e Section 4 is devoted to establishing convergence estimate of the solutions of
the family of problems towards the limit problems when the strong or strict
scale separation property holds.
To ease the reading the some proofs of Section 2 are given Section 5.
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2. Two-scale wave propagation problems.

2.1. Preliminary definition: Two-scale operators. We assume given a Hilbert
space with values in C,

(Ha (7 )’H) and (gv (7 )g)

In the rest of this work ¢, is a real parameter and consider that for each 6 € (0,1), a
given densely defined, closed, unbounded operators. We introduce below the defini-
tion of a sequence of formal two-scale operators.

DEFINITION 2.1. Let G5 : D(Gs) € H — G be a sequence of unbounded operators.
It is said to be a sequence of formal two-scale operators when, for each § € (0,1),

(2.1) Gs = 6 'Go+ Gu,

where the operators Gy and G1 are §—independent, densely defined and closed opera-
tors from H to G.

The adjective “formal” is used here to mean that, apart from the apparent structure,
no interesting property can be deduced for such sequence of operators. In fact, the
domain of definition of Gy is given by

D(Ga) = D(GO) M D(Gl)

and may be restricted to {0}. We therefore require a more useful definition of two-scale
sequence of operators. For the rest of the work, = is used to represent the adjoint —
in Hilbert spaces — of densely defined operators.

DEFINITION 2.2. Let G5 : D(Gs) € H — G be a sequence of unbounded operators.
It is said to be a sequence of two-scale operators when, for each § € (0,1),

(2.2) Gs = 01 Go + Gy,

where the operators Gy and Gy are §—independent, densely defined and closed opera-
tors from H to G, and

{ D(Go) n D(Gy) dense in (D(Go); |- |# + |Go - g ), (a)

(2.3)
D(G§) n D(GY) dense in (D(GF); | g +1G§ - |%). ()

In Definition 2.2 it is implicitly assumed that 6 ~'Ggy + G is closable and that Gy is
the closure of this operator. Moreover, as a direct consequence of the fact that Gy is
densely defined and (2.3)(a), Gs is densely defined.

THEOREM 2.3. For any sequence of two-scale operators G, let {us} be a sequence
in D(G5), uniformly bounded in H and {gs} be a sequence in D(GF), uniformly
bounded in G, then

VheD(GE) nD(GY), (us, G§ h)g " 0 = wuy U0 € Ker Gy, (a)

(2.4)
Vve D(Go) n D(Gh), (95, Gov)g -0 = g5 = g0 € Ker Gy, (b)

where the weak convergences hold up to subsequences.
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These two properties are proven very similarly. In Section 5 only the proof of (2.4)(a)
is provided and it is a direct application of the density results (2.3). Note that
Theorem 2.3 has a rather intuitive direct consequence: for a sequence us converging
towards ug in H, when there exists C' > 0, independent of § such that

(2.5) |Gsus|g < C  then wug e KerGy.

This property is still not sufficient for our purpose. In what follows three different
properties, denoted respectively weak, strong and strict scale separation properties
are introduced. These properties describe in more details the relation between the
operators Gy and G;. In this section only the notion of weak scale separation is
introduced.

DEFINITION 2.4. A sequence of two-scale operators Ggs satisfies the weak scale
separation property if

(2.6) Ker G§ n D(GY) dense in (Ker G5 |- |g),

The fundamental consequence of assumption (2.6) is given below. To state the corre-
sponding theorem the orthogonal projection operator in the kernel of G§ is introduced.
It is denoted Qg and is defined by,

QoeL(G), Qi=Qo (9—Qog,h)g=0 V(g.h)eGxKerGf.

Note that Qg is a self-adjoint operator.

THEOREM 2.5. For any sequence of two-scale operators Gs satisfying the weak
scale separation property then

(2.7) GY Qo is densely defined in G and Qo Gy is closable
and
(2.8) Qo Gs = Qo G1.

Note that the fact that Qg G; is closable is essential in the analysis of problems in-
volving the corresponding two-scale operator Gs. The reason being that this operator
naturally appears in the forthcoming asymptotic analysis. The property of Q¢ G of
being closable is essential to obtain a well-posed limit problem in the complete Hilbert
space D(Qo G1). Relation (2.8) means that )9 G is an extension of Qg Gs.

2.2. A family of wave propagation problems and their asymptotic lim-
its. In this section we assume given a sequence of two-scale operators Gs satisfying
the weak scale separation property. To shorten the notation we define the Hilbert
space,

V§ = D(Gtg) C V() = D(Qo G1>7

equipped respectively with the graph norm of G§ and Q¢ G1, and we point out that
Vs < Vy is a consequence of (2.8). We consider the following wave propagation
problem in Laplace domain: for fs € H given, find us € Vs such that, for all v € Vs,

(2.9) s%(us,v)n + (Gs us, Gs v)g = (f5,0)n;
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where s = iw + n with 7 > 0 and w € R. By application of the Lax-Milgram theorem
one can show that this problem admits a unique solution in V5. Moreover, choosing
v = sus as a test function in (2.9) one can show the following stability estimate

(2.10) IsuslF, + 1Gs uslg < n~ 2| fsl5-

Note that, such estimate can be used to derive estimates in time domain using the
inverse Fourier transform. We refer the reader to [24] or [25] for more details.

2.2.1. Weak convergence towards the limit problem.
THEOREM 2.6. Assume that there exists fo € H such that fs ” fo, then, up to a

subsequence,

2.11 —
( ) us v ug,

¢]

where ug € Ker Gg n Vy, satisfies, for all v e Ker Go n D(G1),

(2.12) 5% (uo,v)3 + (QoGi uo, QoG v) g = (fo,v)n-
When
(2.13) Ker Gy n D(Gy) is dense in (Ker Go 0 Vos | - v, )

then ug is uniquely defined by (2.12).

Proof. Since fs weakly converges in H it is uniformly bounded in A hence, from
(2.10), there exists C' > 0 independent of ¢ such that

(2.14) usl3; + 1G5 uslg < C.
From (2.5) we deduce that there exists ug € Ker G such that, up to a subsequence,
us ;‘ ug-

For that subsequence, writing I = (I — Qo) + Qo and with the orthogonality property
of Q¢ we have

luslF; + QoG uslg < |usl3; + Qo Gsus|g + (I — Qo) Gsuslg < C.
Hence, ug is uniformly bounded in Vy and, up to a subsequence,

(2.15) Us — Ug.

0

For that subsequence, we choose v € D(Gp) n D(G1) in (2.9), we have, setting
95 = Gsus,

(2.16) (957 Go v)g =0(f5,0)n — 652(u5,v)H - 5(957 Gy v)g.

Estimate (2.14) shows that g5 is uniformly bounded in G, hence, using (2.16) we can
apply Theorem 2.3: there exists go € Ker G§ such that, again, up to a subsequence,

gs E go-
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Finally, we choose v € Ker Go n D(G1) in (2.9), we have, passing to the limit
(217) 52(“5; U)H+ (G5 Us, G1 ’U)g = (féa U)H = 52(“03 U)?‘l+ (907 G1 U)g = (an U)’H'
It remains to characterize go. We have, thanks to (2.15),

Qogs = QoGsus = QoGius = Qogo = QoGiuo

Since Qogo = go, we have characterized gg. We obtain (2.12) using (2.17) and by
writing that, for all v € Ker Gy n D(G1), we have

(90, G4 U)g = (90, QoG U)g = (90, QoG U)g = (QoG1up, QoG1 U)g-

When (2.13) holds, by density, one can show that wg satisfies (2.12) for every test
function in Ker Gg n Vy. One can conclude using the Lax-Milgram theorem. Note

that, in that case, each subsequence converges towards the unique solution to problem
(2.12). a0

2.2.2. Quasi-static solutions and propagating solutions. Assume for this
section that (2.13) holds. We introduce the space R related to the kernel of Qg G;.
More precisely, we define

(218) RO := Ker Qo Gl N Ker Go N Vo = Ker QO G1 N Ker GO.

Since by definition Qg GG1 is closed and densely defined in H its kernel is closed in H.
It is also closed in V; since, for all r € Ker Qo G1 we have ||r|ly, = |r|x. We deduce
then that the space Ry is a closed subspace of Ker Gy n Vy. We can therefore define
So as the orthogonal complement of Ry in that space. We have

(2.19) Ker Go N Vo = RO @ 80,

where the decomposition is orthogonal with respect to the scalar product in V,, more
precisely, we have

v (7‘, 5) €Ro xSp, 0= (7’, S)Vo = (T,S)H + (QO G17,Q0G1 3)9 = (7’,8)7.[,

hence Ry and Sy are also orthogonal with respect to the scalar product in H. The
space Rg is called the space of quasi-static solutions whereas the space Sy is called
the space of propagating solutions. This terminology is justified below. For all ug
solution to (2.12) we have

Ug = 7o + So

where g € Rg and sg € Sy are solutions to
VTERO, 52(T03T)H = (f(),r)'H,

Vv € Sy, 82(8071))7-1 + (QOG1 50, QoG1 U)g = (fo,v)n-

Up to a factor s2, g is the projection of fy on the space Ry whereas s, satisfies an
abstract wave propagation problem similar to (2.12).
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2.2.3. Extensions: Lower order terms and more general source term.
several generalizations of the results given in the previous section can be studied. We
focus here on the following wave propagation problem: for ¢;5 € L£(Vy) given, find
ug € Vs such that, for all v € Vs,

(2.20) 52 (us,v)p + (G5 ug, G v)g + sb(ug,v) = ls(v).

This problem involves, on the one hand, a sesquilinear form b(-, -), that is continuous
and positive in Vy: for all u € Vy and v € Vy,

(2.21) b(u, v)| < Collulvo|vlvy, Re(b(u,u)) =0,
and, on the other hand, a sequence of anti-linear form ¢5 € £(Vy) such that, for all,
(2.22) Yov ey, M&(’U)‘ < CZHU”H + CgHQQGl’UHg.

Solutions of (2.20) satisfy the following estimate (it is proven using v = su as a test
function),

(223) Jsuslf + |G uslf < (co + 1s1C)°.

The sesquilinear form b allows to take into account problems with dissipation, viscos-
ity and/or couplings (see Section 3.3 on piezoelectricity for an application example).
The anti-linear form ¢ is introduced to take into account problems with boundary
data for instance. Both £5 and b may depend on s (as well as the ¢g, Cy and Cp) in
the case of equations obtained from the Laplace transform of time domain problems.
We omit this dependence to simplify the reading. Theorem 2.6 can be extended to
this case rather straightforwardly (the proof of the result below is therefore omitted).

THEOREM 2.7. Assume that there exists an anti-linear form £y € L(Vy) such that

Vv € KerGo n D(G1), {s(v) " Ly(v)

S—

then, up to a subsequence,

Uus g‘ UuQ-
0
where ug € Ker Go n Vo, satisfies, for all v e Ker Gog n D(G),
(2.24) 52 (UO, U)H + (Q()Gl ug, QoG1 U)g + Sb(UQ, ’U) = K()(’U).

When Ker Gy n D(Gh) is dense in (Ker Go n Vo | - |lv,), then ug is uniquely defined
by (2.24).

2.2.4. Strong convergence.

THEOREM 2.8. Assume that there exists an anti-linear form £y € Vy, such that
(2.25) 1€5 = loll cvoy 57,0
and assume that (2.13) holds, then, the sequence of solutions {us} < Vy to (2.20),
satisfies

2.26 N
( ) us v U,

0

where ug is the unique solution to (2.24).
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Proof. The following equivalent norm in V can be defined: for all uw € V),
IsP*
n
Using sugs and sug as test functions in (2.20) and (2.24) respectively gives
[[lus][[* + (T — Qo)Gsuslg = 5 Re(ls(sus)),
luoll? L (o su0)).

The first equality above is obtained using,

|Gsusllg = |QoGsus|g + (I — Qo)Gsusg = [QuGrus|g + (I — Qo)Gsus|-

Since us converges weakly to ug in Vy (Theorem 2.6) and since, by assumption,
Re(£5(sus)) converges to Re(lo(sug)) we have

[lull[* = |sull3; + QoG rulg + =——Re(b(u, u)).

1 1
. 2 1 2
%Er%)|||u(;||| < }11%58?6(&(5115)) = 5%6(£0(8U0)) = |||uol||*.

However, thanks to the weak convergence property in Vy as well as the equivalence of
the norm ||| - ||| in this space, we have |||ug|]|? < lim infs_q |||us|||>. This shows that

lasl | = llwoll,

which concludes the proof since, weak convergence and convergence of the norm imply
strong convergence. O

2.3. Scale separations. In this section two definitions are introduced (strong
and strict scale separations). They correspond to simplifying assumptions on Gy and
(G in a formal sequence of two-scale operators. Note that both notions are illustrated
Section 3.

2.3.1. Strong scale separation.
DEFINITION 2.9. A formal sequence of two-scale operators Gy satisfies the strong
scale separation property when

(2.27) D(Go) n D(Gy) dense in (D(Go); |- s+ [Go - |g)

and
Im GO 1 Im G17

where the orthogonality holds for the scalar product in G.

THEOREM 2.10. Any formal sequence of two-scale operators G that satisfies the
strong scale separation property is a sequence of two-scale operators satisfying the weak
scale separation property, QoG1 = G1 and

Vs = D(Go) n D(Gy),

Vo = D(Gy),

Ro = KerG; n Ker G,
and (2.13) holds.
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Note that when the strong scale separation holds the problem (2.20) under study
reads: find us € D(Gy) n D(G1) such that, for all v e D(Goy) n D(Gy),

(2.28) 52 (ug,v)y + 62 (GO ug, Go v)g + (G1 us, G1 v)g + sb(ug,v) = £5(v),

whereas the limit problem (2.24) simplifies to: find uy € Ker Gg n D(G1), such that,
for all v € Ker Go n D(G1),

(2.29) 5% (ug, v)y + (G uo, Gy v)g + sb(ug, v) = Lo(v).

Both problems (2.28) and (2.29) have a unique solution by application of the Lax-
Milgram theorem.

2.3.2. Strict scale separation.

DEFINITION 2.11. A sequence of formal two-scale operators Gs satisfies the strict
scale separation property when Im Gy L Im Gy and Im G§ L Im G, where the orthog-
onality holds for the scalar product in G and H respectively.

THEOREM 2.12. Sequences of formal two-scale operators Gs satisfying the strict
scale separation property satisfy the strong scale separation property and G1Py = G1.

In Theorem 2.12 above, Py is the orthogonal projection operator in the kernel of Gy.
It is the self-adjoint operator defined by,

Pye L(H), P?=Py (u—Pou,v)y =0 V(u,v)eH xKerGy.
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3. Applications. For illustration, two examples in elastic wave propagation are
discussed, a problem in piezo-electricity. In this section, Q < R3 is a Lipschitz bounded
domain. The space L?(£; C) is the space of second order symmetric tensor equipped
with the scalar product (-,-)z2(q.c) = (C-,-)2(q)sxs. where C is a space dependent,
uniformly coercive, elasticity tensor. Below, u is a vector field, e(u) its symmetrized
gradient.

3.1. Nearly-incompressible elastodynamics. After non-dimensionnalization
the problems of wave propagation in nearly incompressible reads: for f € L?(Q)3
given, find us € H'(Q)? such that, for all v e H'(Q)3,

szf pu(s-@d:c+§_2J divu(;divﬁdx—kf Cs(u(;):e(ﬂ)dx:f pf -vda.
Q Q Q Q

We define # = L?(Q)* equipped with the scalar product (-,-)3 = (p-,-)12(n):. We
also define G = L%(Q) x L?(2; C). We introduce G and G, closed, densely defined
operators from H to G,

divu

D(Gy) = H(div,Q), Gou— < : > D(G1) = H(Q)®, Gyu-= <8(‘L)>.

Note that H(div, ) is the space of function with square integrable divergence. The
operators 6 Gy + G constitute a sequence of formal two-scale operators. It is easy
to verify that ImGy L Im G;. Moreover, from [10]| we have that D(Gy) n D(G1) =
H(Q)? is dense in D(Gy) = H(div,2). We have thus verified that the strong scale
property holds (hence in particular Vy = D(G7)). The limit problem is given by: find
ug € VY such that, for all v e VY,

5% (uo,v) + (Grug, G1v)g = 5 (uo,v) + (e(u0), £(v)) L2(sm) = (f0),
where
Vo = Ker Gy n D(QoG1) = Ker Gy n D(Gy) = {ue H'(Q)?|div u = 0}.
We also have
Ro=KerGy n KerGy = {ue H'(Q)?|e(u) = 0},

namely, R is the finite dimensional space of rigid body motions.

3.2. Elastodynamics in plates. We are now concerned with the elastic wave
propagation in plates with thicknesses — in the x3—direction — proportional to d. After
nondimensionnalisation, the elastodynamics equations are written in a fixed domain
Q= S x [~1,1] where S = R? is a Lipschitz bounded domain. For simplicity, we
consider that the problem is isotropic, i.e.,

3
Veed, GCe=A Z gl + 2pe,
j=1

where I is the identity tensor in ¥ and where A and p are the space dependent Lamé
parameters of the medium. The problem to solve reads: for f € L?(Q)? given, find
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us € H'(Q)? such that, for all v e H'(Q)3,

SQJ pus -vdw +J C (6 eg(u) +e0(u)) : (6 e3(D) + £4(0)) dz = f pf-vdx.
) Q Q

where
2011 Orug + O2uy  Orug
EU(U) = 5 O1ug + Oy 202U9 OaU3 R
d1us J3u3 0
and

0 0 (%,ul
€3 (’LL) = = 0 0 ag’LLQ
63u1 (93U2 263’LL3

Note that e(u) = e3(u) + e-(u). As in Section 3.1, in order to write these equations
in the abstract setting the space H is defined by H = L?(2)? and G by G = L?(Q; X).
Moreover,

D(Go) = {ue L*(Q)® |es(u) € L*(; )} Gou = e3(u),

and
D(Gy) = {ue L*(Q)®|e,(u) € L*( X))} Giu =&, (u),

One can show that §1Go + G is closable (it is in fact closed), densely defined, and
G5 =0-1Go + G

is defined by

D(Gs) = {ue L*()* |e(u) € L*(;2)} = H' (Q)°,
and, for all u e H'(Q)?,

Gsu = 8 tez(u) + e, (u).
Note that the Korn’s inequality has been used to deduce that D(Gs) = H'(2)3. The
problem now reads: find us € H'(Q)? such that, for all v € H'(Q)3,
52 (u, )y + (Gsu, Gsv)g = (f,v)n.

To check that G is a sequence of two-scale operators the adjoints Gy and G have
to be computed. In order to define these adjoints, the following divergence operators
are introduced

3
Vee L?(;C), Divs = Z 03¢3ej, Div, = Div — Divs,
j=1

where e; is the jth element of the canonical basis and Div is the standard divergence
operator of a second order tensor. The boundary of € is decomposed using the
following two disjoints subdomains

I's=8x{-1,1}, T, =05 x(-1,-1).

The unitary outward normal on I',, is denoted n,. With these notations, the adjoints
are given by

D(G§) = {e € L*(Q; C) | Div3(Ce) € L*(Q)?, (Ce)e; =0 on I's},
{ D(G}) = {e € L*(Q; C) | Div,(Ce) € L*(Q)?, (Ce)n, =0 on I',}.
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and
Gie = —p 'Divs(Ce), Gie=—p 'Div,(Ce).

It can be verified that D(Go) n D(G1) is dense in D(Gyp) and D(GE) n D(G¥) is
dense in D(G{). The proof simply amounts to use the density of smooth functions in
H'-spaces. Moreover,

Ker Gi = {e € L*(Q;C) | (Ce)es = 0 in Q},

and for isotropic media (here the isotropy is used to obtain a simple expression) one
can check that the orthogonal projection operator on Ker G§ is given by

€11 €12 0
Vee L2(Q;C), Qe = [c12 €2 0
0 0 —X(e11+e22)
A+2u

After a straightforward formal computation of QoG1u, one can then show that, setting
Vi = D(QoG1) nKer Gy = {ue L*(Q)*| 0s3u =0, uy € H'(Q), ug € H(Q)},

the limit problem is given by: find ug € V{ such that for all v e V;,°

(3.1) 5% (uo, v) + (aAdiveug, divev) + 2(peq (uo), €0 (V) L2()3xs = (f,V)n,

where div,v = 01v1 + dava, o = 2u/(A\ + 2u). It should be noted here that ug is not
sought in H'(€). Even more remarkable is the fact that the space

Ro := Ker QoG1 n Ker Gy = {ue L*(Q)%|u; = 0,up = 0, dzuz = 0},

is of infinite dimension and corresponds to functions that are polarized only in the
x3—direction and independent of z3.

3.3. Piezoelectricity. Piezoelectric equations coupled electromagnetic fields (E, H)
and velocity fields v (where v = J;u) thanks to a third order tensor d namely, the
piezoelectric tensor. This tensor maps vector fields to tensor fields,

Vre, VEeR3 d(z)EeX.

The objective of this section is to explain how the quasi-static assumption in piezo-
electricity (in particular, the electric field reduces to a gradient) can be justified
by the proposed abstract framework. After non-dimensionnalization, using Dichlet
boundary conditions on the boundary and assuming that the propagating media is
surrounded by a perfectly conducting material we arrive at (again see [13] for more de-
tails) the following variational formulation: for F' € L?(Q)3 and J € L?(Q)?3 given, find
(Es,vs5) € Ho(curl; Q) x H}(Q)? such that, for all (E,v) € Hy(curl; Qg) x HL(Q)3,

82 (E5, E)LQ(Q)B + (5_2 (CU.I‘I E(;, curl E)LQ(Q)i"

+5(2(05), d E) o )0 = (1 E) 129,

s2 (Ug, "7)L2(Q)3 + (8(’1)5), 6(6))L2(Q;2)

—S((—:(f))7 d E5)L2(Q)3 = (F7 ﬁ)L’z(Q)s.
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The small parameter ¢ represents the ratio of velocities of waves in solids and elec-
tromagnetic waves. The space Hy(curl;(2) is the space of functions with square
integrable rotational and vanishing tangential trace. By setting H = L?(Q2)? x L?(Q)3
and G = L?(2)® x L?(Q;X) and defining

- _(E . s B E\ (6 'curlE
o () ), o (5] (559,
problem (3.2) can be written as: for ¥ = (F, J)* € # given, find ®; € D(G;5) such
that, for all ® € D(Gs),

(3.3) 5% (@5, ®)n + (G5 ®5,G

E
v

+b(sD5, @) = (U, D)y,

€ D(Gs),

Sl e

Gs®)g
with, for all & = < ) e D(Gs) and & = (

b(‘I), ‘i’) = (E(U)>dE)L2(Q)3 - (E(ﬂ%dE)L?(Q)?"

In order to show that (3.3) is a two scale propagation problem as defined by (2.20)
one needs to show first that Gs is a sequence of two-scale operators satisfying the
weak scale separation property, second that b is a continuous sesquilinear form in V.
The operator Gy and G are defined by

D(Gy) = Hp(curl; Q) x L*(Q)*, V (f) e D(Go), Go <§> _ (CuglE)

and

D(Gy) = L2(Q)® x HY(Q)®, (f) eD(G1) Gy (E) - <E(0U)> .

v

They are closed, densely defined operators. One can verify that the formal sequence
of two-scale operators G° = §~1G + G satisfies the strict scale separation property
hence the weak scale separation property. In particular Qo G; = G; and

V() = D(QO Gl) = D(Gl)

One can then verify easily that the sesquilinear form b is indeed continuous in V. The
limit problem reads: for ¥ = (F, J)t € H given, find &g = (Ep,vg)" € Ker Gy n D(G1)
such that, for all ® € Ker Gy n D(G1),

(3.4) $3(Dg, ®)y + (s(vg),s(ﬂ))LQ(Q;E) + b(sPg, D) = (¥, D)y
where, thanks to [10] (Chapter 1, Theorem 2.7 and Corrolary 2.9),
E .
Ker Gy = {(v) €H|curl E=0in Q} = VH,i(Q) x L2(Q)3.

with
1 1 .
H(Q) ={pe H (Q)/R | ¢ is constant along 0$}.
Therefore introducing ¢g € H% (Q) such that Ey = Vg and up = vg/s, the variational

formulation of the limit problem can be simplified. It reads: for (F, J)! € H given,
find (o, u0) € HY(Q) x Hy()? such that, for all, (5,a) € H1(Q) x Hj(Q)?,

(Veo, V@) 12y + (e e(u), d V@) 1> g = (s72J.E)2(0),

32(“0, )L2(Q)3 +( ( ) €(’D))L2(Q;Z) ( ( ) dv@O)Lz @3 = (5_1F7'D)L2(Q)3-

These last equations are classically known as the quasi-static piezoelectric equations.
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4. Convergence estimates. As in the proof of Theorem 2.8 the following equiv-
alent norm in V is introduced: for all u € V),

2
S
lulll* = lsull?; + [QoGrulg + |773?€(b(u,U)).

4.1. Strict scale separation.

THEOREM 4.1. Let the strict scale separation property holds and assume that the
range of Gy is closed, namely there exits C, > 0 such that

(4.1) VueKerGy n D(Go), |u|n <Cp|Goulg-
Assume, moreover, that there exists an anti-linear form £y € L(D(G1)) such that

Vv € Ker Gy n D(GY), |€5(U) — Eo(v)| < ¢

vllg + Cos

Grvlg.

Then, the sequence of solutions {us} < D(Go) n D(G1) to (2.28), satisfies

SIS

(4.2) (Ifus = uoll* + 62| Gous[3)* < Cs

where

1 .
Cs = ;max(c&(;, |s|Ces, 0Cy) with Coy = \S\Cp(q + Cy HS’U,QHD(Gl)).

Proof.

Step 1: Decomposition of the solution. Since Ker Gy is a closed subspace of H,
the solution us € D(Gy) n D(G1) to (2.28) can be decomposed as

(4.3) Us = Us,0 + 2s,

where us0 € Ker Gg and z5 € (Ker GO)L and the decomposition is orthogonal with
respect to the scalar product in H. From the strict scale separation property,

(Ker Go)* = ImG¥ < Ker G,

where the closure is taken for the norm in H. This implies that zs € Ker G1, and
therfore
uso € KerGo n D(G1) and  zs € (Ker GO)l N Ker G1.

Step 2: Energy identity for the error equation. The error term
es = Us,0 — o € Ker Go n D(G1),

is introduced. From the decomposition (4.3) it can be deduced that, for all v €
Ker G() @) D(Gl),

(4.4) s%(es,v)# + (G es, G1v) + b(ses + sz5,v) = Ls(v) — Lo(v).
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Choosing v = ses in (4.4) yields, using the orthogonality of es and z5 in H,
(4.5) s|ses|3, + 3]G es||g + bses + szs, se5) = (sls(es) — Lo(ses)).
Moreover, choosing v = szs in (2.28) yields

(4.6) s s zs)l3, + 5672 |Go 25]5 + b(suso + szs,825) = Ls(s25).

Step 3: Error estimate. The next step is to sum (4.5) and (4.6), to get

(47) lles + 26l + 072 Go 253
1
= 5%6(&;(865) — lo(ses) + Ls(szs) — b(suo, s2s)).
where, due to the properties of es and zj,

1
lles + zsl]* = |ses|3 + s 253 + |G1es|g + E%e(b(seg + 525, €5 + 525)).

The three terms in the right hand side of Equation (4.7) are now estimated.

(4.8) ‘(55(865) — £0<565)| < G5

moreover, since z; € (Ker Go)* n Ker G, and since the ranged of G is closed,

seslly + Crslsl|Greslg

(4.9) | 5(s25))| < collszs|a < ce Cpls| |Gozslg.

Finally, using the continuity property of b and again the fact that the ranged of Gy
is closed,

(4.10) |b(suo, s25)| < Collsuollp(alszslpc,) < Co Cplsl [suolpianllGozsle

Summing (4.8), (4.9), (4.10), leads to,

(4.11) & :=|les + zsl||> + 62| Go z(;Hf;

Cus |s|

Ces
|Gres|g + ?Cp(ce + Cy | suo| pay)) 1Gozsllg. DO

<

[seslla + sl

Hence, & < Cs&€ 6% which concludes the proof.

4.2. Strong scale separation. For conciesness, the following notation is intro-
duced
Voo = D(Go) n D(G).

We introduce the bounded operator Gy : Vo, — G defined by
VveVy, Gov=_Gou.

The main theorem of this section relies on the assumption that the range of Gy is
closed. Tt is equivalent to an inf-sup condition (see [5] for more details).

ASSUMPTION 4.2. The range of Gg is closed, namely there exits C. > 0 such that
(4.12) Vue (KerGo)t n Vo, |uly, < C.|Goulg,

where the orthogonality holds for the scalar product in V.
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THEOREM 4.3. Let the strong scale separation property holds, Assumption 4.2
and let assume that there exists an anti-linear form ¢y € L(D(G1)) such that

Vo € KerGo n D(G1), [ls(v) —bo(v)] < cosllv|n + Cos|Grollg.

Then, the sequence of solutions {us} < D(Go) n D(G1) to (2.28), satisfies

Nl=

(4.13) (Illus — ol > + 62| Gousl3 ) * < Cs

where

1
Cs = EmaX(Cé,é, 1s|Ce.s, dllsgollc),

and go is the Lagrange multiplier associated to the mized form of the limit problem.:
find (uo, go) € Voo x Im G such that for all, v € Vg,

5%(uo, )3 + (G1 o, G1v) ;5 + b(sus, v) + (g0, Gov)g = Lo (v),
(4.14)
Go Ug = 0.

Proof.

Step 1: Introduction of a Lagrange multiplier. For all v € V, a functional
L e L(Vy) is defined by

(4.15) L(v) = Lo(v) — 8% (ug,v)3 — (G1up, G1v)g — b(sug, v).
From the Riesz representation theorem there exists a unique element £ € 1V, such that
VYveVy, o)y, =Lv).
Observe now that, since (2.29) holds, (£,v)y,, = 0 for all
v € Ker Gy n D(G1) = Ker Go n D(Gy).

Hence, ¢ € (Ker Gg)* (here the orthogonality relation holds for the scalar product in
V). Now, observe that
(Ker Go)* = Im G§.

Since the range of Gy is closed by Assumption 4.2, the range of G is closed, hence
¢ belongs to the range of G§. More precisely,

leImGy = dJge D(G{) such that £ = Gfg.

The result above can be slightly improved. Since G¢ has closed range, there exists
Co > 0 such that
Vge (KerG§)h lglo < CollG§ glv..

showing that G¥ is injective on (Ker G§)t = Im G = Im Gg. Hence the following
unique characterization of £ is deduced,

LeIm Gy = 3lgoelmGy such that £ = Gf go.
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Using (4.15) and the property of the adjoint
VveVy, L(U) = (€7v)vw = (G:Jk gO?’U)Voc = (907 Go ’U)g = (go? Go ’U)g,
it has been shown that there exists a unique go € Im G such that (4.14) is satisfied.

Step 2: Mixed formulation for the family of problems. The objective is now
to write a formulation for the family of problems that is similar to the one obtained
just above. An element g5 € Im Gg is introduced,

gs = 5_2G0 us € Im Gy.
Problem (2.28) is equivalent to: for all v € Vs,
5% (us, v)u + (G1us, G1v)g + b(sus,v) + (95, Gov)g = L5(v),
(4.16)
Go us = 52 gs-

Step 3: Energy identity for the error equation. The following error terms are
introduced,
es = us —Up € Vo, hs = gs — go € Im Gyg.

Using (4.14) and (4.16) one finds that: for all v € V,,

s2(es,v)n + (G1es, GLv)+,b(ses,v)g + (hs, Gov)g
(4.17) = {s(v) = Lo(v),

Goes = 6% hs + 6% go.
Choosing v = seg, it comes
(4.18) s|sesllz + 5(Gy es, G1es)g + b(ses, ses) + 5 (hs, Goes)g = Ls(ses) — Lo(ses).
The second equation of (4.17) can be used to simplify the identity just above, indeed,
(4.19) (hs, Goes)g = 6° |hs[g + 67 (hs, g0)g-

Using (4.19) in (4.18) the following energy identity can be derived,
1
(4.20) leslll* + 0%[1hs g = 5%6(55(865) —Llo(ses) — 0% (hs, 590)g),
leading to the estimation
2 2y g2 o L 0
[lles[[|” +0%lhslg < E(Ce,éHseaHH +15|CrslGreslg) + 1590llg lhsg-

Finally, one can deduce that [||es|||* + 62|/hs|g < C§ with Cs as defined in the state-
ment of the Theorem. ad
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5. Proofs of Section 2. The proofs below uses several results in operator theory
that the reader can find in [11] Chap. 12, or [15] Chap 3. Section 5.

Proof of Theorem 2.3. Ouly (2.4)(a) is proven, the property (2.4)(b) is proven
similarly. Since us is uniformly bounded in H it converges, up to a subsequence,
weakly to ug in H, for all h € D(GE) n D(GF) their holds,

(U(S,Gak h)q—[ ;6 (UO7G§ h)’;.[
When (us, G& h)g " 0 it holds
(w0, GER)y = 0, Vhe D(GE) nD(GY).

By density of D(G{) n D(G¥) into D(GY) for the graph norm of G it can be deduced
that the equality above holds for all h € D(GF). Since Gy is closed and densely defined,
this shows that ug € D(Gp) and Goug = 0.

Proof of Theorem 2.5.

The operator G7 () is densely defined. By definition

D(GY Qo) ={9€ D(Qo) =G | Qoge D(GT)}

For all g € G, an orthogonal decomposition in G holds. It is given by g = go + g1 with
go € Ker G§ and Qo g1 = 0. Therefore

D(G¥Qo) ={9=g0+91, goeKerG§, g € (KerG§)* | Qog = go € D(GT)},
which shows that
(5.1) D(GF Qo) = (Ker G n D(GT)) @ (Ker G§)™.

By assumption Ker G n D(GY) is dense in Ker Gf and since
G = Ker G ® (Ker G)*,

it ensues that D(G¥ Qo) is dense in G.

The operator )y G; is closable. Since it has been shown that GF )y is densely
defined, it has an adjoint. Since Qg is self-adjoint the following relation holds,

QoG1 = Q5GT* < (GT Qov)*,

meaning that (G¥ Qo)* is a (closed) extension of QyG;. This last property implies
that QoG is closable.

Closure of Qy Gs. Thanks to (2.3), the operator § 1G¢ + G is densely defined, its
adjoint satisfies

Gf=(6"'Go+G1)* =61Go + G1 o (5 'G¥ +G¥)
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Therefore,
(5.2) GiQo = (67'G{+GT)Qo = GF Qo = (QuGs)*.

It can de deduced, first, from (5.2) that (Qo Gs)* is also densely defined and therefore
Qo G5 is closable; second, from (5.2), and the property that @ is bounded and self-
adjoint, that

QoG5 = (QuGs)™ < (G Qo)™ = (QoG1)* = Qv G1.

Proof of Theorem 2.10. Our objective is to prove that
QoG1 = Gy
Ker G§ n D(GY) dense in Ker G§,
D(G§) n D(GF) dense in D(GY),
571Gy + G is closed.

The other statements of the theorem are direct consequences of the above proeprties.

The equality Q9 G; = G;. By assmption,
V (u,v) € D(Go) x D(G1) (Gou,Gyv)g = 0.
By density, this, implies

V(g,’l)) € Im(GO) X D(Gl) (gale)g = 07

where Im(Gy) is the closure of the range of Gg for the norm in G. Now, since I — Q) is,
by definition, the orthogonal projection operator on the closure of Im G, there holds

V(g,U) €G x D(Gl) ((I - QO)Q,GIU)Q =0,

also meaning that, for all v € D(G1), G1v = QoG1v.

Density results. It has been shown that QoGi = G1 hence QoG is closed and
densely defined. Therfore (QoG1)* = GFQF is closed and densely defined in G. More

precisely,
D(G¥ Qo) = (Ker G§ n D(G¥)) @ (Ker G§)* dense in G = Ker G§ @ (Ker Gt

From the statement it can be deduced that Ker G§ n D(G¥) is dense in Ker G§. It
must be check now that D(G§) n D(G¥) is dense in D(GY) for the graph norm of G§.
THe following vectorial space is defined,

Z = (KerG§ n D(GY)) @ ((Ker GE¥)* n D(GY)),

where the decomposition is orthogonal with respect to the scalar product in G. Ob-
serve that Z is a subspace of D(G{) n D(G¥) since by assumption

(Ker G¥)* = Tm Gy < Ker G,



20 S. IMPERIALE

Observe, moreover, that
D(G§) = Ker G @ ((Ker G5t n D(GE‘)‘)),

where the decomposition is orthogonal with respect to the scalar product in G. How-
ever, since it has been shown that KerG§ n D(GY) is dense in Ker G§ for the
norm H, it is therefore dense for the graph norm of G¢j. This shows that Z (hence
D(G§) n D(GY)) is dense in D(G{) for the same norm.

The operator 6~ 'Gy + G is closed. The graph of the operator = 'Gy + G is
given by

gr(671G0 + Gl) = {(u,g) eEHxG | u e D(Go) N D(Gl), g = 571G0’U/ + Glu}

It must be verified that the graph is closed for the composite norm in ‘H x G. Let
{u,} be a sequence in D(Gy) n D(G1) such that, for some (u,g) € H x G,

-1
U, > u, 0 ~Gou, + Gruy, E» g.

This implies
QoGrun, = Gruy, e Qog-

However, since G is closed, u € D(G1) and Qog = G1u. Consequently

n > 6_1 n > I— >
u Huv Gou g( Qo)g

and since Gy is closed, u € D(Gy) and (I — Qp)g = 6 *Gou which conclude the proof
since

ue D(Gy) n D(Gy) and g = 6~ *Gou + Gyu.

Proof of Theorem 2.12. Our objective is to prove that

G1Py = Gu,

{ D(Gp) n D(Gy) dense in D(GY),

using that, by assumption,
(Ker G1)* = Im(G¥) < Ker Gy, (a)
>3 { (Ker Go)* = Im(G¥) = Ker Gy.  (b)
As a direct consequence of (5.3)(a) it can be deduced that
PGf =Gf = G1Py = Gi.

Therefore D(G1Py) = Ker Gy n D(G1) @ (KerGy)* is dense in G, which implies that
(5.4) Ker Gy n D(G1) dense in Ker Gj.
We define the space

W = (Ker Gy n D(G1)) @ ((Ker Go)* n D(Gy)),
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where the decomposition is orthogonal with respect to the scalar product in H. Ob-
serve that the space W is a subspace of D(Goy) n D(G1) thanks to (5.3)(b). Moreover,

D(Gg) = Ker Gy @ ((Ker Go)* n D(Gy)),

where the decomposition is orthogonal with respect to the scalar product in H. It
can be concluded that W is dense in D(Gj) for the graph norm of Gg using (5.4).
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