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Abstract: Expectiles define a least squares analogue of quantiles. They have been
the focus of a substantial quantity of research in the context of actuarial and financial
risk assessment over the last 10 years. Unlike quantiles, expectiles induce coherent risk
measures and are calculated using tail expectations rather than merely tail probabili-
ties; contrary to the popular quantile-based Expected Shortfall, they define elicitable
risk measures. The behaviour and estimation of extreme expectiles using independent
and identically distributed heavy-tailed observations has been investigated in a recent
series of papers. The case of extreme conditional expectile estimation has, however,
not been addressed so far in the literature. We build here a general theory for the
estimation of extreme conditional expectiles in heteroscedastic regression models with
heavy-tailed noise; an important feature of our approach is that it is intended to cope
with covariates having a large but fixed dimension. We demonstrate how our results
can be applied to a wide class of important examples, among which linear heteroscedas-
tic models, heteroscedastic single-index models and autoregressive time series models.
Our estimators are showcased on a numerical simulation study, as well as on real sets
of actuarial and financial data.

MSC2010 Classifications: Primary 62G32, Secondary 62G08, 62G20, 62G30.
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1 Introduction

1.1 Motivation

The question of how to model extreme events arises in many fields of statistical ap-
plications, such as finance and insurance. A traditional way of considering extreme
events is to estimate extreme quantiles of a well-chosen random variable Y , such as
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the daily log-return of a stock market index in finance, or the magnitude of a claim in
insurance. There are many practical applications where Y ∈ R is recorded along with
valuable information represented by a covariate X ∈ Rd, and a better understanding
of the extremes of Y can be achieved by inferring the conditional extremes of Y given
X. Recent examples include the analysis of high healthcare costs given patient age and
indicators for chronic diseases (Wang and Li, 2013), a general strategy for the devel-
opment of stratified models for large operational losses (Chavez-Demoulin et al., 2016)
and modelling large insurance claims conditional on climate variables (Rohrbeck et al.,
2018). We focus on the case when Y given X is heavy-tailed; the heavy-tailed assump-
tion underpins the aforementioned papers and is generally appropriate to the modelling
of actuarial and financial data (see e.g. p.1 of Resnick, 2007).

Under no further assumptions on the structure of the pair (X, Y ), general nonparamet-
ric smoothing methods can be used to tackle this problem, such as those of Daouia et
al. (2011), Gardes and Stupfler (2014), and Goegebeur et al. (2015). Since, apart
from the conditional heavy-tailed hypothesis, nothing is assumed on (X, Y ), those
techniques suffer from the curse of dimensionality, which is compounded in the con-
text of conditional extreme value statistics by the necessity to select only the few high
observations relevant to the analysis. Early attempts at tackling the low-dimensional
restriction, such as Davison and Smith (1990) and later Chavez-Demoulin and Davison
(2005), were built on parametric models. Later attempts have mostly been based on
linear quantile regression: a seminal paper is Chernozhukov (2005), later continued for
conditional heavy-tailed distributions by Wang et al. (2012), Wang and Li (2013) and
He et al. (2016). These methods can all be put in the wider framework of quantile
regression approaches, pioneered by Koenker and Bassett (1978). An approach based
on the notion of a Tail Dimension Reduction subspace was adopted by Gardes (2018).

Yet, all these techniques, and more generally the current state of art in conditional ex-
treme value analysis, rely on quantiles, which only use the information on the frequency
of tail events and not on their actual magnitudes. This is an issue from the point of
view of risk assessment, where the focus is not only what constitutes an extreme level
of loss but also what the value of a typical extreme loss will be. One way of tackling
this problem is to work with expectiles. The τth regression expectile of Y given X = x
is obtained from the formulation of the τth regression quantile of Koenker and Bassett
(1978) by replacing absolute deviations by squared deviations:

ξτ (Y |x) = arg min
θ∈R

E ([ητ (Y − θ)− ητ (Y )] |X = x) ,

where ητ (y) = |τ − 1{y ≤ 0}| y2 is the expectile check function (Newey and Powell,
1987) and 1{·} is the indicator function. Expectiles are well-defined and unique as soon
as the underlying distribution has a finite first moment (see Abdous and Remillard,
1995 and Theorem 1 in Newey and Powell, 1987). Unlike quantiles, expectiles are
determined by tail expectations rather than tail probabilities, and therefore depend
on both the probability of tail values and their actual realisations (see Kuan et al.,
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2009). In addition, expectiles induce the only coherent law-invariant risk measure that
is elicitable (in the sense of Artzner et al., 1999; see Bellini et al., 2014 and Ziegel,
2016) and therefore benefit from the existence of a natural backtesting methodology.
For these reasons, expectiles are a sensible risk management tool to use, whether as a
complement or an alternative to quantiles.

The literature on expectiles has so far essentially focused on estimating expectiles with
a fixed, non-extreme level τ (see e.g. Holzmann and Klar, 2016 and Krätschmer and
Zähle, 2017). By contrast, the estimation of extreme expectiles, for which τ = τn → 1 as
the sample size n tends to infinity, is still largely unexplored. Asymptotic expansions of
extreme population expectiles were derived in various models by, among others, Bellini
et al. (2014) and Bellini and Di Bernardino (2017). At the sample level, Daouia et
al. (2018, 2020) initiated the estimation of extreme expectiles, in the unconditional
heavy-tailed case. They did not, however, tackle the question of estimating extreme
conditional expectiles. Providing a statistical solution to this question, with the addi-
tional objective of handling models that may cope with a large but fixed dimension of
the covariate vector X, is precisely the focus of this paper. Our idea, which we sum-
marise in the next section, is to work in regression models explicitly linking Y to X
and exploit their structure as a way to carry out an analysis of the conditional extremes
of the data at hand, based on extreme expectiles.

1.2 Expectiles and regression models

For the sake of simplicity, we describe first our general idea using the popular example
of location-scale shift linear regression model. Let (Xi, Yi), 1 ≤ i ≤ n be a sample from
a random pair (X, Y ) such that Y = α+ β>X + (1 + θ>X)ε. The parameters α ∈ R,
β ∈ Rd and θ ∈ Rd are unknown, and so are the underlying distributions of X and
the noise variable ε. We also suppose that X is observed, independent of ε, and has a
support K such that 1 + θ>x > 0 for x ∈ K. In this model, by location equivariance
and positive homogeneity of expectiles (Theorem 1(iii) in Newey and Powell, 1987), we
may write ξτ (Y |x) = α+β>x+ (1 +θ>x)ξτ (ε). This suggests to estimate the extreme
conditional expectile ξτn(Y |x), where τ = τn → 1 as n→∞, by combining estimators
of α, β, θ and ξτn(ε).

A natural idea for that is to, first, construct estimators α̂, β̂ and θ̂ of the model param-
eters using a (possibly iterative) weighted least squares method. We can then construct

residuals ε̂
(n)
i = [Yi − (α̂+ β̂>Xi)]/[1 + θ̂>Xi]. These can be used to estimate extreme

expectiles of ε based on the ε̂
(n)
i rather than on the unobservable εi, thus producing

an estimator ξ̂τn(ε). This expectile estimator can be adapted from, for instance, an
empirical asymmetric least squares method (see Daouia et al., 2018, 2020). If ε has a
finite second moment, then the weighted least squares method produces

√
n−consistent

estimators, making the residuals of the model “close” to the unobservable errors, and it
is therefore reasonable to expect that the asymptotic normality properties of the esti-
mators of Daouia et al. (2018, 2020) carry over to their versions based on the residuals
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of the model. An estimator of the extreme conditional expectile ξτn(Y |x) is then readily

obtained as ξ̂τn(Y |x) = α̂ + β̂>x+ (1 + θ̂>x)ξ̂τn(ε).

Here we generalise this construction in heteroscedastic regression models of the form
Y = g(X) + s(X)ε where g and s > 0 are two measurable functions of X. If ε is
centred and has unit variance, this model can essentially be rewritten E(Y |X) = g(X)
and Var(Y |X) = s2(X), and is for instance called location-dispersion regression model
in Van Keilegom and Wang (2010). Even though our theory will be valid for arbitrary
regression models of this form, one should read this paper having in mind models that
are adapted to the consideration of a large dimension d, as in such models the estima-
tion of g and s will not suffer from the curse of dimensionality (and thus reasonable
rates of convergence can be achieved). This class of models includes the location-scale
shift linear regression model, as well as, among others, single-index regression models,
partially linear regression models and additive models, as well as popular time series
models such as AR(p) and ARCH(p) when X contains lagged values of the variable of
interest Y .

In this general model, ξτn(Y |x) = g(x) + s(x)ξτn(ε). The viewpoint we deliberately
adopt is that the estimation of g and s is the “easy” part of the estimation of ξτn(Y |x)
because, depending on the model, it can be tackled by known parametric or semi-
parametric techniques. In Section 2, we will thus focus on developing a toolbox for
the estimation of ξτn(ε) given that estimators of g and s, and therefore residuals of the
model, are available. In Section 3, we shall then consider four specific examples for which
we provide the full asymptotic analysis of the estimation of the extreme conditional
expectile ξτn(Y |x): the location-scale shift linear regression model in Section 3.1, a
heteroscedastic single-index model in Section 3.2, and two autoregressive time series
models in Section 3.3. Section 4 examines the behaviour of our estimators on simulated
and real data, and Section 5 discusses our findings. Proofs and additional numerical
results are deferred to the Supplementary Material document.

2 General theoretical toolbox for extreme expectile

estimation in heavy-tailed regression models

Our general theoretical framework is the following. Let (Xi, Yi), 1 ≤ i ≤ n be part of
a stationary sequence of copies of the random pair (X, Y ), and suppose that

Y = g(X) + s(X)ε (1)

where g and s > 0 are two measurable functions of X. The unobserved noise variable ε
is assumed to be centred and independent of the observed covariate X, and in addition,
we assume throughout that the εi = (Yi − g(Xi))/s(Xi) are independent.

We assume throughout Section 2 that g and s have been estimated, and we concentrate
on the challenging question of estimating the extreme expectile ξτn(ε), with the ultimate
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goal of combining all these estimators to construct an estimator of ξτn(Y |x). We work
in the context of heavy-tailed distributions, also called Pareto-type distributions, which
are found to model the tail structure of many financial and actuarial data examples
quite well. More precisely, denoting by τ 7→ qτ (ε) the quantile function of ε, we assume
that the following first-order extreme value condition is satisfied:

C1(γ) The tail quantile function of ε, defined by U(t) = q1−t−1(ε) for t > 1, is regularly
varying in a neighbourhood of +∞ with index γ > 0, that is,

lim
t→+∞

U(tx)

U(t)
= xγ for all x > 0.

Condition C1(γ) is equivalent to assuming that the survival function of ε, denoted
hereafter by F : x 7→ P(ε > x), is regularly varying in a neighbourhood of +∞ with
index−1/γ < 0. The tail index γ is the key driver of the tail heaviness of F : the tail of F
gets heavier as γ increases. Together with condition E|ε−| <∞, where ε− = min(ε, 0),
the assumption γ < 1 then ensures that the first moment of ε exists, which entails that
expectiles of ε of any order are well-defined. Both of these conditions shall therefore be
part of our minimal assumptions throughout this paper.

An additional complication in our setup is that the εi are unobserved, and thus ξτn(ε)
cannot be estimated using standard techniques. However, because g and s have been
estimated, by g and s say, we have access to residuals ε̂

(n)
i = (Yi − g(Xi))/s(Xi)

constructed from the regression model (1). Our idea throughout this section will be to

construct estimators of extreme expectiles based on the observable ε̂
(n)
i , and study their

theoretical properties under the assumption that they are in some sense “close” to the
true unobserved εi.

We shall start by the case of a so-called intermediate level τn, meaning that τn → 1 and
n(1− τn)→∞. Our intermediate expectile estimators ξτn(ε) will then be extrapolated
to properly extreme levels τ ′n, satisfying n(1− τ ′n)→ c, where c is a finite nonnegative
constant, using a semiparametric approach warranted by the heavy-tailed assumption.
Section 2.1 below focuses on a residual-based Least Asymmetrically Weighted Squares
(LAWS) estimator. Section 2.2 then introduces a competitor to this estimator, based
on the connection between (theoretical) extreme expectiles and quantiles. Section 2.3
extrapolates both of these estimators far into the right tail using a Weissman-type
construction (Weissman, 1978), and combines these extrapolated devices with the es-
timators of g and s to finally obtain an estimator of the extreme conditional expectile
ξτ ′n(Y |x).

2.1 Intermediate step, direct construction: residual-based LAWS

Assume here that τn is an intermediate sequence, i.e. τn → 1 and n(1 − τn) → ∞. If
the true errors εi were available, we could estimate ξτn(ε) using the LAWS estimator

arg min
u∈R

n∑
i=1

ητn(εi − u).
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This estimator is analysed in Theorem 2 of Daouia et al. (2018). We replace here the

unobserved εi by the observed residuals ε̂
(n)
i , resulting in the estimator

ξ̂τn(ε) = arg min
u∈R

n∑
i=1

ητn(ε̂
(n)
i − u).

The next theorem is a flexible asymptotic result showing that the estimator ξ̂ε(τn) is a√
n(1− τn)−relatively asymptotically normal estimator of the high, intermediate ex-

pectile ξε(τn) provided the gap between the series of residuals ε̂
(n)
i and their unobservable

counterparts εi is not too large.

Theorem 1. Assume that there is δ > 0 such that E|ε−|2+δ < ∞, that ε satisfies
condition C1(γ) with 0 < γ < 1/2 and τn ↑ 1 is such that n(1 − τn) → ∞. Suppose

moreover that the array of random variables ε̂
(n)
i , 1 ≤ i ≤ n, satisfies

∀i ∈ {1, . . . , n}, |ε̂(n)i − εi| ≤ Rn,i(1 + |εi|) where
√
n(1− τn) max

1≤i≤n
Rn,i

P−→ 0.

Then we have √
n(1− τn)

(
ξ̂τn(ε)

ξτn(ε)
− 1

)
d−→ N

(
0,

2γ3

1− 2γ

)
.

Theorem 1 can be seen as a generalisation of Theorem 2 in Daouia et al. (2018) to
the case when the variables εi are unobserved. Note that the former is stated under
the exact same moment conditions as the latter. The difference lies in the fact that
the estimator ξ̂τn(ε) is much more difficult to handle directly, which is the reason for

the introduction of the extra condition on the distance between the εi and the ε̂
(n)
i :

this allows for a control of the gap between the estimator ξ̂τn(ε) and its counterpart
calculated on the unobserved εi. Loosely speaking, this condition will be satisfied when
the structure of the regression model Y = g(X) + s(X)ε is estimated at a faster rate
than the standard

√
n(1− τn)−rate of convergence of intermediate expectile estimators.

We also highlight that although one should read this result thinking that the ε̂
(n)
i are

residuals of a regression model, this is not in fact necessary for the result to hold, as
the proof does not use any assumption on how the ε̂

(n)
i are constructed.

The construction of this estimator is purely nonparametric. In particular, it does not
use the assumption of a heavy-tailed noise variable. We concentrate now on building
an alternative, semiparametric estimator based on an asymptotic connection between
extreme expectiles and extreme quantiles, which is warranted by the heavy-tailed as-
sumption.

2.2 Intermediate step, indirect construction

We start by recalling, as shown in Proposition 2.3 of Bellini and Di Bernardino (2017),
that the heavy-tailed condition on t 7→ U(t) = q1−t−1(ε) entails ξτ (ε)/qτ (ε) → (γ−1 −
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1)−γ as τ ↑ 1. Therefore, if γ is a consistent estimator of γ, and qτn(ε) is a consistent
estimator of qτn(ε), we can estimate the intermediate expectile ξτn(ε) by the so-called
indirect estimator

ξ̃τn(ε) = (γ−1 − 1)−γ qτn(ε).

This is essentially the construction of Section 3.1.1 in Daouia et al. (2018). An extension
of Theorem 1 therein (see Proposition 1 in Appendix A.1) shows that under the following
classical second-order refinement of condition C1(γ), which quantifies the approximation
error in the above relationship between high quantiles and expectiles, the asymptotic
distribution of the estimator ξ̃τn(ε) is determined under high-level conditions on the
pair (γ, qτn(ε)).

C2(γ, ρ, A) For all x > 0,

lim
t→∞

1

A(t)

[
U(tx)

U(t)
− xγ

]
= xγ

xρ − 1

ρ

where A is a function converging to 0 at infinity and having constant sign, and ρ ≤ 0.
Here and in what follows, (xρ − 1)/ρ is to be read as log x when ρ = 0.

Our purpose is to show how one may construct and study such estimators γ and qτn(ε),
based on residuals. Denote by z1,n ≤ z2,n ≤ · · · ≤ zn,n the ordered n−tuple associated
with an n−tuple (z1, z2, . . . , zn). A number of existing estimators of γ can be adapted
to our case and written as a functional of the tail empirical quantile process of the
residuals, among which the popular Hill estimator (Hill, 1975):

γ̂k =
1

k

k∑
i=1

log
ε̂
(n)
n−i+1,n

ε̂
(n)
n−k,n

=

∫ 1

0

log

(
ε̂
(n)
n−bksc,n

ε̂
(n)
n−k,n

)
ds.

We may also adapt in the same way the moment-type statistics which intervene in the
construction of the moment estimator of Dekkers et al. (1989), and the general class of
estimators studied by Segers (2001). These estimators all depend on the choice of an
effective sample size k = k(n), which is a sequence of integers such that k → ∞ and
k/n→ 0; it is useful, in our context, to think of k as being k = bn(1− τn)c.
It is therefore worthwhile to study the asymptotic behaviour of the tail empirical quan-
tile process s 7→ ε̂

(n)
n−bksc,n and of its log-counterpart. This is of course a difficult task,

because the array of residuals is not made of independent random variables. To tackle
this problem, we first recall a couple of results on the tail empirical quantile process
for independent and identically distributed random variables. It is known that under
condition C2(γ, ρ, A), one can approximate the tail empirical quantile process of the εi
in a weighted uniform sense:

εn−bksc,n
q1−k/n(ε)

= s−γ +
1√
k

(
γs−γ−1Wn(s) +

√
kA(n/k)s−γ

s−ρ − 1

ρ
+ s−γ−1/2−δ oP(1)

)
uniformly in s ∈ (0, 1], where Wn is a sequence of standard Brownian motions and δ > 0
is arbitrarily small (see Theorem 2.4.8 in de Haan and Ferreira, 2006). In addition to
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satisfying k →∞ and k/n→ 0, the sequence k = k(n) should be such that
√
kA(n/k) =

O(1). For certain results which require the study of the log-spacings log εn−bksc,n −
log εn−k,n, such as the convergence of the Hill estimator, the following approximation of
the log-tail empirical quantile process is sometimes preferred: uniformly in s ∈ (0, 1],

1

γ
log

(
εn−bksc,n
q1−k/n(ε)

)
= − log s+

1√
k

(
s−1Wn(s) +

√
kA(n/k)

1

γ

s−ρ − 1

ρ
+ s−1/2−δ oP(1)

)
.

Our next result shows that, if the error made in the construction of the ε̂
(n)
i is not too

large, then these approximation results hold with the process s 7→ εn−bksc,n replaced by

its residual-based version s 7→ ε̂
(n)
n−bksc,n. This suggests that residual-based versions of

the aforementioned estimators can be constructed and studied.

Theorem 2. Assume that condition C2(γ, ρ, A) holds. Let k = k(n)→∞ be a sequence
of integers such that k/n→ 0 and

√
kA(n/k) = O(1). Suppose moreover that the array

of random variables ε̂
(n)
i , 1 ≤ i ≤ n, satisfies

∀i ∈ {1, . . . , n}, |ε̂(n)i − εi| ≤ Rn,i(1 + |εi|) where
√
k max

1≤i≤n
Rn,i

P−→ 0.

Then there exists a sequence Wn of standard Brownian motions such that, for any δ > 0
sufficiently small:

ε̂
(n)
n−bksc,n

q1−k/n(ε)
= s−γ +

1√
k

(
γs−γ−1Wn(s) +

√
kA(n/k)s−γ

s−ρ − 1

ρ
+ s−γ−1/2−δ oP(1)

)
and

1

γ
log

(
ε̂
(n)
n−bksc,n

q1−k/n(ε)

)
= − log s+

1√
k

(
s−1Wn(s) +

√
kA(n/k)

1

γ

s−ρ − 1

ρ
+ s−1/2−δ oP(1)

)
uniformly in s ∈ (0, 1].

As an illustration, we work out the asymptotic properties of the residual-based, Hill-
type estimator of the tail index γ of the errors, as well as the asymptotic behaviour of
the related indirect expectile estimator of the noise variable in the following corollary.

Corollary 1. Assume that condition C2(γ, ρ, A) holds. Let τn ↑ 1 be such that n(1 −
τn) → ∞ and

√
n(1− τn)A((1− τn)−1) → λ ∈ R. Suppose moreover that the array of

random variables ε̂
(n)
i , 1 ≤ i ≤ n, satisfies

∀i ∈ {1, . . . , n}, |ε̂(n)i − εi| ≤ Rn,i(1 + |εi|) where
√
n(1− τn) max

1≤i≤n
Rn,i

P−→ 0.

Then, defining γ = γ̂bn(1−τn)c and qτn(ε) = ε̂
(n)
n−bn(1−τn)c,n, we have

√
n(1− τn)

(
γ − γ,

qτn(ε)

qτn(ε)
− 1

)
d−→ (Γ,Θ)
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where Γ ∼ N (λ/(1− ρ), γ2) and Θ ∼ N (0, γ2) are independent. As a consequence, if
moreover E|ε−| <∞, 0 < γ < 1 and

√
n(1− τn)/qτn(ε) = O(1), one has

√
n(1− τn)

(
ξ̃τn(ε)

ξτn(ε)
− 1

)
d−→ N

(
λ

[
m(γ)

1− ρ
− b(γ, ρ)

]
, γ2

[
1 + [m(γ)]2

])
,

with m(γ) = (1− γ)−1 − log(γ−1 − 1) and

b(γ, ρ) =
(γ−1 − 1)−ρ

1− γ − ρ
+

(γ−1 − 1)−ρ − 1

ρ
.

One benefit of using the indirect expectile estimator ξ̃τn(ε) is that its asymptotic vari-

ance tends to be lower than that of the direct LAWS estimator ξ̂τn(ε). In the case when
γ is taken to be the Hill estimator, this is evidenced in Figure 1 in Daouia et al. (2018),
where it is seen that the indirect estimator has lower variance than the direct estimator
for γ > 0.3. However, the indirect estimator is typically biased, as Corollary 1 shows.
A more complete comparison of these two estimators in the case of completely observed
data is provided in Section 3 of Daouia et al. (2018).

Let us conclude by mentioning that one could of course estimate γ using the Yi =
g(Xi) + s(Xi)εi directly, because the Yi are obtained by changing location and scale
of the εi and so they all have tail index γ. A competitor to the residual-based Hill
estimator γ̂k is thus

γ̌k =
1

k

k∑
i=1

log
Yn−i+1,n

Yn−k,n
.

A numerical comparison of the estimators γ̂k and γ̌k (which we do not report here for
the sake of brevity) shows, however, that the residual-based estimator γ̂k has by far the
best finite-sample performance. The idea is that the presence of the location shift g(Xi)
and of the scaling s(Xi) in the Yi introduces a large amount of bias in the estimation of
γ by γ̌k; removing these two components in the calculation of the residuals substantially
improves finite-sample results. A related point is made in de Haan and Ferreira (2006,
p.83).

2.3 Extrapolation for extreme conditional expectile estima-
tion

Our next and final focus in this theoretical toolbox is to develop high-level results for
the estimation of properly extreme conditional expectiles ξτ ′n(Y |x), whose level τ ′n → 1
satisfies n(1 − τ ′n) → c < ∞ as n → ∞. One would typically choose τ ′n = 1 − 1/n,
or more generally τ ′n = 1 − pn for an exceedance probability pn not greater than 1/n,
see e.g. Chapter 4 of de Haan and Ferreira (2006) in the context of extreme quantile
estimation. An important idea, developed by Weissman (1978), is that intermediate
quantiles of order τn can be extrapolated to the extreme level τ ′n, using the approximate

9



Pareto shape of the underlying quantile function. This methodology successfully car-
ries over to expectile estimation because of the asymptotic proportionality relationship
ξτ (ε)/qτ (ε)→ (γ−1 − 1)−γ as τ ↑ 1, resulting in

ξτ ′n(ε)

ξτn(ε)
≈
qτ ′n(ε)

qτn(ε)
=
U((1− τ ′n)−1)

U((1− τn)−1)
≈
(

1− τ ′n
1− τn

)−γ
as n→∞.

This suggests to consider the following class of plug-in estimators of ξτ ′n :

ξ
?

τ ′n
(ε) =

(
1− τ ′n
1− τn

)−γ
ξτn(ε)

where γ and ξτn(ε) are consistent estimators of γ and of the intermediate expectile

ξτn(ε), respectively. In our context, these would be based on residuals ε̂
(n)
i = (Yi −

g(Xi))/s(Xi) obtained via estimators g(x) and s(x) of g(x) and s(x). Once ξτ ′n(ε) is

estimated, one can estimate ξτ ′n(Y |x) in model (1) by ξ
?

τ ′n
(Y |x) = g(x) + s(x)ξ

?

τ ′n
(ε).

Our next main result gives conditions for the convergence of this estimator.

Theorem 3. Assume that E|ε−| < ∞ and condition C2(γ, ρ, A) holds with 0 < γ < 1
and ρ < 0. Assume further that τn, τ

′
n ↑ 1 satisfy

n(1− τn)→∞, n(1− τ ′n)→ c <∞,
√
n(1− τn)

log[(1− τn)/(1− τ ′n)]
→∞, (2)

√
n(1− τn)A((1− τn)−1)→ λ ∈ R and

√
n(1− τn)

qτn(ε)
= O(1). (3)

Suppose finally that the estimators g(x), s(x) and ξτn(ε) are such that g(x) − g(x) =

OP(1),
√
n(1− τn)(s(x)−s(x)) = OP(1) and

√
n(1− τn)(ξτn(ε)/ξτn(ε)−1) = OP(1). If

there is a nondegenerate limiting random variable Γ such that
√
n(1− τn)(γ−γ)

d−→ Γ,
then √

n(1− τn)

log[(1− τn)/(1− τ ′n)]

(
ξ
?

τ ′n
(Y |x)

ξτ ′n(Y |x)
− 1

)
d−→ Γ.

This result applies to both the direct LAWS estimator and the indirect quantile-based
estimator under the conditions that ensure their

√
n(1− τn)−consistency. These condi-

tions again essentially amount to assuming that the structure of the model is estimated
at a rate faster than

√
n(1− τn), see Theorem 1 and Corollary 1.

The goal of the next section is to work out several examples where this condition on
the rate of estimation of the structure of the model can be satisfied. In each example,
we explain our estimation method, and show how this yields consistent estimators of
extreme conditional expectiles whose asymptotic behaviour we can obtain, using the
high-level results we have just developed.
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3 Applications of our theoretical results

3.1 Location-scale shift linear regression model

We concentrate here on applications of our results in the popular example of location-
scale shift linear regression model, which we recall below.

Model (M1) The random pair (X, Y ) is such that Y = α + β>X + (1 + θ>X)ε.
Here the random covariate X is independent of the centred noise variable ε, and has a
density function fX on Rd whose support is a compact set K such that 1 + θ>x > 0
for x ∈ K.

Model (M1) features heteroscedasticity. It is well-known that in this model, traditional
methods such as ordinary least squares are consistent but inefficient. A particular
concern in our case is also to find accurate estimators of the heteroscedasticity parameter
θ; indeed,

ξτn(Y |x) = α + β>x+ (1 + θ>x)ξτn(ε) with ξτn(ε)→∞ as n→∞,

so that, when n is large, even a moderately large error in the estimation of θ can result
in a substantial error in the estimation of the extreme conditional expectile ξτn(Y |x).
We suggest the two-stage following procedure to estimate α, β and θ, based on n
independent data points (Xi, Yi)1≤i≤n.

1. (Preliminary step) Compute the ordinary least squares estimators α̃ and β̃ of α
and β, and then the ordinary least squares estimator of θ based on the absolute
residuals Z̃i = |Yi − (α̃ + β̃>Xi)|:

(α̃, β̃) = arg min
(a,b)

n∑
i=1

(Yi − a− b>Xi)
2

and θ̃ =
ν̃

µ̃
where (µ̃, ν̃) = arg min

(c,d)

n∑
i=1

(Z̃i − c− d>Xi)
2.

2. (Weighted step) Compute the least squares estimators α̂ and β̂ of α and β,

weighted according to estimated standard deviations obtained via θ̃, and then
the weighted least squares estimator of θ based on the absolute residuals Ẑi =
|Yi − (α̂ + β̂>Xi)|:

(α̂, β̂) = arg min
(a,b)

n∑
i=1

(
Yi − a− b>Xi

1 + θ̃>Xi

)2

and θ̂ =
ν̂

µ̂
where (µ̂, ν̂) = arg min

(c,d)

n∑
i=1

(
Ẑi − c− d>Xi

1 + θ̃>Xi

)2

.

11



This procedure can be seen as a one-iteration version of a more general iterative
weighted least squares procedure, where estimates obtained at a given step are fed
back into the next iteration to update the weights, this procedure being repeated n0

times, where n0 has to be chosen. General iterative weighted least squares techniques
have been found to work well for linear models featuring replications, but their per-
formance in cases without replications is less clear (see Chen and Shao, 1993); even
in models with replications, there are standard examples where the optimal number
of iterations is simply n0 = 1 (see Inoue, 2003). Our choice of one iteration is made
because we have observed on simulation studies that iterating the procedure further
does not seem to improve the accuracy of the estimators in practice.

Once these estimates have been obtained, one can focus on the estimation of ξτn(ε). We

start by constructing the sample of (weighted) residuals ε̂
(n)
i = (Yi− (α̂+ β̂>Xi))/(1 +

θ̂>Xi). One can then estimate ξτn(ε) by the direct LAWS estimator ξ̂τn(ε) described
in Section 2.1. The weighted least squares estimators of α, β and θ are

√
n−consistent

(for the sake of completeness, we state this result as Lemma 4 in Appendix A.2). The

consistency and asymptotic normality of ξ̂τn(ε) are therefore a corollary of Theorem 1,

and this in turn yields the asymptotic behaviour of the estimators ξ̂τn(Y |x) = α̂ +

β̂>x + (1 + θ̂>x)ξ̂τn(ε) (at the intermediate level) and ξ̂?τ ′n(Y |x) = α̂ + β̂>x + (1 +

θ̂>x)
(

1−τ ′n
1−τn

)−γ
ξ̂τn(ε) (at the extreme level), where γ is a consistent estimator of γ

constructed on the residuals.

Corollary 2. Assume that the setup is that of the heteroscedastic linear model (M1).
Suppose also that there is δ > 0 such that E|ε−|2+δ < ∞, and that τn ↑ 1 is such that
n(1− τn)→∞.

(i) Assume here that ε satisfies condition C1(γ) with 0 < γ < 1/2. Then for any
x ∈ K, √

n(1− τn)

(
ξ̂τn(Y |x)

ξτn(Y |x)
− 1

)
d−→ N

(
0,

2γ3

1− 2γ

)
.

(ii) Assume further that ε satisfies condition C2(γ, ρ, A) with ρ < 0. Suppose also that
τn, τ

′
n ↑ 1 satisfy (2) and (3). If there is a nondegenerate limiting random variable

Γ such that
√
n(1− τn)(γ − γ)

d−→ Γ, then√
n(1− τn)

log[(1− τn)/(1− τ ′n)]

(
ξ̂?τ ′n(Y |x)

ξτ ′n(Y |x)
− 1

)
d−→ Γ.

We may similarly obtain the asymptotic normality of the indirect estimators ξ̃τn(Y |x)

and ξ̃?τ ′n(Y |x) of the intermediate and extreme expectiles ξτn(Y |x) and ξτ ′n(Y |x), defined

as ξ̃τn(Y |x) = α̂+ β̂>x+ (1 + θ̂>x)(γ−1− 1)−γ ε̂
(n)
n−bn(1−τn)c,n and ξ̃?τ ′n(Y |x) = α̂+ β̂>x+

(1 + θ̂>x)
(

1−τ ′n
1−τn

)−γ
(γ−1− 1)−γ ε̂

(n)
n−bn(1−τn)c,n. Here γ can be taken as the Hill estimator

12



of γ calculated on the residuals, the asymptotic properties of the estimators being then
obtained using Corollary 1 and Theorem 3. We omit the straightforward details for the
sake of brevity.

3.2 Heteroscedastic single-index model

The linear structure of the location-scale shift linear regression model of Section 3.1 has
its limitations in practice in that it fails to model more complex regression relationships
between Y and X. A more flexible model is the heteroscedastic single-index model we
recall below.

Model (M2) The random pair (X, Y ) is such that Y = g
(
β>X

)
+ σ

(
β>X

)
ε.

Here g and σ > 0 are measurable functions. The random covariate X is independent of
the noise variable ε, and has a density function fX on Rd whose support is a compact
and convex set K with nonempty interior Ko. Besides, the variable ε is centred and
such that E|ε| = 1.

For identifiability purposes, we will assume that g is continuously differentiable, ‖β‖ = 1
(where ‖ · ‖ denotes the Euclidean norm) and that the first non-zero component of β is
positive. This guarantees that β is identifiable. Other sets of identifiability conditions
are possible, see e.g. Horowitz (2009). In this regression model, the conditional mean
E(Y |X) = g

(
β>X

)
and variance Var(Y |X) = Var(ε)σ2

(
β>X

)
have the same single-

index structure. There are variants of this model where the direction of projection
in σ is a vector θ possibly different from β (see e.g. Zhu et al., 2013). In practice,
model (M2) is already very flexible, and for the sake of simplicity we therefore ignore
this more general case.

In model (M2), ξτn(Y |x) = g
(
β>x

)
+ σ

(
β>x

)
ξτn(ε). To estimate extreme conditional

expectiles of Y , we shall estimate the direction β, then the functions g and σ, and
finally the extreme unconditional expectile ξτn(ε) of the error ε. There are numerous
estimators (see e.g. Chapter 2 of Horowitz, 2009) which make it possible to estimate β

at the rate
√
n. We thus assume that such an estimator β̂ has been constructed, i.e.√

n(β̂ − β) = OP(1). It remains to find estimators of the functions g and σ. We do so
nonparametrically, and we start by estimating g with

ĝhn,tn(z) =
n∑
i=1

Yi1{|Yi| ≤ tn}L

(
z − β̂>Xi

hn

)/
n∑
i=1

L

(
z − β̂>Xi

hn

)
.

Here L is a probability density function on R, hn → 0 is a bandwidth sequence and
tn → ∞ is a positive truncating sequence. This estimator is inspired by an esti-
mator considered by Härdle and Stoker (1989), with the addition of a truncating se-
quence to help deal with the heavy tail of the errors. To estimate the function σ, we
note that, analogously to what we observed in the location-scale shift linear regres-
sion model (M1), σ

(
β>X

)
is in fact the conditional first moment of

∣∣Y − g (β>X)∣∣.
13



Again, we do not have access to the true values of β or g, so we introduce the ab-

solute residuals Ẑi,hn,tn =
∣∣∣Yi − ĝhn,tn (β̂>Xi

)∣∣∣ and consider the following (truncated)

Nadaraya-Watson type estimator of σ:

σ̂hn,tn(z) =
n∑
i=1

Ẑi,hn,tn1
{
Ẑi,hn,tn ≤ tn

}
L

(
z − β̂>Xi

hn

)/
n∑
i=1

L

(
z − β̂>Xi

hn

)
.

In Proposition 2 (see Appendix A.2) we show that, under conditions tailored to our
framework, both of these estimators converge uniformly on any compact subset K0 of
the interior of the support of X at the rate n2/5/

√
log n. Similar results, mostly on

the estimation of the link function g, are available in the literature; see for example
Kuchibhotla and Patra (2020) for an estimator based on smoothing splines, as well as
references therein.

The residuals are then ε̂
(n)
i = (Yi− ĝhn,tn(β̂>Xi))/σ̂hn,tn(β̂>Xi). Translated in terms of

these residuals, Proposition 2 reads

n2/5

√
log n

max
1≤i≤n

|ε̂(n)i − εi|
1 + |εi|

1{Xi ∈ K0} = OP(1)

for any compact subset K0 of the interior of the support of X. The restriction to
such a compact subset K0 makes sense since it is well-known that kernel regression
estimators strongly suffer from boundary effects (see, among others in the very large
literature on the subject, Kyung-Joon and Schucany, 1998). This restriction is not
important in practice for inference about the single-index model (M2), since one would
in any case only trust the estimates of g and σ on a sub-domain of the support where
sufficiently many observations fromX have been recorded. It implies, however, that the
residuals ε̂

(n)
i that can be used for the estimation of the high conditional expectile are

those for which Xi ∈ K0. More precisely, let ε̂
(n)
1,K0

, . . . , ε̂
(n)
N,K0

be those residuals whose
corresponding covariate vectors Xi ∈ K0 and N = N(K0, n) =

∑n
i=1 1{Xi ∈ K0} be

their number. Define

ξ̂τN (ε) = arg min
u∈R

1

N

N∑
i=1

ητN (ε̂
(n)
i,K0
− u),

with τN = τm on the event N = m > 0. This finally yields the intermediate conditional
expectile estimator ξ̂τN (Y |x) = ĝhn,tn(β̂>x) + σ̂hn,tn(β̂>x)ξ̂τN (ε). Extrapolating the in-
termediate conditional expectile estimator to an extreme level then suggests the extreme

conditional expectile estimator ξ̂?τ ′N
(Y |x) = ĝhn,tn(β̂>x) + σ̂hn,tn(β̂>x)

(
1−τ ′N
1−τN

)−γ
ξ̂τN (ε).

Again, the estimator γ is typically calculated using high order statistics of the residuals
ε̂
(n)
i , and to guarantee that these approximate the true unobservable noise variables

εi reasonably well, we restrict ourselves to using the residuals ε̂
(n)
1,K0

, . . . , ε̂
(n)
N,K0

whose
corresponding covariate vectors Xi ∈ K0. The next result examines the asymptotic
distributions of the estimators ξ̂τN (Y |x) and ξ̂?τ ′N

(Y |x).
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Theorem 4. Assume that ε satisfies condition C1(γ) and that the conditions of Proposi-
tion 2 in Appendix A.2 hold (including 0 < γ < 1/2). Let τn = 1−n−a with a ∈ (1/5, 1),
K0 be a compact subset of K◦ such that P(X ∈ K0) > 0, and N = N(K0, n).

(i) We have, for any x ∈ K0,

√
N(1− τN)

(
ξ̂τN (Y |x)

ξτN (Y |x)
− 1

)
d−→ N

(
0,

2γ3

1− 2γ

)
.

(ii) Assume moreover that ε satisfies condition C2(γ, ρ, A) with ρ < 0. Suppose also
that τn, τ

′
n ↑ 1 satisfy (2) and (3). If there is a nondegenerate limiting random

variable Γ such that
√
N(1− τN)(γ − γ)

d−→ Γ, then for any x ∈ K0,√
N(1− τN)

log[(1− τN)/(1− τ ′N)]

(
ξ̂?τ ′N

(Y |x)

ξτ ′N (Y |x)
− 1

)
d−→ Γ.

Compared to Corollary 2 in the location-scale shift linear regression model, Theorem 4
features the additional restriction τn = 1 − n−a with a ∈ (1/5, 1). This means that
the intermediate expectile to be estimated has to be high enough so that the rate of
(semi-parametric) estimation of the structure of the model is faster than the common
rate of estimation of the corresponding intermediate expectile of the noise variable and
of the tail index γ. Another difference is that the order of the conditional expectile to be
estimated is actually random and dictated by the quantity N = N(K0, n) of covariates
Xi ∈ K0 (where the structure of the model can be estimated at the rate n2/5/

√
log n).

As such, the rates of convergence of our estimators are also random and dictated by
this available sample size N . This is in fact natural: the more data points we can use,
the further we can go in the estimation of the conditional expectiles. Let us finally
mention that, for any x ∈ K0, an analogous result is possible for an indirect extreme
conditional expectile estimator, of the form

ξ̃?τ ′N (Y |x) = ĝhn,tn(β̂>x) + σ̂hn,tn(β̂>x)

(
1− τ ′N
1− τN

)−γ
(γ−1 − 1)−γ ε̂

(n)
N,bN(1−τN )c,K0

.

Just like ξ̂?τ ′N
(Y |x), its asymptotic distribution is controlled by that of γ. We omit the

details.

3.3 Autoregressive time series models

In addition to their good axiomatic and statistical properties, it was noted by Bellini
and Di Bernardino (2017) that expectiles can, in financial contexts, be interpreted in
terms of the gain-loss ratio: an expectile defines the amount of money that should be
added to a financial position in order to have a prespecified, sufficiently high gain-loss
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ratio (calculated in terms of the order τ). The gain-loss ratio is a popular performance
measure in portfolio management and is well-known in the literature on no good deal
valuation in incomplete markets (see Bellini and Di Bernardino, 2017 and references
therein). Financial applications typically require working with stationary but depen-
dent time series data. We present here, in two such time series contexts, applications
of our results to the dynamic prediction of extreme expectiles given past observations.

3.3.1 The AR(p) model

Let us start by describing what the implications of our results are in the classical
autoregressive AR(p) model.

Model (M3) The time series (Yt) satisfies Yt =
∑p

j=1 φjYt−j + εt where φ1, . . . , φp ∈
R are unknown coefficients. It is assumed that the process (Yt) is causal, i.e. the
polynomial P (z) = 1−

∑p
j=1 φjz

j has no root inside the unit disk of the complex plane.
Suppose also that (εt) is an independent sequence of centred and square-integrable
copies of an innovation variable ε with balanced tails, in the sense that P(ε > x)/P(|ε| >
x)→ p ∈ (0, 1] as x→∞.

In model (M3) it is known, for instance following the discussion in Section 3.1 of Brock-
well and Davis (1991), that (Yt) is a stationary random process that can be represented
as a linear time series. A conditional expectile of Y here therefore means an expectile
of the present observation given p past values, which can be formalised as

ξτn(Y0 | y−1, . . . , y−p) =

p∑
j=1

φjy−j + ξτn(ε)

where y−1, . . . , y−p ∈ R represent the p lagged conditioning values. In this context,
the problem of extreme conditional expectile estimation can thus be seen as a simple
version of dynamic extreme expectile estimation, not to be confused with the altogether
different problem of estimating extreme expectile of the marginal distribution of the
time series (Yt).

To estimate the coefficients φj so as to be able to filter the time series (Yt) and then
estimate ξτn(ε), a wealth of methods are available, such as the Yule-Walker estimator,
the maximum likelihood estimator assuming a Gaussian model, and a version of the
least squares estimator. All these estimators are

√
n−asymptotically normal, see Theo-

rem 8.1.1 and Theorem 10.8.2 in Brockwell and Davis (1991). For the sake of simplicity,
and to present a unified result, we then assume that the coefficients φ1, . . . , φp ∈ R are

estimated by φ̂1,n, . . . , φ̂p,n such that for any j ∈ {1, . . . , p}, φ̂j,n = φj + OP(n−1/2). This

allows one to construct the residuals ε̂
(n)
t = Yt −

∑p
j=1 φ̂j,nYt−j, for p + 1 ≤ t ≤ n. We
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have the following result on the estimators

ξ̂τn(Y0 | y−1, . . . , y−p) =

p∑
j=1

φ̂j,ny−j + ξ̂τn(ε) (τn intermediate)

and ξ̂?τ ′n(Y0 | y−1, . . . , y−p) =

p∑
j=1

φ̂j,ny−j +

(
1− τ ′n
1− τn

)−γ
ξ̂τn(ε) (τ ′n extreme)

where ξ̂τn(ε) is the direct LAWS estimator of ξτn(ε) based on the residuals and γ is a

consistent estimator of γ, both constructed on the residuals ε̂
(n)
t , for p+ 1 ≤ t ≤ n.

Corollary 3. Assume that the setup is that of the autoregressive model (M3). Suppose
also that there is δ > 0 such that E|ε−|2+δ <∞, and that τn ↑ 1 is such that n(1−τn)→
∞.

(i) Assume that ε satisfies condition C1(γ) with 0 < γ < 1/2, and that n2γ+δ(1−τn)→
0 for some δ > 0. Then for any y−1, . . . , y−p ∈ R,

√
n(1− τn)

(
ξ̂τn(Y0 | y−1, . . . , y−p)
ξτn(Y0 | y−1, . . . , y−p)

− 1

)
d−→ N

(
0,

2γ3

1− 2γ

)
.

(ii) Assume further that ε satisfies condition C2(γ, ρ, A) with ρ < 0. Suppose also that
τn, τ

′
n ↑ 1 satisfy (2) and (3). If there is a nondegenerate limiting random variable

Γ such that
√
n(1− τn)(γ − γ)

d−→ Γ, then√
n(1− τn)

log[(1− τn)/(1− τ ′n)]

(
ξ̂?τ ′n(Y0 | y−1, . . . , y−p)
ξτ ′n(Y0 | y−1, . . . , y−p)

− 1

)
d−→ Γ.

Linear autoregressive models such as the AR(p) are simple and widely applicable, but
well-known for failing to replicate the time-varying volatility and volatility clustering
typically displayed by financial time series. Our next focus is on the class of ARCH
models introduced by Engle (1982), which is arguably the simplest and best-known
class of heteroscedastic time series models.

3.3.2 The ARCH(p) model

We focus here on the general formulation of the ARCH model with p lags.

Model (M4) The time series (Yt) satisfies Yt = σtεt, with σt =
√
α +

∑p
j=1 βjY

2
t−j,

where α, β1, . . . , βp > 0 are unknown coefficients and (εt) is an independent sequence
of copies of a centred innovation variable ε such that E(ε2) = 1 and P(ε2 = 1) < 1.
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Suppose also that the sequence of matrices

At =


β1ε

2
t · · · · · · · · · βpε

2
t

1 0 · · · · · · 0
0 1 · · · · · · 0
...

. . . . . . . . .
...

0 · · · · · · 1 0


has a negative top Lyapunov exponent, in the sense that limt→∞ t

−1E(log ‖AtAt−1 · · ·A1‖) <
0 (where ‖ · ‖ is an arbitrary matrix norm).

The conditions on the Lyapunov exponent of (At) are necessary and sufficient for the
existence of a (strictly) stationary ARCH(p) sequence. This solution is in fact also
nonanticipative, in the sense that Yt is measurable with respect to the past σ−field
generated by {εs, s ≤ t}, and ergodic. We refer here to Section 2.2 of Francq and
Zaköıan (2010). The condition P(ε2 = 1) < 1 ensures identifiability of the parameters.

Noting that Y 2
t = α+

∑p
j=1 βjY

2
t−j + ut, with ut = σ2

t (ε
2
t − 1), we find that Y 2

t satisfies
an AR(p)-type model. A sensible method for the estimation of the unknown coefficients
α, β1, . . . , βp is then to use a weighted least squares estimator in the spirit of the esti-
mator used in Section 3.1 for the estimation of the location-scale shift linear regression
model:

(α̂n, β̂1,n, . . . , β̂p,n) = arg min
(a,b1,...,bp)

n∑
t=p+1

(
Y 2
t − a− b1Y 2

t−1 − · · · − bpY 2
t−p

α̃n + β̃1,nY 2
t−1 + · · ·+ β̃p,nY 2

t−p

)2

where (α̃n, β̃1,n, . . . , β̃p,n) = arg min
(a,b1,...,bp)

n∑
t=p+1

(Y 2
t − a− b1Y 2

t−1 − · · · − bpY 2
t−p)

2.

It is shown in, among others, Theorem 6.3 p.132 of Francq and Zaköıan (2010) that the

estimator (α̂n, β̂1,n, . . . , β̂p,n) is
√
n−asymptotically normal if E(ε4) <∞. A constrained

version of the estimator forcing the estimated parameters to be strictly positive with
probability 1 is possible (see for instance Section 6.3 in Francq and Zaköıan, 2010), but
we shall not pursue this here for the sake of simplicity. Constructing the residuals as
ε̂
(n)
t = Yt/(α̂n +

∑p
j=1 β̂j,nY

2
t−j)

1/2, for p+ 1 ≤ t ≤ n, we now find estimators of extreme
conditional expectiles of Y0 given p past values y−1, . . . , y−p as

ξ̂τn(Y0 | y−1, . . . , y−p) =

(
α̂n +

p∑
j=1

β̂j,nY
2
t−j

)1/2

ξ̂τn(ε) (τn intermediate)

and ξ̂?τ ′n(Y0 | y−1, . . . , y−p) =

(
α̂n +

p∑
j=1

β̂j,nY
2
t−j

)1/2

×
(

1− τ ′n
1− τn

)−γ
ξ̂τn(ε) (τ ′n extreme)

where ξ̂τn(ε) is the direct LAWS estimator of ξτn(ε) based on residuals and γ is a

consistent estimator of γ, both constructed on the residuals ε̂
(n)
t .
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Corollary 4. Assume that the setup is that of the autoregressive conditional het-
eroscedastic model (M4). Suppose also that E|ε−|4 < ∞, and that τn ↑ 1 is such
that n(1− τn)→∞.

(i) Assume that ε satisfies condition C1(γ) with 0 < γ < 1/4. Then for any y−1, . . . , y−p ∈
R, √

n(1− τn)

(
ξ̂τn(Y0 | y−1, . . . , y−p)
ξτn(Y0 | y−1, . . . , y−p)

− 1

)
d−→ N

(
0,

2γ3

1− 2γ

)
.

(ii) Assume further that ε satisfies condition C2(γ, ρ, A) with ρ < 0. Suppose also that
τn, τ

′
n ↑ 1 satisfy (2) and (3). If there is a nondegenerate limiting random variable

Γ such that
√
n(1− τn)(γ − γ)

d−→ Γ, then√
n(1− τn)

log[(1− τn)/(1− τ ′n)]

(
ξ̂?τ ′n(Y0 | y−1, . . . , y−p)
ξτ ′n(Y0 | y−1, . . . , y−p)

− 1

)
d−→ Γ.

4 Finite-sample study

In this section, we showcase our estimators both on simulated and real data. Sections 4.1
and 4.2 contain simulation studies, first in the case of regression models in the spirit
of those of Sections 3.1 and 3.2, and then in the time series contexts examined in
Section 3.3. Sections 4.3 and 4.4 apply our methods to, respectively, a set of insurance
data and a financial time series. Throughout this section, and in order to improve
finite-sample results, the direct and indirect versions of our estimators ξ̂?τ ′n and ξ̃?τ ′n and
the Hill estimator γ̂k feature a bias reduction method inspired by results of Gomes et
al. (2016) and Daouia et al. (2018), and are thus denoted by ξ̂?,RB

τ ′n
, ξ̃?,RB

τ ′n
and γ̂RB

k . To
save space, we only give a general idea of our setup and present the main conclusions
we can draw from the simulation studies and data analyses; full implementation details
and numerical results can be found in Appendix C.

4.1 Simulation study: linear and single-index models

We simulate here N = 500 replications of data sets made of n = 1,000 observations
(Xi, Yi), 1 ≤ i ≤ n, with X ∈ R4. We simulate from two different models describing
the relationship between Y and X:

(G1) Y = 1 + β>X +

(
1

2
+ β>X

)
ε,

(G2) Y = 1 + exp
(
β>X − 2

)
+

(
3

2
+ exp

(
β>X − 2

))
ε.
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Model (G1) is a location-scale shift linear regression model, while model (G2) is a
heteroscedastic single-index model. In both cases, the coefficient vector β = (1, 1, 1, 1)
and ε is a noise variable, independent of X, having a normalised symmetric Burr
distribution with tail index γ ∈ {0.1, 0.2, 0.3, 0.4} and second-order parameter ρ = −1.

Our aim is to estimate extreme expectiles ξτn(Y |x), in both of these models. We com-
pare the performances of several procedures, constructed using the following strategies:

(S1) Estimate directly ξτn(Y |x) by the unconditional estimator ξτn(Y ) using the direct
LAWS estimator of Daouia et al. (2018).

(S2) We assume that Y is linked toX by the linear heteroscedastic model of Section 3.1
and use the strategy outlined there (with the direct estimator only).

(S3) We assume that Y is linked to X by the heteroscedastic single index model of
Section 3.2 and use the strategy outlined there with the direct estimator.

(S4) Identical to (S3), but the indirect estimator is used instead.

We also compare these procedures with the following two benchmarks:

(B1) We assume that Y is linked to X by a homoscedastic single index model with
β known and equal to (1, 1, 1, 1). The extreme expectile is estimated using the
direct estimator.

(B2) Identical to (S3) above, although β is assumed to be known and equal to (1, 1, 1, 1).

In each of these procedures, the intermediate expectile level used in the tail index and
extreme expectile estimators is fixed at 0.9, corresponding to kn = n(1 − τn) = 100.
We estimate extreme conditional expectiles at multiple orders, each larger than τn, and
compare our estimators in terms of relative Root Mean Squared Error. These errors
are given in Tables C.1 and C.2 in Appendix C.1.

It may be seen that in model (M1), which is exactly linear, method (S2) is clearly the
best and very close to the benchmark (B2), and single-index based methods (S3) and
(S4) perform fairly well. In model (M2), methods (S3) and (S4) are the best, with a
slight advantage for the direct estimator used in method (S3), although method (M2)
remains surprisingly competitive even though its performance markedly deteriorates
when the tail of the noise variable gets heavier, since then incorrectly estimating the
heteroscedasticity factor becomes more aproblematic. Methods (S2), (S3) and (S4)
clearly outperform the naive method (S1) in every tested setup. Note also that not
accounting for heteroscedasticity is very detrimental to the finite-sample performance
of the estimator, as benchmark (B1) shows (despite the unrealistic advantage of a
correct pre-specification of the direction β).
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4.2 Simulation study: autoregressive time series models

In this section, we simulate N = 1,000 time series (Y0, . . . , Yn) of size n + 1 = 1,001.
We consider two time series models:

(T1) An AR(1) model Yt = φYt−1 + εt.

(T2) An ARCH(1) model Yt =
√
α + βY 2

t−1 εt.

In both models, the series εt is an independent sequence of innovations having a symmet-
ric Burr distribution with tail index γ ∈ {0.1, 0.2, 0.3, 0.4} and second-order parameter
ρ = −1.

In each sample (Y
(j)
0 , . . . , Y

(j)
n ), the aim is to estimate a one-step ahead extreme ex-

pectile on observation time n; letting Y
(j)
n = y(j), this translates, by stationarity, into

estimating an extreme expectile ξτ ′n(Y0 |Y−1 = y(j)). Following the methodology intro-
duced in Section 3.3, we estimate model coefficients using a least squares estimator,
and we then compute the N direct and indirect conditional expectile estimates at
level τ ′n = 1 − 5/n = 0.995. In order to quantify the accuracy of these estimators,
we calculate their relative Root Mean Squared Error (RMSE). In the AR(1) model,
we take φ ∈ {0.1, 0.3, 0.5}; in the ARCH(1) model, we fix either α = 1/2 and take
β ∈ {0.1, 0.3, 0.5}, or we fix β = 0.5 and take α ∈ {0.1, 0.3, 0.5}.
The obtained RMSE are given in Tables C.3 and C.4 in Appendix C. It can be seen there
that, in the AR(1) model, the RMSE tends to increase with φ, that is, when the data
(Yt) get more dependent. In the ARCH(1) model, there is (perhaps unsurprisingly)
no dependence on α, but the dependence on β is less clear. In both models, the
performance of the estimators decreases as the tail of the noise variable gets heavier,
and the indirect estimator has an advantage over the direct estimator.

4.3 Real data analysis: vehicle insurance data

We consider here the “Vehicle Insurance Customer Data” (available at https://www.

kaggle.com/ranja7/vehicle-insurance-customer-data and upon request with the
authors), made of n = 9,134 total (in the sense of cumulative over the duration of the
contract) claim amounts Y of insurance policyholders according to their lifetime value
X1 (in USD), income X2 (in USD), number X3 of months since last claim and number
X4 of months since policy inception. Our aim is to estimate an expectile ξτ ′n(Y |x). We
propose to follow the methodology of Section 3.2 and use the heteroscedastic single-
index model in conjunction with kernel regression and the direct extreme expectile
estimator. A cross-validation procedure using the R function npindexbw (from the
package np) gives a selected value of the bandwidth h∗ ≈ 0.1 (all covariates having
been standardised by their respective maxima). We also choose t∗ =∞ and with these

choices, we obtain β̂ ' (−0.923, 0.386,−0.001,−0.002), which seems to indicate that
only lifetime value X1 and income X2 appear to play a role in the prediction of Y . The
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empirical functions ĝ and σ̂ are depicted in the top left panel of Figure 1 (the kernel
function L is taken to be the Epanechnikov kernel).

Equipped with these estimates, we now estimate extreme conditional expectiles ξτ ′n(Y |x)
at levels τ ′n ∈ {1 − 5/(nh∗), 1 − 2.5/(nh∗), 1 − 1/(nh∗)} = {0.995, 0.997, 0.999}. The
top right panel of Figure 1 then shows the behaviour of the direct extreme conditional
expectile estimator for k∗ = 200 and τ ∗ = 1 − k∗/n (the right panel of Figure C.1 in
Appendix C.3 shows that the heavy-tailed assumption is indeed reasonable). It can be
seen there that the heteroscedasticity in the single-index model specification captures
the variation in the shape of the data cloud fairly well, and the extreme conditional
expectile curves give a reasonable idea of the conditional extremes of the data. The
question of interpreting the expectile curves, meanwhile, is not always straightforward
(see e.g. Chen, 2018). However, in this insurance example, the expectile ξτ ′n(Y |x)
satisfies the following gain-loss ratio criterion (see Bellini and Di Bernardino, 2017):

1− τ ′n ≈
1− τ ′n
τ ′n

=
E((Y − ξτ ′n(Y |x))1{Y > ξτ ′n(Y |x)}|X = x)

E((ξτ ′n(Y |x)− Y )1{Y < ξτ ′n(Y |x)}|X = x)

≈
E((Y − ξτ ′n(Y |x))1{Y > ξτ ′n(Y |x)}|X = x)

ξτ ′n(Y |x)− E(Y |X = x)
.

In other words, the quantity ξτ ′n(Y |x) can be thought of as the aggregate premium to
be collected over the lifetime of the contract so that, for customers having the list of
characteristics x, the ratio between average losses incurred by claims made by such
customers above that level and net average profit is approximately the small quantity
1 − τ ′n. This value ξτ ′n(Y |x) can be thus interpreted as a high safety margin for the
insurer.

4.4 Real data analysis: AUD/CHF exchange rate

We study here the daily log-returns of the AUD/CHF exchange rate from 1st March
2015 to 28th February 2019, represented in the bottom left panel of Figure 1 and
giving a sample of size n = 1,043. McKenzie (1997) has shown that ARCH models
were fitting Australian exchange rates very well, and fitted the AUD/CHF rate with
an ARCH(2) model. We therefore apply the methodology introduced in Section 3.3.2
with p = 2; the weighted least squares estimators we discussed return α̂n = 0.0000306,
β̂1,n = 0.141 and β̂2,n = 0.126. It has been suggested several times in the literature
that the good axiomatic and sample properties of expectiles can be used to estimate
quantiles (see e.g. Taylor, 2008 and Bellini and Di Bernardino, 2017). We follow
this idea here and we estimate the extreme conditional quantile qτ ′n(Yt |Yt−1, Yt−2) of
level τ ′n = 0.995 ≈ 1 − 5/n, for each t ∈ {3, . . . , n}. For that purpose, we invert

the construction of Section 2.2: from the residual-based LAWS estimator ξ̂?,RB
τ ′n

(ε), we

construct the extreme quantile estimator q̂?,RB
τ ′n

(ε) =
(
(γ̂RB
k )−1 − 1

)γ̂RB
k ξ̂?,RB

τ ′n
(ε). We fix

k∗ = 50, τn = 1− k∗/(n− p) and get estimates γ̂RB
k = 0.214 and q̂?,RB

τ ′n
(ε) = 2.54, with

22



corresponding estimates q̂?,RB
τ ′n

(Yt |Yt−1, Yt−2) represented in the bottom right panel of
Figure 1 (evidence of a heavy right tail is given on the right panel of Figure C.2 in
Appendix C.3). These estimates appear to account well for the sharp decrease in
volatility happening around March 2016. To check further that our estimates make
sense, we recall the characterisation of qτ ′n(ε) as 0.995 = τ ′n = P(ε ≤ qτ ′n(ε)) = E(1{ε ≤
qτ ′n(ε)}) and compare that with

1

n− p

n−p∑
i=1

1

{
ε̂i < q̂?,RB

τ ′n
(ε)
}
≈ 0.99520.

This is indeed very close to the expected value τ ′n = 0.995. Our estimate can be
compared with a (bias-reduced version of the) classical extrapolated estimate q̃?,RB

τ ′n
(ε)

of Weissman (1978), which is q̃?,RB
τ ′n

(ε) = 2.65. Our estimate q̂?,RB
τ ′n

(ε) = 2.54 is slightly
lower; this makes sense, as the estimated value of γ is lower than 1/4, and thus extreme
expectile-based estimates can be thought to reflect this rather light tail by producing
lower point estimates than their quantile counterparts.

5 Discussion

Expectile regression is a way of generalising regression for the mean. Consequently,
regression models provide a sensible and natural framework for the development of
extreme conditional expectile estimation methods. This is the contribution of this
paper, in regression models that can cope with a large but fixed dimension of the
explanatory covariate. We provide a general toolbox for the estimation of extreme
conditional expectiles, by showing how a simple assumption on the residuals of the
model makes it possible to obtain the convergence of estimators of extreme expectiles of
the noise variable, based on these residuals. In practice this readily yields asymptotically
normal estimators of extreme conditional expectiles, as we show in our four worked-out
examples covering some important cases of regression models. The methods appear to
work reasonably well in our applications to insurance and financial data.

In doing so, we also contribute to the broader question of how to model extremes in the
presence of a large number of covariates. The works of Wang et al. (2012), Wang and Li
(2013), He et al. (2016) and Gardes (2018) introduce dedicated modelling assumptions
on the tail conditional quantiles of Y . The general form of the model of Wang et
al. (2012) assumes that the quantile regression function x 7→ qτ (Y |x) is linear, for
τ sufficiently close to 1, with varying slope and intercept terms. This model is not
straightforward to interpret in terms of its relationship between Y and x: even in the
simpler case when the quantile regression function x 7→ qτ (Y |x) is assumed to be linear
(for any value of τ), this model is the arguably complicated linear model linking Y to
X with random coefficients (see p.808 of Chernozhukov, 2005). By comparison, our
generic model provides a straightforward way of seeing the effect X has on Y . It also
has the merit of avoiding any kind of crossing problem (unlike the method of Wang et

23



al., 2012), since the structure of the model is estimated only once. The nonparametric
model of Gardes (2018), meanwhile, rests upon the assumption that there exists a Tail
Dimension Reduction subspace, which is essentially a central subspace (see e.g. Cook
and Li, 2002) specific to the tail of Y . Estimating this subspace can therefore only be
done using the pairs (Xi, Yi) such that Yi is large. This entails a potentially substantial
loss of interpretability and modelling strength compared to when the model was actually
valid for, and estimated using, the whole sample, with its extremes inferred afterwards,
which is our approach here. Besides, the aforementioned papers focus on the case of
independent and identically distributed data (Xi, Yi); our method, meanwhile, only
assumes that the noise variables are independent and identically distributed, which
allows us to consider, in addition to classical regression models such as heteroscedastic
linear or single-index models, time series examples such as the popular AR and ARCH
models.

There are of course numerous perspectives for future work, of which we mention a few
here. We have not considered estimators of the structure of the model that would
be robust to the heavy-tailed structure of the noise. This is partly because they are
more difficult to implement than standard solutions such as weighted least squares or
Nadaraya-Watson estimators, but also because the performance of such estimators is
actually reasonably good in practice (a related point is made by Davis et al., 1992
for autoregressive model estimation). One fruitful avenue for further research will be
to investigate how alternative estimators for the structure of the model, putting less
weight on the tails but having equivalent rates of convergence, can be used within our
toolbox. It will also be important to generalise our construction to wider classes of
time series models. One would certainly want our method to be able to be used for the
analysis of GARCH models, for instance. Finally, and even though we focus here on
expectiles, the basic principle of our approach relies on the fact that the quantity to be
estimated is location equivariant and positive homogeneous. These two requirements
are satisfied by numerous other functionals, such as the wide class of coherent spectral
risk measures (Acerbi, 2002) containing the very recently introduced concept of ex-
tremiles (Daouia et al., 2019). The latter concept defines a new least squares analogue
of quantiles, represents a novel way of generalising mean regression, and has several
appealing properties. The adaptation of our general approach to the estimation of ex-
treme conditional versions of extremiles therefore constitutes an interesting perspective
for further work.
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Figure 1: Top: Vehicle Insurance Customer data, left: estimates of g and σ superim-
posed on a histogram of the β̂>Xi, right: estimates of the regression mean (red curve)
and of the estimated conditional expectile estimators at levels τ ′n = 1− 5/(nh∗) (green
curve), τ ′n = 1 − 2.5/(nh∗) (blue curve) and τ ′n = 1 − 1/(nh∗) (purple curve) in the

(β̂>x, y) plane. Bottom: AUD/CHF exchange rate data, left: daily AUD/CHF ex-
change rate from 1st March 2015 to 28th February 2019, right: daily log-returns (black
curve) and estimated conditional quantile curve (red curve) at level τ ′n = 0.995 over the
observation period.
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Supplementary Material for

Extreme conditional expectile estimation in heavy-tailed
heteroscedastic regression models

Stéphane Girard, Gilles Stupfler and Antoine Usseglio-Carleve

This supplementary material document contains the proofs of all theoretical results in the main paper,
preceded by auxiliary results and their proofs (Sections A and B). It also provides further simulation
results and complementary figures related to our data analyses (Section C).

A Appendix: auxiliary results and their proofs

A.1 Theoretical toolbox

Lemma 1 below is a result on the mean excess function of a sample of heavy-tailed random variables,
used in the proof of Theorem 1.

Lemma 1. Assume that there is δ > 0 such that E|ε−|2+δ < ∞, that ε satisfies condition C1(γ) with
0 < γ < 1/2 and τn ↑ 1 is such that n(1 − τn) → ∞. Let moreover tn → ∞ be a nonrandom sequence
such that F (tn)/(1− τn)→ c ∈ (0,∞). Then

1

ntn(1− τn)

n∑
i=1

εi1{εi > tn}
P−→ c

1− γ
.

Proof of Lemma 1. Write first

1

ntn(1− τn)

n∑
i=1

εi1{εi > tn} =
c+ o(1)

ntnF (tn)

n∑
i=1

εi1{εi > tn}.

The idea is now to split the sum on the right-hand side as follows:

1

ntnF (tn)

n∑
i=1

εi1{εi > tn} =
1

nF (tn)

n∑
i=1

1{εi > tn}+
1

ntnF (tn)

n∑
i=1

(εi − tn)1{εi > tn}.
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Straightforward expectation and variance calculations yield

E

(
1

nF (tn)

n∑
i=1

1{εi > tn}

)
= 1,

Var

(
1

nF (tn)

n∑
i=1

1{εi > tn}

)
= O

(
1

nF (tn)

)
= O

(
1

n(1− τn)

)
→ 0,

E

(
1

ntnF (tn)

n∑
i=1

(εi − tn)1{εi > tn}

)
=

1

tn

∫ ∞
tn

F (x)

F (tn)
dx→ γ

1− γ
,

and Var

(
1

ntnF (tn)

n∑
i=1

(εi − tn)1{εi > tn}

)
= O

(
1

nF (tn)

)
= O

(
1

n(1− τn)

)
→ 0.

Therefore
1

ntn(1− τn)

n∑
i=1

εi1{εi > tn}
P−→ c

(
1 +

γ

1− γ

)
=

c

1− γ

as announced.

The next auxiliary result is an extension of Theorem 1 in Daouia et al. (2018). It drops the assumption
of an independent sequence and of an increasing underlying distribution function. We note that the bias
term b(γ, ρ) of our result below is simpler than the corresponding bias term of Theorem 1 in Daouia et
al. (2018), due to the assumption of a centred noise variable.

Proposition 1. Assume that E|ε−| < ∞, and that condition C2(γ, ρ, A) holds with 0 < γ < 1. Let
τn ↑ 1 be such that n(1− τn)→∞,

√
n(1− τn)A((1− τn)−1)→ λ ∈ R and

√
n(1− τn)/qτn(ε) = O(1).

Then, if √
n(1− τn)

(
γ − γ,

qτn(ε)

qτn(ε)
− 1

)
d−→ (Γ,Θ),

we have √
n(1− τn)

(
ξ̃τn(ε)

ξτn(ε)
− 1

)
d−→ m(γ)Γ + Θ− λb(γ, ρ)

with m(γ) = (1− γ)−1 − log(γ−1 − 1) and

b(γ, ρ) =
(γ−1 − 1)−ρ

1− γ − ρ
+

(γ−1 − 1)−ρ − 1

ρ
.

Proof of Proposition 1. Note that (γ−1 − 1)−γ
P−→ (γ−1 − 1)−γ and qτn(ε)/qτn(ε) − 1

P−→ 0, so that
linearising leads to

ξ̃τn(ε)

ξτn(ε)
− 1 =

(
(γ−1 − 1)−γ

(γ−1 − 1)−γ
− 1

)
+

(
qτn(ε)

qτn(ε)
− 1

)
(1 + oP(1))

+

(
(γ−1 − 1)−γqτn(ε)

ξτn(ε)
− 1

)
(1 + oP(1)).
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To control the bias term, use Proposition 1 in Daouia et al. (2020), of which a consequence is, for the
centred variable ε,√

n(1− τn)

(
(γ−1 − 1)−γqτn(ε)

ξτn(ε)
− 1

)
→ −λ

[
(γ−1 − 1)−ρ

1− γ − ρ
+

(γ−1 − 1)−ρ − 1

ρ

]
= −λb(γ, ρ).

Reporting this in (4) and using the delta-method, we obtain

√
n(1− τn)

(
ξ̃τn(ε)

ξτn(ε)
− 1

)
d−→ m(γ)Γ + Θ− λb(γ, ρ).

This is precisely the required result.

The following rearrangement lemma is an extension of Lemma 1 in Gardes and Stupfler (2014), which
we use in the proof of Lemma 3 below.

Lemma 2. Let n ≥ 2 and (a1, . . . , an) and (b1, . . . , bn) be two n−tuples of real numbers such that for
all i ∈ {1, . . . , n}, ai ≤ bi. Then for all i ∈ {1, . . . , n}, ai,n ≤ bi,n.

Proof of Lemma 2. See the proof of Lemma 1 in Gardes and Stupfler (2014), which, although the orig-
inal result was stated for n−tuples featuring no ties, carries over to this more general case with no
modification.

The following lemma is the key to the proof of Theorem 2. In our context, it will be used to give an
approximation of the tail empirical quantile process of the errors by the tail empirical quantile process
of the residuals.

Lemma 3. Let k = k(n) → ∞ be a sequence of integers with k/n → 0. Assume that ε has an infinite
right endpoint. Suppose further that the εi are independent copies of ε and that the array of random
variables ε̂

(n)
i , 1 ≤ i ≤ n, satisfies

∀i ∈ {1, . . . , n}, |ε̂(n)i − εi| ≤ Rn,i(1 + |εi|) where max
1≤i≤n

Rn,i
P−→ 0.

Then we have both

sup
0<s≤1

∣∣∣∣∣ ε̂
(n)
n−bksc,n

εn−bksc,n
− 1

∣∣∣∣∣ = OP

(
max
1≤i≤n

Rn,i

)
and sup

0<s≤1

∣∣∣∣∣log

(
ε̂
(n)
n−bksc,n

εn−bksc,n

)∣∣∣∣∣ = OP

(
max
1≤i≤n

Rn,i

)
.

Proof of Lemma 3. Define Rn = max1≤i≤nRn,i. Clearly:

∀i ∈ {1, . . . , n}, εi −Rn(1 + |εi|) =: ξi ≤ ε̂
(n)
i ≤ ζi := εi +Rn(1 + |εi|).

It then follows from Lemma 2 that

∀i ∈ {1, . . . , n}, ξi,n ≤ ε̂
(n)
i,n ≤ ζi,n.
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Note that for any r ∈ (−1, 1), the function x 7→ x + r(1 + |x|) is increasing. Therefore, on the event
{Rn ≤ 1/4}, whose probability gets arbitrarily high as n increases, we have:

∀i ∈ {1, . . . , n}, εi,n −Rn(1 + |εi,n|) = ξi,n ≤ ε̂
(n)
i,n ≤ ζi,n = εi,n +Rn(1 + |εi,n|).

Now, by Lemma 3.2.1 in de Haan and Ferreira (2006) together with the equality ε
d
= U(Z) where Z has a

unit Pareto distribution, we get εn−k,n → +∞ almost surely. On the event An := {Rn ≤ 1/4}∩{εn−k,n ≥
1}, which likewise has probability arbitrarily large, we obtain

∀i ≥ n− k, (1−Rn)εi,n −Rn ≤ ε̂
(n)
i,n ≤ (1 +Rn)εi,n +Rn.

In other words, on An,

∀s ∈ (0, 1], −2Rn ≤ −Rn

(
1 +

1

εn−bksc,n

)
≤
ε̂
(n)
n−bksc,n

εn−bksc,n
− 1 ≤ Rn

(
1 +

1

εn−bksc,n

)
≤ 2Rn.

This shows that

sup
0<s≤1

∣∣∣∣∣ ε̂
(n)
n−bksc,n

εn−bksc,n
− 1

∣∣∣∣∣ = OP(Rn).

Note further that, on An,

∀s ∈ (0, 1], log(1− 2Rn) ≤ log

(
ε̂
(n)
n−bksc,n

εn−bksc,n

)
≤ log(1 + 2Rn).

Since log(1 + x) ≤ x and log(1− x) ≥ −2x for all x ∈ [0, 1/2], this yields, on An,

∀s ∈ (0, 1],

∣∣∣∣∣log

(
ε̂
(n)
n−bksc,n

εn−bksc,n

)∣∣∣∣∣ ≤ 4Rn.

As a consequence,

sup
0<s≤1

∣∣∣∣∣log

(
ε̂
(n)
n−bksc,n

εn−bksc,n

)∣∣∣∣∣ = OP(Rn).

This concludes the proof.

A.2 Worked-out examples

Lemma 4 gives the rate of convergence of the weighted least squares estimators in model (M1). Here
and throughout all OP(1) statements are meant componentwise.

Lemma 4. Assume that (Xi, Yi) are independent random pairs generated from model (M1). Suppose
further that E(ε2) <∞. Then we have

√
n(α̂− α) = OP(1),

√
n(β̂ − β) = OP(1) and

√
n(θ̂ − θ) = OP(1).
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Proof of Lemma 4. We introduce the notation

X =

 1 X>1
...

...
1 X>n

 , Y =

 Y1
...
Yn

 and Ω = diag([1 + θ>X1]
2, . . . , [1 + θ>Xn]2).

A preliminary step is to remark that for any a = (a0, a1, . . . , ad)
> ∈ Rd+1,

a>X>Xa =
n∑
i=1

[a0 + (a1, . . . , ad)Xi]
2 > 0

and a>X>Ω−1Xa =
n∑
i=1

[
1 + θ>Xi

]−2
[a0 + (a1, . . . , ad)Xi]

2 > 0

with probability 1, becauseX has a continuous distribution (and as such, does not put mass on affine hy-
perplanes of Rd). The symmetric matrices X>X and X>Ω−1X therefore have full rank with probability
1. Since, by the law of large numbers,

1

n

[
X>X

]
i+1,j+1

P−→ E (XiXj) and
1

n

[
X>Ω−1X

]
i+1,j+1

P−→ E
([

1 + θ>X
]−2

XiXj

)
(where X0 = 1 for notational convenience), the same argument shows that X>X/n and X>Ω−1X/n
converge in probability to symmetric positive definite matrices, Σ1 and Σ2 say.

Our first step is to show that the preliminary estimators α̃, β̃ and θ̃ are
√
n−consistent. Rewrite

model (M1) for the available data as

Y = X

(
α
β

)
+

[
X

(
1
θ

)]
◦ ε,

where ε> = (ε1, . . . , εn) and ◦ denotes the Hadamard (entrywise) product of matrices. By standard
least squares theory, (

α̃

β̃

)
=
(
X>X

)−1
X>Y .

A direct calculation then yields( √
n(α̃− α)√
n(β̃ − β)

)
= n

(
X>X

)−1 × 1√
n
X>

{[
X

(
1
θ

)]
◦ ε
}

= n
(
X>X

)−1 ×


n−1/2
∑n

i=1

[
1 + θ>Xi

]
εi

n−1/2
∑n

i=1

[
1 + θ>Xi

]
Xi1εi

...
n−1/2

∑n
i=1

[
1 + θ>Xi

]
Xidεi

 .
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Set for notational convenienceXi0 = 1. Since, for anym ∈ {0, 1 . . . , d}, the random variables
[
1 + θ>Xi

]
Ximεi,

1 ≤ i ≤ n, are independent, centred and square-integrable, the standard multivariate central limit the-

orem combined with the convergence n
(
X>X

)−1 P−→ Σ−11 yields

√
n(α̃− α) = OP(1) and

√
n(β̃ − β) = OP(1). (4)

We then prove that
√
n(θ̃ − θ) = OP(1). Recalling that

θ̃ =
ν̃

µ̃
and θ =

ν

µ

where µ = E|ε| > 0 and ν = µθ, it is enough to show that
√
n(µ̃−µ) = OP(1) and

√
n(ν̃ −ν) = OP(1).

Defining

Z =

 |Y1 − (α + β>X1)|
...

|Yn − (α + β>Xn)|

 = X

(
µ
ν

)
+

[
X

(
1
θ

)]
◦ e,

where e> = (|ε1| − E|ε|, . . . , |εn| − E|ε|), and defining then Z̃ in the obvious way, we have(
µ̃
ν̃

)
=
(
X>X

)−1
X>Z̃.

We therefore obtain( √
n(µ̃− µ)√
n(ν̃ − ν)

)
= n

(
X>X

)−1 × 1√
n
X>

{[
X

(
1
θ

)]
◦ e
}

+ n
(
X>X

)−1 ×X>
(

1√
n

[
Z̃ −Z

])
. (5)

Since e = |ε| − E|ε| is independent of X and has a finite variance, repeating the proof of (4) gives

n
(
X>X

)−1 × 1√
n
X>

{[
X

(
1
θ

)]
◦ e
}

= OP(1). (6)

Furthermore,

X>
(

1√
n

[
Z̃ −Z

])
=


n−1/2

∑n
i=1

[
Z̃i − Zi

]
n−1/2

∑n
i=1Xi1

[
Z̃i − Zi

]
...

n−1/2
∑n

i=1Xid

[
Z̃i − Zi

]

 .

Recalling that X lies in a compact set, we find that for any m ∈ {0, 1, . . . , d},∣∣∣∣∣n−1/2
n∑
i=1

Xim

[
Z̃i − Zi

]∣∣∣∣∣ = OP

(√
n max

1≤i≤n
|(α̃− α) + (β̃ − β)>Xi|

)
= OP(1)
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by (4). Combining this with (5), (6) and the convergence n
(
X>X

)−1 P−→ Σ−11 , we get indeed
√
n(µ̃−

µ) = OP(1) and
√
n(ν̃ − ν) = OP(1) and thus

√
n(θ̃ − θ) = OP(1). (7)

We are now ready to prove the convergence of the weighted estimators α̂, β̂ and θ̂. By standard weighted
least squares theory, (

α̂

β̂

)
=
(
X>Ω̃−1X

)−1
X>Ω̃−1Y .

It follows that ( √
n(α̂− α)√
n(β̂ − β)

)
= n

(
X>Ω̃−1X

)−1
× 1√

n
X>Ω̃−1

{[
X

(
1
θ

)]
◦ ε
}

(8)

where Ω̃ is obtained from Ω in the obvious manner. Note that for any i, j ∈ {0, . . . , d},

1

n

[
X>Ω−1X

]
i+1,j+1

=
1

n

n∑
k=1

XkiXkj[
1 + θ>Xk

]2 and
1

n

[
X>Ω̃−1X

]
i+1,j+1

=
1

n

n∑
k=1

XkiXkj[
1 + θ̃>Xk

]2 .
Recalling once again that X lies in a compact set, that 1 + θ>X is bounded from below by a positive
constant, and (7), we find, by the law of large numbers,

1

n

[
X>Ω̃−1X

]
− 1

n

[
X>Ω−1X

]
P−→ 0 and thus n

(
X>Ω̃−1X

)−1 P−→ Σ−12 . (9)

Besides, for any m ∈ {0, 1, . . . , d},[
1√
n
X>Ω̃−1

{[
X

(
1
θ

)]
◦ ε
}
− 1√

n
X>Ω−1

{[
X

(
1
θ

)]
◦ ε
}]

m+1

=
1√
n

n∑
i=1

[
1 + θ>Xi

]
Ximεi

 1[
1 + θ̃>Xi

]2 − 1[
1 + θ>Xi

]2


= −
√
n
(
θ̃ − θ

)> 1

n

n∑
i=1

Ximεi
2 + θ>Xi + θ̃>Xi[

1 + θ̃>Xi

]2[
1 + θ>Xi

]Xi

 .

Using again the properties of X and (7), some straightforward algebra yields that

Rn :=
√
n max

1≤i≤n

∣∣∣∣∣∣∣
2 + θ>Xi + θ̃>Xi[

1 + θ̃>Xi

]2 − 2

1 + θ>Xi

∣∣∣∣∣∣∣ = OP(1).
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Conclude that [
1√
n
X>Ω̃−1

{[
X

(
1
θ

)]
◦ ε
}
− 1√

n
X>Ω−1

{[
X

(
1
θ

)]
◦ ε
}]

m+1

= −2
√
n
(
θ̃ − θ

)>{ 1

n

n∑
i=1

Ximεi

[
2

[1 + θ>Xi]
2 + OP

(
Rn√
n

)]
Xi

}
.

Since ε is centred and independent of X, we may combine the properties of X and (7) with the law of
large numbers to get

1√
n
X>Ω̃−1

{[
X

(
1
θ

)]
◦ ε
}
− 1√

n
X>Ω−1

{[
X

(
1
θ

)]
◦ ε
}

= oP(1). (10)

Now clearly [
1√
n
X>Ω−1

{[
X

(
1
θ

)]
◦ ε
}]

m+1

=
1√
n

n∑
i=1

Xim

1 + θ>Xi

εi

so that, by the standard multivariate central limit theorem,

1√
n
X>Ω−1

{[
X

(
1
θ

)]
◦ ε
}

= OP(1). (11)

Combining (8), (9), (10) and (11) results in
√
n(α̂− α) = OP(1) and

√
n(β̂ − β) = OP(1).

We complete the proof by showing that
√
n(θ̂−θ) = OP(1). It is again enough to show that

√
n(µ̂−µ) =

OP(1) and
√
n(ν̂ − ν) = OP(1). Write( √

n(µ̂− µ)√
n(ν̂ − ν)

)
= n

(
X>Ω̃−1X

)−1
× 1√

n
X>Ω̃−1

{[
X

(
1
θ

)]
◦ e
}

+ n
(
X>Ω̃−1X

)−1
×X>Ω̃−1

(
1√
n

[
Ẑ −Z

])
.

Furthermore,

X>Ω̃−1
(

1√
n

[
Ẑ −Z

])
=


n−1/2

∑n
i=1

[
1 + θ̃>Xi

]−2 [
Ẑi − Zi

]
n−1/2

∑n
i=1Xi1

[
1 + θ̃>Xi

]−2 [
Ẑi − Zi

]
...

n−1/2
∑n

i=1Xid

[
1 + θ̃>Xi

]−2 [
Ẑi − Zi

]


.

Recalling the properties of X and the
√
n−convergence of α̂, β̂ and θ̃, we find that for any m ∈

{0, 1, . . . , d},∣∣∣∣∣n−1/2
n∑
i=1

Xim

[
1 + θ̃>Xi

]−2 [
Ẑi − Zi

]∣∣∣∣∣ = OP

(√
n max

1≤i≤n
|(α̂− α) + (β̂ − β)>Xi|

)
= OP(1).
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Combining this with (9) and straightforward adaptations of (10) and (11) with e in place of ε, we find√
n(µ̂− µ) = OP(1) and

√
n(ν̂ − ν) = OP(1) as required.

Lemma 5 is a general uniform consistency result which is useful for the analysis of the single-index
model (M2).

Lemma 5. Assume that (Xi,Yi)i≥1 are independent copies of a bivariate random pair (X ,Y) such that:

• X has support [a, b], with a < b, and a density function fX which is uniformly bounded on compact
sub-intervals of (a, b).

• There exists δ > 0 such that E|Y|2+δ <∞ and the conditional moment function z 7→ E
[
|Y|2+δ|X = z

]
is uniformly bounded on compact sub-intervals of (a, b).

Let further:

• (Vi) be a sequence of independent copies of a bounded random variable V.

• L be a Lipschitz continuous function with support contained in [−1, 1].

Assume finally that nh5n → c ∈ (0,∞), and tn = nt with 2/(5 + δ) < t < 2/5. Then for any a1, b1 ∈ [a, b]
with a < a1 < b1 < b,

n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Yi1{|Yi| ≤ tn} Vi L
(
z −Xi
hn

)
− 1

hn
E
[
Y V L

(
z −X
hn

)]∣∣∣∣∣ = OP(1).

We note that, as a consequence, we have a similar uniform consistency result for the non-truncated
version of the smoothed empirical moment, that is

n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Yi Vi L
(
z −Xi
hn

)
− 1

hn
E
[
Y V L

(
z −X
hn

)]∣∣∣∣∣ = OP(1)

under the further assumption E|Y|5/2+δ <∞. This follows from noting that

P

(
n⋃
i=1

{|Yi| > tn}

)
≤ nP (|Y| > tn) = O

(
n

t
5/2+δ
n

)
= O

(
n1−(5+2δ)/(5+δ)

)
= o(1)

by Markov’s inequality. The stronger moment assumption E|Y|5/2+δ < ∞ already appears in Masry
(1996) in the context of local polynomial estimation.

Proof of Lemma 5. The basic idea is to control the oscillation of the random function

z 7→ n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

Yi1{|Yi| ≤ tn} Vi L
(
z −Xi
hn

)
− 1

hn
E
[
Y V L

(
z −X
hn

)]∣∣∣∣∣
9



and then use this control to prove that it is sufficient to show uniform consistency over a fine grid
instead, which can be done by using Bernstein’s exponential inequality. Our proof adapts the method
of Hansen (2008, proof of Theorem 2).

Define Y
(n)
i := Yi Vi1{|Yi| ≤ tn} and Y(n) := Y V1{|Y| ≤ tn}. Then

n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Yi1{|Yi| ≤ tn} Vi L
(
z −Xi
hn

)
− 1

hn
E
[
Y V L

(
z −X
hn

)]∣∣∣∣∣
≤ n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣
+

n2/5

√
log n

sup
a1≤z≤b1

1

hn
E
[
|Y| |V|1{|Y| > tn}

∣∣∣∣L(z −Xhn
)∣∣∣∣] . (12)

The second term on the right-hand side of (12) is controlled by noting that, thanks to a change of
variables,

1

hn
E
[
|Y| |V|1{|Y| > tn}

∣∣∣∣L(z −Xhn
)∣∣∣∣]

= O

(∫ 1

−1
E [|Y|1{|Y| > tn}|X = z − hnu] |L(u)| fX (z − hnu) du

)
= O

(
t−1−δn

∫ 1

−1
E
[
|Y|2+δ|X = z − hnu

]
|L(u)| fX (z − hnu) du

)
= O(t−1−δn )

uniformly in z ∈ [a1, b1]. Here the boundedness of V , the integrability of |L| and the assumption that
the (2 + δ)−conditional moment of Y and the density function fX are uniformly bounded on compact
sub-intervals of (a, b) were all used. Finally

t−1−δn = n−(1+δ)t = o(n−2/5) = o

(√
log n

n2/5

)
so that

n2/5

√
log n

sup
a1≤z≤b1

1

hn
E
[
|Y| |V|1{|Y| > tn}

∣∣∣∣L(z −Xhn
)∣∣∣∣] = o(1). (13)

Combining (12) and (13), we find that it is sufficient to show that

n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣ = OP(1). (14)

We now replace the supremum in (14) by a supremum over a grid by focusing on the oscillation of the
left-hand side. For a given z ∈ R, let

An(z) :=

{
z′ ∈ [a1, b1]

∣∣∣∣ |z′ − z| ≤ hn

√
log n

n2/5

}
.

10



Then [a1, b1] is covered by the An(zn,j), with

zn,j = a1 + j hn

√
log n

n2/5
, j = 1, . . . ,

⌊
b1 − a1
hn
√
logn
n2/5

⌋
=: Nn,

where b·c denotes the floor function. Besides, writing |L(z′)−L(z)| ≤ CL|z′− z| by Lipschitz continuity
of L, we also find

|z′ − z| ≤ 1⇒ |L(z′)− L(z)| ≤ |z′ − z|L(z) with L(z) := CL1{|z| ≤ 2}.
Let now zn,j be a grid point and z ∈ An(zn,j). By construction |z − zn,j|/hn ≤

√
log(n)/n2/5 which

converges to 0, so that, for n large enough,

∀i ∈ {1, . . . , n},
∣∣∣∣L(z −Xihn

)
− L

(
zn,j −Xi

hn

)∣∣∣∣ ≤ √log n

n2/5
L
(
zn,j −Xi

hn

)
.

Then

n2/5

√
log n

sup
z∈An(zn,j)

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣
≤ n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
zn,j −Xi

hn

)
− 1

hn
E
[
Y(n) L

(
zn,j −X
hn

)]∣∣∣∣∣
+

1

nhn

n∑
i=1

|Y(n)
i | L

(
zn,j −Xi

hn

)
+

1

hn
E
[
|Y(n)| L

(
zn,j −X
hn

)]

≤ n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
zn,j −Xi

hn

)
− 1

hn
E
[
Y(n) L

(
zn,j −X
hn

)]∣∣∣∣∣
+

∣∣∣∣∣ 1

nhn

n∑
i=1

|Y(n)
i | L

(
zn,j −Xi

hn

)
− 1

hn
E
[
|Y(n)| L

(
zn,j −X
hn

)]∣∣∣∣∣
+ 2× 1

hn
E
[
|Y(n)| L

(
zn,j −X
hn

)]
.

By the boundedness of V , of fX and of z 7→ E [|Y| |X = z] over compact sub-intervals of (a, b), we find,
for n large enough,

sup
a1≤z≤b1

1

hn
E
[
|Y(n)| L

(
z −X
hn

)]
≤ C0

where C0 is a finite constant. Consequently, for any constant C > 2C0,

n2/5

√
log n

sup
z∈An(zn,j)

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣
≤ n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
zn,j −Xi

hn

)
− 1

hn
E
[
Y(n) L

(
zn,j −X
hn

)]∣∣∣∣∣
+

n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

|Y(n)
i | L

(
zn,j −Xi

hn

)
− 1

hn
E
[
|Y(n)| L

(
zn,j −X
hn

)]∣∣∣∣∣+ C

11



where the (crude) inequality n2/5/
√

log n ≥ 1, for n large enough, was used. Conclude, by writing
[a1, b1] ⊂ ∪1≤j≤NnAn(zn,j), that

P

(
n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣ > 3C

)

≤Nn max
1≤j≤Nn

P

(
n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
zn,j −Xi

hn

)
− 1

hn
E
[
Y(n) L

(
zn,j −X
hn

)]∣∣∣∣∣ > C

)

+Nn max
1≤j≤Nn

P

(
n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

|Y(n)
i | L

(
zn,j −Xi

hn

)
− 1

hn
E
[
|Y(n)| L

(
zn,j −X
hn

)]∣∣∣∣∣ > C

)
.

We finish the proof by showing

P

(
n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣ > C

)
= O

(
1

n

)
(15)

and

P

(
n2/5

√
log n

∣∣∣∣∣ 1

nhn

n∑
i=1

|Y(n)
i | L

(
z −Xi
hn

)
− 1

hn
E
[
|Y(n)| L

(
z −X
hn

)]∣∣∣∣∣ > C

)
= O

(
1

n

)
(16)

for C large enough, uniformly in z ∈ [a1, b1]. Since Nn is of order n2/5/(hn
√

log(n)) ≈ n3/5/
√

log(n) =
o(n), this will entail

P

(
n2/5

√
log n

sup
a1≤z≤b1

∣∣∣∣∣ 1

nhn

n∑
i=1

Y
(n)
i L

(
z −Xi
hn

)
− 1

hn
E
[
Y(n) L

(
z −X
hn

)]∣∣∣∣∣ > 3C

)
= o(1)

for C large enough, which is sufficient for our purposes. We only show (15) uniformly in z ∈ [a1, b1]; the
proof of (16) is identical. Rewrite the left-hand side of (15) as

P

(∣∣∣∣∣
n∑
i=1

{
Y

(n)
i L

(
z −Xi
hn

)
− E

[
Y(n) L

(
z −X
hn

)]}∣∣∣∣∣ > Cun

)
, with un := n3/5hn

√
log n.

Let v be a constant such that |V| ≤ v almost surely. Note that for any i we have the crude bound∣∣∣∣Y(n)
i L

(
z −Xi
hn

)
− E

[
Y(n) L

(
z −X
hn

)]∣∣∣∣ ≤ 2vtn max
−1≤u≤1

|L(u)|.

Remark also that, for n large enough,

Var

(
Y(n) L

(
z −X
hn

))
≤ v2E

[
Y2 L2

(
z −X
hn

)]
≤ Dhn

12



for some finite constant D, by uniform boundedness of fX and z 7→ E [Y2 |X = z] over compact sub-
intervals of (a, b). By the Bernstein exponential inequality we get

P

(∣∣∣∣∣
n∑
i=1

{
Y

(n)
i L

(
z −Xi
hn

)
− E

[
Y(n) L

(
z −X
hn

)]}∣∣∣∣∣ > Cun

)

≤ 2 exp

(
− C2u2n/2

Dnhn + 2Cvtnun max[−1,1] |L|/3

)
.

Recalling that tn = nt with 2/(5 + δ) < t < 2/5, un = n3/5hn
√

log n and nh5n → c ∈ (0,∞), one finds

1

log n
× C2u2n/2

Dnhn + 2Cvtnun max[−1,1] |L|/3
→ c1/5C2

2D
as n→∞

and therefore there is a constant C ′ > 0, independent of C, such that for n large enough

P

(∣∣∣∣∣
n∑
i=1

{
Y

(n)
i L

(
z −Xi
hn

)
− E

[
Y(n) L

(
z −X
hn

)]}∣∣∣∣∣ > Cun

)
≤ 2 exp

(
−C ′C2 log n

)
uniformly in z ∈ [a1, b1]. For C large enough, this yields

P

(∣∣∣∣∣
n∑
i=1

{
Y

(n)
i L

(
z −Xi
hn

)
− E

[
Y(n) L

(
z −X
hn

)]}∣∣∣∣∣ > Cun

)
= O

(
1

n

)
which is equivalent to (15). This completes the proof.

Lemma 6 provides a uniform control, tailored to the assumptions of Proposition 2, of the gap between
smoothed moments and their asymptotic equivalents.

Lemma 6. Assume that the bivariate random pair (X ,Y) is such that:

• X has support [a, b], with a < b, and a density function fX which has a continuous derivative on
(a, b).

• The conditional moment function mY|X : z 7→ E(Y|X = z) is well-defined and has a continuous
derivative on (a, b).

• L is a bounded measurable function with support contained in [−1, 1].

Then, as h→ 0:

(i) For any a1, b1 ∈ [a, b] with a < a1 < b1 < b, we have, uniformly in z ∈ [a1, b1],

1

h
E
[
Y L

(
z −X
h

)]
= mY|X (z)fX (z)

∫ 1

−1
L(u)du− h{m′Y|X (z)fX (z) +mY|X (z)f ′X (z)}

∫ 1

−1
uL(u)du+ o(h).

13



(ii) If moreover fX and mY|X are twice continuously differentiable on (a, b) then, uniformly in z ∈
[a1, b1],

1

h
E
[
Y L

(
z −X
h

)]
= mY|X (z)fX (z)

∫ 1

−1
L(u)du− h{m′Y|X (z)fX (z) +mY|X (z)f ′X (z)}

∫ 1

−1
uL(u)du

+
h2

2
{m′′Y|X (z)fX (z) + 2m′Y|X (z)f ′X (z) +mY|X (z)f ′′X (z)}

∫ 1

−1
u2L(u)du+ o(h2).

Proof of Lemma 6. Note that

1

h
E
[
Y L

(
z −X
h

)]
=

∫ 1

−1
mY|X (z − hu)fX (z − hu)L(u) du.

Parts (i) and (ii) are obtained by using the following Taylor formulae with integral remainder:

ϕ(z + δ) = ϕ(z) + δϕ′(z) +

∫ z+δ

z

[ϕ′(t)− ϕ′(z)] dt

and

ϕ(z + δ) = ϕ(z) + δϕ′(z) +
δ2

2
ϕ′′(z) +

∫ z+δ

z

(z + δ − t)[ϕ′′(t)− ϕ′′(z)] dt

applied to the function ϕ : z 7→ mY|X (z)fX (z). To get a uniform control of the remainders, use the fact
that this function has uniformly continuous derivatives on any compact sub-interval of [a, b], by Heine’s
theorem.

Our final auxiliary result is the uniform consistency (with rate) of the estimators of g and σ in the
heteroscedastic single-index model of Section 3.2.

Proposition 2. Assume that (Xi, Yi)i≥1 are independent random pairs generated from the single-index
model (M2). Assume further that:

• The functions g and σ > 0 are continuous on Kβ and twice continuously differentiable on the
interior Ko

β of Kβ.

• The projection β>X has a density function fβ>X which is twice continuously differentiable and
positive on Ko

β.

• Each of the conditional moment functions z 7→ E(Xj|β>X = z), j ∈ {1, . . . , d} is continuously
differentiable on Ko

β.

• There is δ > 0 such that E|ε|2+δ <∞.

• L is a twice continuously differentiable and symmetric probability density function with support
contained in [−1, 1].

14



Assume also that nh5n → c ∈ (0,∞), and tn = nt with 2/(5 + δ) < t < 2/5. Then, for any compact

subset K0 of Ko and any estimator β̂ such that
√
n
(
β̂ − β

)
= OP(1), we have

n2/5

√
log n

sup
x∈K0

∣∣∣ĝhn,tn (β̂>x)− g (β>x)∣∣∣ = OP(1)

and
n2/5

√
log n

sup
x∈K0

∣∣∣σ̂hn,tn (β̂>x)− σ (β>x)∣∣∣ = OP(1).

Before proving this result, note that when K is convex, its projection Kβ := {β>x, x ∈ K}, which is
also the support of β>X, is a compact interval containing at least two points (because K has a nonempty
interior). Note also that Proposition 2 is tailored to our framework in the sense that the assumption
E|ε|2+δ < ∞, which puts a constraint on the tail heaviness of the noise variable, is intuitively close to
minimal for the estimation of g and σ by estimators of Nadaraya-Watson type. An inspection of the proof
reveals that a similar theorem holds if ĝhn,tn and σ̂hn,tn are replaced by non-truncated versions, under
the stronger moment assumption E|ε|5/2+δ < ∞; see the comment below the statement of Lemma 5.
The regularity assumption on z 7→ E(Xj|β>X = z) is a technical requirement, which is for instance
satisfied if the density function fX is continuously differentiable and positive on K◦.

Proof of Proposition 2. We start by proving the assertion on ĝhn,tn . Define a truncated pseudo-Nadaraya-
Watson estimator by

g̃hn,tn(z) =
n∑
i=1

Yi1{|Yi| ≤ tn}L
(
z − β>Xi

hn

)/ n∑
i=1

L

(
z − β>Xi

hn

)
.

The idea is to write ∣∣∣ĝhn,tn (β̂>x)− g (β>x)∣∣∣ ≤ ∣∣∣g (β̂>x)− g (β>x)∣∣∣
+

∣∣∣g̃hn,tn (β̂>x)− g (β̂>x)∣∣∣
+

∣∣∣ĝhn,tn (β̂>x)− g̃hn,tn (β̂>x)∣∣∣ (17)

and control each term on the right-hand side of (17) separately. To control the first term, we first apply
the mean value theorem:∣∣∣g (β̂>x)− g (β>x)∣∣∣ ≤ ∣∣∣∣(β̂ − β)> x∣∣∣∣× sup

λ∈[0,1]

∣∣∣∣g′(β>x+ λ
(
β̂ − β

)>
x

)∣∣∣∣ .
Since K0 ⊂ Ko, the distance between the compact set K0 and the (compact) topological boundary of
K is positive, i.e. ρ := inf{‖x− y‖, x ∈ K0, y ∈ K \Ko} > 0. It is then straightforward to show that,

letting Kβ = [u, v], we have β>x ∈ [u+ ρ/2, v − ρ/2] for any x ∈ K0. Since β̂ is a consistent estimator
of β, we obtain that, with arbitrarily large probability as n→∞,

∀λ ∈ [0, 1], ∀x ∈ K0, β
>x+ λ

(
β̂ − β

)>
x ∈ [u+ ρ/4, v − ρ/4]. (18)
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Because g′ is continuous and therefore bounded on compact intervals contained in (u, v), this gives

n2/5

√
log n

sup
x∈K0

∣∣∣g (β̂>x)− g (β>x)∣∣∣ = OP

(
n2/5

√
log n

× 1√
n

)
= oP(1). (19)

To control the second term, we show the uniform consistency of the regression pseudo-estimator g̃hn,tn .
The assumptions of Lemma 5 are fulfilled for (X ,Y ,V) = (β>X, Y, 1) = (β>X, g

(
β>X

)
+σ
(
β>X

)
ε, 1)

and (X ,Y ,V) = (β>X, 1, 1). Recalling that ε is independent of X and centred, Lemma 5 then provides

g̃hn,tn(z) =

1

hn
E
[
Y L

(
z − β>X

hn

)]
+ OP

(√
log n

n2/5

)
1

hn
E
[
L

(
z − β>X

hn

)]
+ OP

(√
log n

n2/5

)
uniformly on any (fixed) compact subset of Ko

β = (u, v). Noting that hn ∼ (c/n)1/5 and
∫ 1

−1 uL(u)du = 0
(because L is symmetric), Lemma 6(ii) therefore entails

g̃hn,tn(z) =

fβ>X(z)g(z) + OP

(√
log n

n2/5

)
fβ>X(z) + OP

(√
log n

n2/5

) = g(z) + OP

(√
log n

n2/5

)

uniformly on any compact subset of (u, v), the last equality being correct because fβ>X is bounded from
below by a positive constant on such sets. Together with (18) for λ = 1, this yields

n2/5

√
log n

sup
x∈K0

∣∣∣g̃hn,tn (β̂>x)− g (β̂>x)∣∣∣ = OP(1). (20)

We conclude by controlling the third term in the right-hand side of (17). The idea is to define Y
(n)
i :=

Yi1{|Yi| ≤ tn} and, for any z and p = 0, 1,

m̂(p)
n (z) :=

1

nhn

n∑
i=1

[
Y

(n)
i

]p
L

(
z − β̂>Xi

hn

)

and m̃(p)
n (z) :=

1

nhn

n∑
i=1

[
Y

(n)
i

]p
L

(
z − β>Xi

hn

)
.

With this notation,

ĝhn,tn(z)− g̃hn,tn(z) =
m̂

(1)
n (z)

m̂
(0)
n (z)

− m̃
(1)
n (z)

m̃
(0)
n (z)

=
[m̂

(1)
n (z)− m̃(1)

n (z)]m̃
(0)
n (z)− [m̂

(0)
n (z)− m̃(0)

n (z)]m̃
(1)
n (z)

(m̃
(0)
n (z) + [m̂

(0)
n (z)− m̃(0)

n (z)])m̃
(0)
n (z)

. (21)
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Since ∣∣m̃(0)
n (z)− fX (z)

∣∣ = oP(1) and
∣∣m̃(1)

n (z)− fX (z)g(z)
∣∣ = oP(1) (22)

uniformly on any compact subset of (u, v) by Lemmas 5 and 6(ii), we concentrate on differences of the
form

m̂(p)
n (z)− m̃(p)

n (z) =
1

nhn

n∑
i=1

[
Y

(n)
i

]p {
L

(
z − β̂>Xi

hn

)
− L

(
z − β>Xi

hn

)}
.

By Taylor’s theorem with integral remainder applied to the function L, we find

m̂(p)
n (z)− m̃(p)

n (z)

= − 1

nhn

n∑
i=1

[
Y

(n)
i

]p
× (β̂ − β)>Xi

hn
L′
(
z − β>Xi

hn

)

+
1

nhn

n∑
i=1

[
Y

(n)
i

]p
× 1

2

{
(β̂ − β)>Xi

hn

}2

L′′
(
z − β>Xi

hn

)

+
1

nhn

n∑
i=1

[
Y

(n)
i

]p
×
∫ (z−β̂>Xi)/hn

(z−β>Xi)/hn

(
z − β̂>Xi

hn
− s

){
L′′(s)− L′′

(
z − β>Xi

hn

)}
ds

=: T1,n(z) + T2,n(z) + T3,n(z). (23)

We handle these three terms separately.

Control of T1,n(z): Note that

T1,n(z) = − 1

hn
(β̂ − β)>

[
1

nhn

n∑
i=1

[
Y

(n)
i

]p
L′
(
z − β>Xi

hn

)
Xi

]
.

Recall that X has compact support; Lemma 5 (choosing V = Xj, 1 ≤ j ≤ d) then yields

T1,n(z) = − 1

hn
(β̂ − β)>

[
1

hn
E
(
Y pL′

(
z − β>X

hn

)
X

)
+ OP

(√
log n

n2/5

)]
uniformly on any compact subset of (u, v). Because for any j ∈ {1, . . . , d},

E(Y pXj|β>X = z) = [1{p = 0}+ g(z)1{p = 1}]E(Xj|β>X = z),

the conditional moment function z 7→ E(Y pXj|β>X = z) satisfies the regularity requirements of
Lemma 6(i). By Lemma 6(i) and the symmetry of L,

1

hn
E
(
Y pL′

(
z − β>X

hn

)
X

)
= O(hn)

uniformly on any compact subset of (u, v). Since β̂ − β = OP(1/
√
n), this yields

T1,n(z) = OP

(
1√
n

)
= oP

(√
log n

n2/5

)
uniformly on any compact subset of (u, v). (24)
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Control of T2,n(z): Recall that X has compact support, β̂ − β = OP(1/
√
n), and L′′ is bounded to

obtain, using the law of large numbers,

sup
z∈R
|T2,n(z)| = OP

(
1

nh3n
× 1

n

n∑
i=1

|Yi|p
)

= OP

(
1

nh3n

)
= OP

(
1

n2/5

)
= oP

(√
log n

n2/5

)
. (25)

Control of T3,n(z): Use a change of variables to rewrite the integral term in T3,n(z) as∫ (z−β̂>Xi)/hn

(z−β>Xi)/hn

(
z − β̂>Xi

hn
− s

){
L′′(s)− L′′

(
z − β>Xi

hn

)}
ds

=

∫ (β−β̂)>Xi/hn

0

(
(β − β̂)>Xi

hn
− u

){
L′′
(
z − β>Xi

hn
+ u

)
− L′′

(
z − β>Xi

hn

)}
du.

Since X has compact support and β̂ − β = OP(1/
√
n) we have

max
1≤i≤n

∣∣∣∣∣(β − β̂)>Xi

hn

∣∣∣∣∣ = OP

(
1

hn
√
n

)
= oP(1).

By uniform continuity of the continuous and compactly supported function L′′, it follows that

max
1≤i≤n

sup
z∈R

sup
|u|≤|(β−β̂)>Xi|/hn

∣∣∣∣L′′(z − β>Xi

hn
+ u

)
− L′′

(
z − β>Xi

hn

)∣∣∣∣ = oP(1).

We then get

sup
z∈R
|T3,n(z)| = oP

(
1

nhn

n∑
i=1

|Yi|p
∣∣∣∣∣
∫ (β−β̂)>Xi/hn

0

∣∣∣∣∣(β − β̂)>Xi

hn
− u

∣∣∣∣∣ du
∣∣∣∣∣
)

= oP

 1

nhn

n∑
i=1

|Yi|p
[

(β − β̂)>Xi

hn

]2
= oP

(
1

nh3n
× 1

n

n∑
i=1

|Yi|p
)

= OP

(
1

nh3n

)
= oP

(√
log n

n2/5

)
. (26)

Combine (21), (22), (23), (24), (25) and (26) to obtain

ĝhn,tn(z)− g̃hn,tn(z) =

oP

(√
log n

n2/5

)
fβ>X(z) + oP

(√
log n

n2/5

) = oP

(√
log n

n2/5

)

uniformly on any compact subset of (u, v). Using (18) again with λ = 1, we get

n2/5

√
log n

sup
x∈K0

∣∣∣ĝhn,tn (β̂>x)− g̃hn,tn (β̂>x)∣∣∣ = oP(1). (27)
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Combining (17), (19), (20) and (27) concludes the proof of the assertion on ĝhn,tn .

We turn to the control of σ̂hn,tn , where the added difficulty is that the computation of the estimator

is based on the absolute residuals Ẑi,hn,tn =
∣∣∣Yi − ĝhn,tn (β̂>Xi

)∣∣∣ rather than on the “true values”

Zi :=
∣∣Yi − g (β>Xi

)∣∣. We thus introduce its pseudo-estimator analogue based on the Zi,

σhn,tn(z) :=
n∑
i=1

Zi1 {Zi ≤ tn} L

(
z − β̂>Xi

hn

)/
n∑
i=1

L

(
z − β̂>Xi

hn

)

and we seek to control |σ̂hn,tn(z)− σhn,tn(z)|, for z = β̂>x, uniformly in x ∈ K0. Write

σ̂hn,tn(z)− σhn,tn(z)

=
n∑
i=1

[
Ẑi,hn,tn1

{
Ẑi,hn,tn ≤ tn

}
− Zi1 {Zi ≤ tn}

]
L

(
z − β̂>Xi

hn

)/
n∑
i=1

L

(
z − β̂>Xi

hn

)
.

Note that the only pairs (Xi, Yi) making a nonzero contribution to this difference are those for which

|z − β̂>Xi| ≤ hn. For x ∈ K0, we thus focus on controlling

sup
x∈K0

∣∣∣Ẑi,hn,tn1{Ẑi,hn,tn ≤ tn

}
− Zi1 {Zi ≤ tn}

∣∣∣1{∣∣∣β̂>x− β̂>Xi

∣∣∣ ≤ hn

}
.

Since
∣∣∣Ẑi,hn,tn − Zi∣∣∣ ≤ ∣∣∣ĝhn,tn (β̂>Xi

)
− g

(
β>Xi

)∣∣∣, the triangle inequality yields

sup
x∈K0

∣∣∣Ẑi,hn,tn1{Ẑi,hn,tn ≤ tn

}
− Zi1 {Zi ≤ tn}

∣∣∣1{∣∣∣β̂>x− β̂>Xi

∣∣∣ ≤ hn

}
≤ sup

x∈K0

max
i: |β̂>x−β̂>Xi|≤hn

∣∣∣ĝhn,tn (β̂>Xi

)
− g

(
β>Xi

)∣∣∣ (28)

+ sup
x∈K0

Zi

∣∣∣1{Ẑi,hn,tn ≤ tn

}
− 1 {Zi ≤ tn}

∣∣∣1{∣∣∣β̂>x− β̂>Xi

∣∣∣ ≤ hn

}
. (29)

We focus on (28) first, where the idea is to use our uniform convergence result on ĝhn,tn . Write

|β̂>x− β̂>Xi| ≤ hn ⇒ |β̂>x− β>Xi| ≤ hn + |(β̂ − β)>Xi| = hn + OP

(
1√
n

)
irrespective of the index i and x ∈ K0, so that, with arbitrarily large probability as n→∞,

∀i ∈ {1, . . . , n}, ∀x ∈ K0, |β̂>x− β̂>Xi| ≤ hn ⇒ |β̂>x− β>Xi| ≤ 2hn.

Recall that, by (18), β̂>x ∈ [u+ ρ/4, v − ρ/4] with arbitrarily large probability as n→∞, irrespective
of x ∈ K0. Since hn → 0, this yields, with arbitrarily large probability as n→∞,

∀i ∈ {1, . . . , n}, ∀x ∈ K0, |β̂>x− β̂>Xi| ≤ hn ⇒ β>Xi ∈ [u+ ρ/8, v − ρ/8].
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In other words, for such indices i, Xi belongs to the intersection of K and the inverse image of the
closed interval [u + ρ/8, v − ρ/8] by the (continuous) projection mapping x 7→ β>x. This intersection
is itself a compact set K1, say, and therefore, with arbitrarily large probability as n→∞,

∀i ∈ {1, . . . , n}, ∀x ∈ K0, |β̂>x− β̂>Xi| ≤ hn ⇒Xi ∈ K1.

Note also that K1 ⊂ K◦ since K1 is contained in the (open) inverse image of the open interval (u +
ρ/16, v − ρ/16) by the same projection mapping. It then follows from our uniform convergence result
on ĝhn,tn that

sup
x∈K0

max
i: |β̂>x−β̂>Xi|≤hn

∣∣∣ĝhn,tn (β̂>Xi

)
− g

(
β>Xi

)∣∣∣ = OP

(√
log n

n2/5

)
. (30)

We can now control (29). Clearly∣∣∣1{Ẑi,hn,tn ≤ tn

}
− 1 {Zi ≤ tn}

∣∣∣ = 1

{
Ẑi,hn,tn ≤ tn, Zi > tn

}
+ 1

{
Ẑi,hn,tn > tn, Zi ≤ tn

}
.

Recall that
∣∣∣Ẑi,hn,tn − Zi∣∣∣ ≤ ∣∣∣ĝhn,tn (β̂>Xi

)
− g

(
β>Xi

)∣∣∣ and use (30) together with the assumption

tn →∞ to find that, with arbitrarily large probability as n→∞,

∀i ∈ {1, . . . , n}, sup
x∈K0

Zi

∣∣∣1{Ẑi,hn,tn ≤ tn

}
− 1 {Zi ≤ tn}

∣∣∣1{∣∣∣β̂>x− β̂>Xi

∣∣∣ ≤ hn

}
≤ Zi1 {Zi ≤ 2tn, Zi > tn}+ Zi1 {Zi > tn/2, Zi ≤ tn}
≤ Zi1 {tn/2 < Zi ≤ 2tn} . (31)

Combine (30) and (31) to obtain, with arbitrarily large probability as n→∞,

sup
x∈K0

∣∣∣σ̂hn,tn (β̂>x)− σhn,tn (β̂>x)∣∣∣
≤ sup

x∈K0

[
σhn,2tn

(
β̂>x

)
− σhn,tn/2

(
β̂>x

)]
+ OP

(√
log n

n2/5

)
. (32)

To conclude, note that since E|ε| = 1,

Z :=
∣∣Y − g (β>X)∣∣ = σ

(
β>X

)
+ σ

(
β>X

)
(|ε| − E|ε|).

This single-index model linking Z to X has the same structure as model (M2) and satisfies our assump-
tions, with g replaced by σ and ε replaced by |ε| − E|ε|. Since for this model σhn,tn plays the role of
ĝhn,tn , we can use the first part of the Proposition to get

n2/5

√
log n

sup
x∈K0

∣∣∣σhn,tn (β̂>x)− σ (β>x)∣∣∣ = OP(1). (33)

The result then follows by using (32) to write

n2/5

√
log n

sup
x∈K0

∣∣∣σ̂hn,tn (β̂>x)− σ (β>x)∣∣∣ ≤ n2/5

√
log n

sup
x∈K0

∣∣∣σhn,2tn (β̂>x)− σ (β>x)∣∣∣
+

n2/5

√
log n

sup
x∈K0

∣∣∣σhn,tn/2 (β̂>x)− σ (β>x)∣∣∣
+

n2/5

√
log n

sup
x∈K0

∣∣∣σhn,tn (β̂>x)− σ (β>x)∣∣∣+ OP(1)
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and then by using (33) as well as its analogues with tn replaced by tn/2 and 2tn.

B Appendix: proofs of the main results

Proof of Theorem 1. Note that

√
n(1− τn)

(
ξ̂τn(ε)

ξτn(ε)
− 1

)
= arg min

u∈R
χn(u)

with χn(u) :=
1

2ξ2τn(ε)

n∑
i=1

[
ητn

(
ε̂
(n)
i − ξτn(ε)− uξτn(ε)√

n(1− τn)

)
− ητn(ε̂

(n)
i − ξτn(ε))

]
.

Define

ψn(u) :=
1

2ξ2τn(ε)

n∑
i=1

[
ητn

(
εi − ξτn(ε)− uξτn(ε)√

n(1− τn)

)
− ητn(εi − ξτn(ε))

]
.

In other words, ψn(u) is the empirical criterion based on the true, unobservable errors εi. Note that for
any n, u 7→ ψn(u) is a continuously differentiable convex function. We shall prove that, pointwise in u,

χn(u) − ψn(u)
P−→ 0. The result will then be a straightforward consequence of the convexity lemma of

Geyer (1996) (stated as Theorem 5 in Knight, 1999) together with the convergence

ψn(u)
d−→ −uZ

√
2γ

1− 2γ
+
u2

2γ
as n→∞

(in the finite-dimensional sense, with Z being standard Gaussian) shown in the proof of Theorem 2 in
Daouia et al. (2018).

We start by recalling that
1

2
(ητ (x− y)− ητ (x)) = −

∫ y

0

ϕτ (x− t)dt

where ϕτ (y) = |τ − 1{y ≤ 0}|y (see Lemma 2 in Daouia et al., 2018). Therefore

χn(u)− ψn(u) = − 1

ξ2τn(ε)

n∑
i=1

∫ uξτn (ε)/
√
n(1−τn)

0

[ϕτn(ε̂
(n)
i − ξτn(ε)− t)− ϕτn(εi − ξτn(ε)− t)]dt.

Set In(u) = [0, |u|ξτn(ε)/
√
n(1− τn)]. Since

|χn(u)− ψn(u)| ≤ |u|
ξτn(ε)

√
n(1− τn)

n∑
i=1

sup
|t|∈In(u)

|ϕτn(ε̂
(n)
i − ξτn(ε)− t)− ϕτn(εi − ξτn(ε)− t)|,

it is enough to show that

Tn(u) :=
1

ξτn(ε)
√
n(1− τn)

n∑
i=1

sup
|t|∈In(u)

|ϕτn(ε̂
(n)
i − ξτn(ε)− t)− ϕτn(εi − ξτn(ε)− t)| P−→ 0. (34)
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We now apply Lemma 3 in Daouia et al. (2018), which gives, for any x, h ∈ R,

|ϕτ (x− h)− ϕτ (x)| ≤ |h|(1− τ + 21{x > min(h, 0)}).

This translates into

|ϕτn(ε̂
(n)
i − ξτn(ε)− t)− ϕτn(εi − ξτn(ε)− t)|

≤ |ε̂(n)i − εi|(1− τn + 21{εi − ξτn(ε)− t > min(εi − ε̂(n)i , 0)}).

Hence the inequality

Tn(u) ≤ T1,n + T2,n(u) (35)

with T1,n :=

√
1− τn

ξτn(ε)
√
n

n∑
i=1

|ε̂(n)i − εi|

and T2,n(u) :=
2

ξτn(ε)
√
n(1− τn)

n∑
i=1

sup
|t|∈In(u)

|ε̂(n)i − εi|1{εi − ξτn(ε)− t > min(εi − ε̂(n)i , 0)}.

We first focus on T1,n. We have

T1,n ≤

[√
n(1− τn)

ξτn(ε)
max
1≤i≤n

Rn,i

]
× 1

n

n∑
i=1

(1 + |εi|) = OP

(√
n(1− τn)

ξτn(ε)
max
1≤i≤n

Rn,i

)
by the law of large numbers. Note now that ξτn(ε)→∞ and thus

T1,n = OP

(√
n(1− τn)

qτn(ε)
max
1≤i≤n

Rn,i

)
= oP

(√
n(1− τn) max

1≤i≤n
Rn,i

)
P−→ 0 (36)

by assumption. We now turn to the control of T2,n(u), for which we write, for any t,

εi − ξτn(ε)− t > min(εi − ε̂(n)i , 0)⇒ εi − ξτn(ε)− t > 0 or ε̂
(n)
i − ξτn(ε)− t > 0.

It follows that, for n large enough, we have, for any t such that |t| ∈ In(u),

εi − ξτn(ε)− t > min(εi − ε̂(n)i , 0)⇒ εi >
ξτn(ε)

2
or ε̂

(n)
i >

ξτn(ε)

2
. (37)

Now, for n large enough and with arbitrarily large probability as n → ∞, |ε̂(n)i − εi| ≤ (1 + |εi|)/2 for
any i ∈ {1, . . . , n}, so that after some algebra,

ε̂
(n)
i >

ξτn(ε)

2
⇒ εi +

1

2
|εi| >

1

2
(ξτn(ε)− 1)⇒ εi +

1

2
|εi| >

1

4
ξτn(ε)

because ξτn(ε) → ∞. Since the quantity x + |x|/2 can only be positive if x > 0, it follows that, with
arbitrarily large probability,

ε̂
(n)
i >

ξτn(ε)

2
⇒ εi >

1

6
ξτn(ε). (38)
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Combining (37) and (38) results in the following bound, valid with arbitrarily large probability as
n→∞:

T2,n(u) ≤ 2

ξτn(ε)
√
n(1− τn)

n∑
i=1

|ε̂(n)i − εi|1
{
εi >

1

6
ξτn(ε)

}
.

By assumption on |ε̂(n)i − εi|, this leads to

T2,n(u) ≤ 4

[√
n(1− τn)

ξτn(ε)
max
1≤i≤n

Rn,i

]
× 1

n(1− τn)

n∑
i=1

εi1

{
εi >

1

6
ξτn(ε)

}
.

Finally, the regular variation property of F and the asymptotic proportionality relationship between
ξτn(ε) and qτn(ε) ensure that

lim
n→∞

F (ξτn(ε)/6)

1− τn
exists, is positive and finite.

Lemma 1 then entails

T2,n(u) = OP

(√
n(1− τn) max

1≤i≤n
Rn,i

)
P−→ 0 (39)

by assumption. Combining (34), (35), (36) and (39) completes the proof.

Proof of Theorem 2. To prove the first expansion, write

ε̂
(n)
n−bksc,n

q1−k/n(ε)
− s−γ =

ε̂
(n)
n−bksc,n

εn−bksc,n

(
εn−bksc,n
q1−k/n(ε)

− s−γ
)

+ s−γ

(
ε̂
(n)
n−bksc,n

εn−bksc,n
− 1

)
.

Use Lemma 3 and Theorem 2.4.8 in de Haan and Ferreira (2006) to get

ε̂
(n)
n−bksc,n

εn−bksc,n

(
εn−bksc,n
q1−k/n(ε)

− s−γ
)

=
1√
k

[
γs−γ−1Wn(s) +

√
kA(n/k)s−γ

s−ρ − 1

ρ
+ s−γ−1/2−δ oP(1)

]
(40)

uniformly in s ∈ (0, 1]. Applying Lemma 3 again gives

s−γ

∣∣∣∣∣ ε̂
(n)
n−bksc,n

εn−bksc,n
− 1

∣∣∣∣∣ ≤ s−γ−1/2−δ

∣∣∣∣∣ ε̂
(n)
n−bksc,n

εn−bksc,n
− 1

∣∣∣∣∣ =
s−γ−1/2−δ√

k
oP(1) (41)

uniformly in s ∈ (0, 1]. Combine (40) and (41) to complete the proof of the first expansion. The proof
of the second expansion is based on the equality

log

(
ε̂
(n)
n−bksc,n

q1−k/n(ε)

)
= log

(
εn−bksc,n
q1−k/n(ε)

)
+ log

(
ε̂
(n)
n−bksc,n

εn−bksc,n

)
and follows exactly the same ideas.
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Proof of Corollary 1. Notice that, by Theorem 2, there is a sequence Wn of standard Brownian motions
such that, for any δ > 0 sufficiently small:

γ̂k =

∫ 1

0

log

(
ε̂
(n)
n−bksc,n

ε̂
(n)
n−k,n

)
ds

=

∫ 1

0

{
−γ log s+

γ√
k

[
s−1Wn(s)−Wn(1)

]
+ A

(n
k

)[s−ρ − 1

ρ
+ s−1/2−δ oP(1)

]}
ds.

We then obtain that γ̂k can be written

√
k(γ̂k − γ) =

λ

1− ρ
+ γ

∫ 1

0

[
s−1Wn(s)−Wn(1)

]
+ oP(1).

Similarly,
√
k

(
ε̂
(n)
n−k,n

q1−k/n(ε)
− 1

)
= γWn(1) + oP(1).

Noting that the Gaussian terms in these two asymptotic expansions are independent completes the
proof.

Proof of Theorem 3. The key is to note that

ξ
?

τ ′n
(Y |x)

ξτ ′n(Y |x)
− 1 =

(
1 +

g(x)

s(x)ξτ ′n(ε)

)−1(ξ?τ ′n(ε)

ξτ ′n(ε)
− 1

)

+
g(x)− g(x)

g(x) + s(x)ξτ ′n(ε)
+

(
1 +

g(x)

s(x)ξτ ′n(ε)

)−1
s(x)− s(x)

s(x)

ξ
?

τ ′n
(ε)

ξτ ′n(ε)
.

Since 1/ξτ ′n(ε) = o(1/ξτn(ε)) = o(1/qτn(ε)) = o(1/
√
n(1− τn)), our assumptions entail√

n(1− τn)

log[(1− τn)/(1− τ ′n)]

(
ξ
?

τ ′n
(Y |x)

ξτ ′n(Y |x)
− 1

)
=

√
n(1− τn)

log[(1− τn)/(1− τ ′n)]

(
ξ
?

τ ′n
(ε)

ξτ ′n(ε)
− 1

)
(1 + oP(1)) + oP(1).

Our result is then shown by adapting the proof of Theorem 5 of Daouia et al. (2020). We omit the
details.

Proof of Corollary 2. (i) The key is to write

√
n(1− τn)

(
ξ̂τn(Y |x)

ξτn(Y |x)
− 1

)
=

(1 + θ>x)ξτn(ε)

α + β>x+ (1 + θ>x)ξτn(ε)
×
√
n(1− τn)

(
ξ̂τn(ε)

ξτn(ε)
− 1

)

+

√
1− τn

α + β>x+ (1 + θ>x)ξτn(ε)
×
√
n

[
α̂− α +

(
β̂ − β

)>
x

]

+

√
1− τn ξ̂τn(ε)

α + β>x+ (1 + θ>x)ξτn(ε)
×
√
n(θ̂ − θ)>x.
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Now

ε̂
(n)
i − εi =

α− α̂ + (β − β̂)>Xi

1 + θ̂>Xi

+
(θ − θ̂)>Xi

1 + θ̂>Xi

εi.

Then clearly, by Lemma 4 and since X has a compact support,

|ε̂(n)i − εi| ≤ Rn,i(1 + |εi|) where max
1≤i≤n

Rn,i = OP(1/
√
n).

We conclude by combining Lemma 4, Theorem 1 and the convergence ξτn(ε)→∞.

(ii) Combine (i) with Theorem 3.

Proof of Theorem 4. (i) We first show√
N(1− τN)

(
ξ̂τN (ε)

ξτN (ε)
− 1

)
d−→ N

(
0,

2γ3

1− 2γ

)
. (42)

The key here, as in the proof of Theorem 1, is to show the convergence of the pseudo-optimisation crite-
rion based on the unobserved errors. Let ε1,K0 , . . . , εN,K0 be those noise variables whose corresponding
covariate vectors Xi ∈ K0, and set

ψN(u) :=
1

2ξ2τN (ε)

N∑
i=1

[
ητN

(
εi,K0 − ξτN (ε)− uξτN (ε)√

N(1− τN)

)
− ητN (εi,K0 − ξτN (ε))

]
.

Given N = m > 0, (ε1,K0 , . . . , εN,K0)
d
= (ε1, . . . , εm). Besides, N = N(K0, n) is binomial with parameters

n and P(X ∈ K0) > 0, so that N/n
P−→ P(X ∈ K0). A combination of Theorem 2 in Daouia et al.

(2018) and the de-conditioning lemma of Stupfler (2019, Lemma 8) yields

ψN(u)
d−→ −uZ

√
2γ

1− 2γ
+
u2

2γ
as n→∞

in the finite-dimensional sense, with Z being standard Gaussian.

Define now

χN(u) :=
1

2ξ2τN (ε)

N∑
i=1

[
ητN

(
ε̂
(n)
i,K0
− ξτN (ε)− uξτN (ε)√

N(1− τN)

)
− ητN (ε̂

(n)
i,K0
− ξτN (ε))

]
.

Our goal is to show that χN(u) − ψN(u)
P−→ 0. Following the ideas of the proof of Theorem 1, it is

enough to prove that

T1,N =

√
1− τN

ξτN (ε)
√
N

N∑
i=1

|ε̂(n)i,K0
− εi,K0|

P−→ 0 (43)

and that, if IN(u) = [0, |u|ξτN (ε)/
√
N(1− τN)],

T2,N(u) =
2

ξτN (ε)
√
N(1− τN)

N∑
i=1

sup
|t|∈IN (u)

|ε̂(n)i,K0
− εi,K0|1{εi,K0 − ξτN (ε)− t > min(εi,K0 − ε̂

(n)
i,K0

, 0)} P−→ 0.

(44)
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Since
n2/5

√
log n

max
1≤i≤N

|ε̂(n)i,K0
− εi,K0|

1 + |εi,K0|
1{Xi ∈ K0} = OP(1)

we get

T1,N = oP

(√
log n

N (1−a)/2

n2/5
× 1

N

N∑
i=1

(1 + |εi,K0|)

)
= oP

(
n(1−5a)/10

√
log n

)
→ 0 (45)

(here the law of large numbers was combined with Lemma 8 of Stupfler, 2019, to control the average

of the 1 + |εi,K0|). We now turn to the control of T2,N(u). Recall that N
P−→ ∞ and follow the ideas

leading to (38) in the proof of Theorem 1 to find, for n large enough,

εi,K0 − ξτN (ε)− t > min(εi,K0 − ε̂
(n)
i,K0

, 0)⇒ εi,K0 >
1

6
ξτN (ε)

with arbitrarily large probability, irrespective of i ∈ {1, . . . , N} and t such that |t| ∈ IN(u). Therefore,
with arbitrarily large probability as n→∞:

T2,N(u) ≤ 2

ξτN (ε)
√
N(1− τN)

N∑
i=1

|ε̂(n)i,K0
− εi,K0|1

{
εi,K0 >

1

6
ξτN (ε)

}

= OP

(√
N(1− τN)

√
log n

n2/5
× 1

NξτN (ε)(1− τN)

N∑
i=1

εi,K01

{
εi,K0 >

1

6
ξτN (ε)

})
.

Combine Lemma 1 with Lemma 8 of Stupfler (2019) to get

T2,N(u) = OP

(√
N(1− τN)

√
log n

n2/5

)
= OP

(
n(1−5a)/10

√
log n

)
P−→ 0. (46)

Combine (43), (44), (45) and (46) to get χN(u)− ψN(u)
P−→ 0. Conclude by noting that√

N(1− τN)

(
ξ̂τN (ε)

ξτN (ε)
− 1

)
= arg min

u∈R
χN(u).

On the event {N > 0}, whose probability tends to 1, the function u 7→ χN(u) is a continuously

differentiable convex function, and since χN(u)− ψN(u)
P−→ 0, we have

χN(u)
d−→ −uZ

√
2γ

1− 2γ
+
u2

2γ
as n→∞

in the finite-dimensional sense, with Z being standard Gaussian. Applying Theorem 5 in Knight (1999)
completes the proof of (42). Statement (i) then follows in a straightforward way from Proposition 2 and
the representation

ξ̂τN (Y |x)

ξτN (Y |x)
− 1 =

ξ̂τN (ε)

ξτN (ε)
− 1 +

ĝhn,tn(β̂>x)− g(β>x)

g(β>x) + σ(β>x)ξτN (ε)
+

σ̂hn,tn(β̂>x)− σ(β>x)

g(β>x) + σ(β>x)ξτN (ε)
ξ̂τN (ε)

− g(β>x)/ξτN (ε)

σ(β>x) + g(β>x)/ξτN (ε)

(
ξ̂τN (ε)

ξτN (ε)
− 1

)
.
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(ii) Set ξ̂?τ ′N
(ε) =

(
1−τ ′N
1−τN

)−γ
ξ̂τN (ε). Use the ideas of the proof of Theorem 3 to find that

√
N(1− τN)

log[(1− τN)/(1− τ ′N)]

(
ξ̂?τ ′N

(Y |x)

ξτ ′N (Y |x)
− 1

)
and

√
N(1− τN)

log[(1− τN)/(1− τ ′N)]

(
ξ̂?τ ′N

(ε)

ξτ ′N (ε)
− 1

)

have the same asymptotic distribution. Our result is then shown by using the assumption
√
N(1− τN)(γ−

γ)
d−→ Γ, as well as convergence (42) and by adapting the proof of Theorem 5 of Daouia et al. (2020).

We omit the details.

Proof of Corollary 3. (i) Write first

√
n(1− τn)

(
ξ̂τn(Y0 | y−1, . . . , y−p)
ξτn(Y0 | y−1, . . . , y−p)

− 1

)
=

ξτn(ε)∑p
j=1 φjy−j + ξτn(ε)

×
√
n(1− τn)

(
ξ̂τn(ε)

ξτn(ε)
− 1

)

+
√
n(1− τn)

∑p
j=1(φ̂j,n − φj)y−j∑p
j=1 φjy−j + ξτn(ε)

.

The residuals ε̂
(n)
t = Yt −

∑p
j=1 φ̂j,nYt−j, for p+ 1 ≤ t ≤ n, clearly satisfy

max
p+1≤t≤n

|ε̂(n)t − εt|
1 + |εt|

= OP

(
n−1/2 max

1≤t≤n
|Yt|
)

= OP

(
n−1/2

[
1 + max

p+1≤t≤n
|Yt|
])

.

Observe now that maxp+1≤t≤n |Yt| = OP(maxp+1≤t≤n |εt|). If p = 1, this follows immediately from the
fact that the unique autoregression coefficient φ lies in (−1, 1). Otherwise, rewrite the autoregression
equation as 

Yt
Yt−1

...
Yt−p+1

 =


φ1 · · · · · · · · · φp
1 0 · · · · · · 0
0 1 · · · · · · 0
...

. . . . . . . . .
...

0 · · · · · · 1 0




Yt−1
Yt−2

...
Yt−p

+


εt
0
...
0

 .

In other words and with obvious notation, one has Yt = AYt−1 + εt where the matrix A is

A =


φ1 · · · · · · · · · φp
1 0 · · · · · · 0
0 1 · · · · · · 0
...

. . . . . . . . .
...

0 · · · · · · 1 0

 .

This matrix is essentially the companion matrix of the polynomial P (z) = 1−
∑p

j=1 φjz
j. It is a standard

exercise in linear algebra to show that A has characteristic polynomial

det(λIp − A) = λp −
p∑
j=1

φjλ
p−j = λpP (1/λ).

27



Since P has no root z such that |z| ≤ 1, all eigenvalues of A must have a modulus smaller than 1, and
thus (An) converges to the zero matrix geometrically fast as n → ∞. One then concludes similarly by
induction. Since the εt are independent and satisfy C1(γ), we find

max
p+1≤t≤n

|Yt| = OP

(
max

p+1≤t≤n
|εt|
)

= OP(nγ+δ) for all δ > 0,

by the balanced tails condition, combined with Theorem 1.1.6 and Lemma 1.2.9 in de Haan and Ferreira
(2006), and Potter bounds (see e.g. Proposition B.1.9.5 in de Haan and Ferreira, 2006). Therefore

max
p+1≤t≤n

|ε̂(n)t − εt|
1 + |εt|

= OP(nγ−1/2+δ).

Conclude by combining the
√
n−consistency of the estimators φ̂j,n, Theorem 1 and the convergence

ξτn(ε)→∞.

(ii) This is shown by combining (i) with Theorem 3.

Proof of Corollary 4. (i) Recall that α̂n and the β̂j,n are consistent estimators of (strictly) positive
parameters, and thus are positive with arbitrarily high probability as n→∞. Let σ2 = α+

∑p
j=1 βjy

2
−j,

σ̂2
n = α̂n +

∑p
j=1 β̂j,ny

2
−j and write

√
n(1− τn)

(
ξ̂τn(Y0 | y−1, . . . , y−p)
ξτn(Y0 | y−1, . . . , y−p)

− 1

)
=

√
n(1− τn)

(
ξ̂τn(ε)

ξτn(ε)
− 1

)

+
√
n(1− τn)

(
σ̂n
σ
− 1

)
ξ̂τn(ε)

ξτn(ε)
.

Since, for any choice of y−1, . . . , y−p,∣∣∣∣∣(α̂n +
∑p

j=1 β̂j,ny
2
−j)

1/2

(α +
∑p

j=1 βjy
2
−j)

1/2
− 1

∣∣∣∣∣
=

|α̂n − α|+
∑p

j=1 |β̂j,n − βj|y2−j
(α +

∑p
j=1 βjy

2
−j)

1/2[(α̂n +
∑p

j=1 β̂j,ny
2
−j)

1/2 + (α +
∑p

j=1 βjy
2
−j)

1/2]

≤ |α̂n − α|
α

+
|β̂1,n − β1|

β1
+ · · ·+ |β̂p,n − βp|

βp
= OP(n−1/2),

we get σ̂n/σ − 1 = OP(n−1/2), and we also find

max
p+1≤t≤n

|ε̂(n)t − εt|
1 + |εt|

= OP(n−1/2).

Apply Theorem 1 to complete the proof of (i).

(ii) This is shown by combining (i) with Theorem 3.
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C Appendix: methodology of the simulation section and ad-

ditional results on real data

In this section, we give all necessary details about our methodology in the simulation studies and real
data analyses. Throughout our numerical experiments, we use, as a way to estimate the tail index, the
bias-reduced version of the Hill estimator of Gomes et al. (2016): this estimator γ̂RB

k is obtained from
the Hill estimator γ̂k by setting

γ̂RB
k = γ̂k

(
1− b̂

1− ρ̂

(n
k

)ρ̂)
where b̂ and ρ̂ are consistent estimators of the quantities b and ρ under condition C2(γ, ρ, A) and the

additional assumption that A(t) = bγtρ. The estimators b̂ and ρ̂ may be found in Gomes et al. (2016);
of course, we shall use here their versions built on residuals following the general ideas described in
Sections 2 and 3. Our practical implementation uses the R function mop from the R package evt0. We
also consider the following bias-reduced version of the family of direct extreme expectile estimators of
ε:

ξ̂?,RB
τ ′n

(ε) = ξ̂?τ ′n(ε)

(
1− γ̂RB

k

(
(γ̂RB
k )−1 − 1

)−ρ̂ (
1− γ̂RB

k

)
b̂

ρ̂ (1− γ̂RB
k − ρ̂)

(n
k

)ρ̂
+ 2γ̂RB

k

k

n

)
.

This is motivated by the proof of Proposition 1 and Corollary 1 in Daouia et al. (2018), which quantify
the error made in the asymptotic proportionality relationship ξτ (ε)/qτ (ε)→ (γ−1 − 1)−γ. We similarly
consider the following bias-reduced version of the family of indirect estimators:

ξ̃?,RB
τ ′n

(ε) = ξ̃?τ ′n(ε)

(
1− γ̂RB

k

b̂

ρ̂

(n
k

)ρ̂)
.

These procedures improve the accuracy of our estimators, without affecting their asymptotic properties
(see Gomes et al., 2016). They naturally give rise to estimators ξ̂?,RB

τn (Y |x) and ξ̃?,RB
τn (Y |x), to which we

refer in the present section.

C.1 Simulation study: linear and single-index models

We simulate here N = 500 replications of data sets made of n = 1,000 observations (Xi, Yi), 1 ≤ i ≤ n.
We consider throughout this section that X ∈ R4, with independent components, the first three being
uniformly distributed on (0, 1), and the fourth following a Beta(2, 1) distribution. We then simulate
from two different models describing the relationship between Y and X:

(G1) Y = 1 + β>X +

(
1

2
+ β>X

)
ε.

(G2) Y = 1 + exp
(
β>X − 2

)
+

(
3

2
+ exp

(
β>X − 2

))
ε.
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Model (G1) is a location-scale shift linear regression model, while model (G2) is a heteroscedastic single-
index model. In both cases, the coefficient vector β = (1, 1, 1, 1) and ε is a noise variable, independent
of X, with a normalised symmetric Burr distribution, that is, ε = ε0/[Γ(1 − γ)Γ(1 + γ)], where Γ is
Euler’s Gamma function and ε0 has density

f0(x) =
1

2

(
1 + |x|−ρ/γ

)1/ρ
(x ∈ R). (47)

We consider γ ∈ {0.1, 0.2, 0.3, 0.4} and ρ = −1.

Our aim is to estimate extreme expectiles ξτn(Y |x), in both of these models. We compare the perfor-
mances of several procedures, constructed using the following strategies:

(S1) We assume that X brings no information on Y , which is equivalent to assuming the null regression
model Y = ε. In this null model, ξτn(Y |x) = ξτn(Y ), estimated using the direct LAWS estimator
of Daouia et al. (2018).

(S2) We assume that Y is linked to X by a location-scale shift linear regression model, i.e. Y =
α + β>X +

(
1 + θ>X

)
ε. The methodology used for the estimation of ξτn(Y |x) is outlined in

Section 3.1 (we only use the estimator ξ̂?,RB
τn (Y |x) here).

(S3) We assume that Y is linked toX by a heteroscedastic single index model in the spirit of Section 3.2,
i.e. Y = g

(
β>X

)
+ σ

(
β>X

)
ε. The vector β is estimated using the algorithm described in

Zhu et al. (2013, see 1.(a)–(c) on page 1240 therein). The functions g and σ are estimated
using the procedure described in Section 3.2, with hn = 0.3 and tn = n2/5 ≈ 15.85 for the sake
of computational efficiency. The extreme expectile is estimated using the bias-reduced direct
estimator ξ̂?,RB

τn (Y |x).

(S4) Identical to (S3), but the bias-reduced indirect estimator ξ̃?,RB
τn (Y |x) is used instead.

We also compare these procedures with the following two benchmarks:

(B1) We assume that Y is linked to X by a homoscedastic single index model, i.e. Y = g
(
β>X

)
+ ε.

We consider here that β is known and equal to (1, 1, 1, 1). The function g is estimated through
a classical Nadaraya-Watson estimator, with a bandwidth chosen using the R package np, based
on the methodology introduced in Härdle et al. (1993). The extreme expectile is then estimated
using the direct estimator.

(B2) Identical to (S3) above, although β is assumed to be known and equal to (1, 1, 1, 1).

In each of these procedures, the intermediate expectile level used as an anchor in the tail index and
extreme expectile estimators is fixed at 0.9, corresponding to kn = n(1− τn) = 100. Moreover, in (S3),
(S4), (B1) and (B2), we use the Epanechnikov kernel in the estimation of the link functions g and σ. In
order to get a global idea of how our estimation methods behave, both over a wide range of extreme levels

30



and across the sample space, we compute, on each replication m and for a given estimator ξ
?

τn(Y |x), the
following relative mean-squared error:

RMSEm =

√√√√√ 1

knnp

kn∑
j=1

np∑
i=1

ξ?,(m)

1−j/n(Y |xi)
ξ1−j/n(Y |xi)

− 1

2

.

Here the points x1, . . . ,xnp are (fixed across replications) independent and identically distributed reali-

sations of a four-variate random vector Z
d
= RD, where R is a uniform distribution on (1, 3) and D is

a Dirichlet distribution of order 4 with all parameters equal to 1/4. The rationale for this choice is that
the β>xi, 1 ≤ i ≤ np are then uniformly distributed on [1, 3], and so choosing a large np will provide a
good representation of the global performance of our estimator when β>x ∈ [1, 3]. We take np = 1,000

in what follows. The quantity ξ
?,(m)

1−j/n(Y |xi) denotes the estimator calculated on the mth replication, at

the level τn = 1− j/n and x = xi. The quantity RMSEm may thus be seen as a uniform error on both
the central points of the random projection β>X and the tail of the conditional distribution Y |X. Note
also that for all α ∈ (0, 1), the true expectiles ξα(Y |xi) are directly deduced from ξα(ε0), obtained by
solving the equation ψ(y)/(2ψ(y) + y) = 1− α via the R function uniroot, where ψ(y) =

∫∞
y
f0(t)dt is

computed with the R function integrate. The quantities RMSEm are then averaged and listed as the
RMSE based on the N replications in Table C.1 and Table C.2.

Procedure γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4
(S1) 3.58 · 10−1 3.52 · 10−1 3.42 · 10−1 3.28 · 10−1

(S2) 5.20 · 10−2 5.84 · 10−2 7.86 · 10−2 1.47 · 10−1

(S3) 9.04 · 10−2 9.43 · 10−2 1.13 · 10−1 1.47 · 10−1

(S4) 1.03 · 10−1 1.01 · 10−1 1.16 · 10−1 1.46 · 10−1

(B1) 1.53 · 10−1 1.62 · 10−1 1.77 · 10−1 1.96 · 10−1

(B2) 4.23 · 10−2 4.81 · 10−2 6.46 · 10−2 9.63 · 10−2

Table C.1: Location-scale shift linear regression model (G1). Comparison of the average RMSE of
estimation methods (S1)–(S4) and benchmarks (B1)–(B2).

Procedure γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4
(S1) 6.18 · 10−1 5.39 · 10−1 4.78 · 10−1 4.27 · 10−1

(S2) 1.09 · 10−1 1.05 · 10−1 1.35 · 10−1 2.28 · 10−1

(S3) 9.89 · 10−2 1.05 · 10−1 1.22 · 10−1 1.57 · 10−1

(S4) 1.15 · 10−1 1.15 · 10−1 1.27 · 10−1 1.58 · 10−1

(B1) 2.25 · 10−1 2.16 · 10−1 2.18 · 10−1 2.35 · 10−1

(B2) 5.23 · 10−2 5.86 · 10−2 7.74 · 10−2 1.12 · 10−1

Table C.2: Single-index heteroscedastic model (G2). Comparison of the average RMSE of estimation
methods (S1)–(S4) and benchmarks (B1)–(B2).
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C.2 Simulation study: autoregressive time series models

In this section, we simulate N = 1,000 time series (Y0, . . . , Yn) of size n + 1 = 1,001. We consider two
time series models:

(T1) An AR(1) model Yt = φYt−1 + εt, where the parameter φ is estimated with the least squares

estimator φ̂n =
∑n

t=1 YtYt−1/
∑n

t=1 Y
2
t−1.

(T2) An ARCH(1) model Yt =
√
α + βY 2

t−1 εt, where α and β are estimated with the weighted least
squares estimators of Section 3.3.

In both models, the series εt is an independent sequence of innovations having the common den-
sity function f0 as in (47), with ρ = −1; in the ARCH(1) model, these innovations are rescaled by√

Γ(1− 2γ)Γ(1 + 2γ) to guarantee that E[ε2] = 1.

In each sample (Y
(j)
0 , . . . , Y

(j)
n ), the aim is to estimate a one-step ahead extreme expectile on observa-

tion time n; letting Y
(j)
n = y(j), this translates, by stationarity, into estimating an extreme expectile

ξτ ′n(Y0 |Y−1 = y(j)). Following the methodology introduced in Section 3.3, we then compute the N direct

expectile estimates ξ̂?,RB
τ ′n

(
Y0 |Y−1 = y(j)

)
and their indirect counterparts ξ̃?,RB

τ ′n

(
Y0 |Y−1 = y(j)

)
, where

τ ′n = 1 − 5/n = 0.995. In order to quantify the accuracy of these estimators, we calculate their Root
Mean Squared Error (RMSE):

RMSE =

√√√√ 1

N

N∑
j=1

(
ξτ ′n (Y0 |Y−1 = y(j))

ξτ ′n (Y0 |Y−1 = y(j))
− 1

)2

.

Here ξτ ′n = ξ̂?,RB
τ ′n

or ξ̃?,RB
τ ′n

. In the AR(1) model, we take φ ∈ {0.1, 0.3, 0.5}; in the ARCH(1) model, we
fix either α = 1/2 and take β ∈ {0.1, 0.3, 0.5}, or we fix β = 0.5 and take α ∈ {0.1, 0.3, 0.5}. In each
model, we take γ ∈ {0.1, 0.2, 0.3, 0.4}. Note that the ARCH(1) model is indeed strictly stationary in
such cases since β < 1: see Remark 2.2 p.24 in Francq and Zaköıan (2010). The obtained RMSE are
given in Tables C.3 and C.4.

φ Method γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4

0.1
Direct estimator 4.45 · 10−2 8.89 · 10−2 1.70 · 10−1 3.47 · 10−1

Indirect estimator 3.66 · 10−2 7.46 · 10−2 1.56 · 10−1 3.01 · 10−1

0.3
Direct estimator 5.05 · 10−2 9.63 · 10−2 1.83 · 10−1 3.73 · 10−1

Indirect estimator 4.11 · 10−2 7.94 · 10−2 1.66 · 10−1 3.23 · 10−1

0.5
Direct estimator 1.26 · 10−1 1.18 · 10−1 1.88 · 10−1 3.60 · 10−1

Indirect estimator 1.10 · 10−1 9.88 · 10−2 1.73 · 10−1 3.15 · 10−1

Table C.3: RMSE of the direct and indirect expectile estimators in the AR(1) model for φ ∈ {0.1, 0.3, 0.5}
and γ ∈ {0.1, 0.2, 0.3, 0.4}.
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β Method γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4

0.1
Direct estimator 3.62 · 10−2 8.67 · 10−2 1.79 · 10−1 3.50 · 10−1

Indirect estimator 2.44 · 10−2 7.21 · 10−2 1.63 · 10−1 3.04 · 10−1

0.3
Direct estimator 3.64 · 10−2 8.71 · 10−2 1.75 · 10−1 5.12 · 10−1

Indirect estimator 2.44 · 10−2 7.27 · 10−2 1.61 · 10−1 5.57 · 10−1

0.5
Direct estimator 3.66 · 10−2 8.77 · 10−2 1.81 · 10−1 4.29 · 10−1

Indirect estimator 2.43 · 10−2 7.31 · 10−2 1.68 · 10−1 4.62 · 10−1

α Method γ = 0.1 γ = 0.2 γ = 0.3 γ = 0.4

0.1
Direct estimator 3.66 · 10−2 8.77 · 10−2 1.81 · 10−1 4.29 · 10−1

Indirect estimator 2.43 · 10−2 7.31 · 10−2 1.68 · 10−1 4.62 · 10−1

0.3
Direct estimator 3.66 · 10−2 8.77 · 10−2 1.81 · 10−1 4.29 · 10−1

Indirect estimator 2.43 · 10−2 7.31 · 10−2 1.68 · 10−1 4.62 · 10−1

0.5
Direct estimator 3.66 · 10−2 8.77 · 10−2 1.81 · 10−1 4.29 · 10−1

Indirect estimator 2.43 · 10−2 7.31 · 10−2 1.68 · 10−1 4.62 · 10−1

Table C.4: RMSE of the direct and indirect expectile estimators in the ARCH(1) model for γ ∈
{0.1, 0.2, 0.3, 0.4}. Top table: case α = 0.5 and β ∈ {0.1, 0.3, 0.5}. Bottom table: case β = 0.5
and α ∈ {0.1, 0.3, 0.5}

C.3 Further results on real data

This section contains two figures, one on the Vehicle Customer Insurance data, the other on the
AUD/CHF exchange rate. Both figures consist of a plot of the bias-reduced Hill estimator and a
diagnostic QQ-plot to check that the heavy-tailed assumption makes sense for these sets of data. It
should also be noted that the formula for the bias-reduced Weissman quantile estimator used in the
application to the AUD/CHF exchange rate is

q̃?,RB
τ ′n

(ε) = q̃?τ ′n(ε)

(
1− γ̂RB

k

b̂

ρ̂

(n
k

)ρ̂)
,

where q̃?τ ′n(ε) is the standard Weissman quantile estimator (Weissman, 1978) based on residuals and

using γ̂RB
k in its estimation of the tail index.
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Figure C.1: Vehicle Customer Insurance data. Left panel: Bias-reduced Hill curves k 7→ γ̂RB
k on the

non-filtered data Yi (black curve) and residuals (red curve). Right panel: Exponential QQ-plot of the

log-spacings log
(
ε̂
(n)
n−i+1,n/ε̂

(n)
n−k∗+1,n

)
with k∗ = 200. The straight line has slope γ̂RB

k∗ = 0.263.

Figure C.2: AUD/CHF exchange rate data. Left panel: Bias-reduced Hill curves k 7→ γ̂RB
k on the

non-filtered data Yi (black curve) and residuals (red curve). Right panel: Exponential QQ-plot of the

log-spacings log
(
ε̂
(n)
n−i+1,n/ε̂

(n)
n−k∗+1,n

)
with k∗ = 50. The straight line has slope γ̂RB

k∗ = 0.214.
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