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ANALYSIS OF THE HEART-TORSO CONDUCTIVITY PARAMETERS RECOVERY
INVERSE PROBLEM IN CARDIAC ELECTROPHYSIOLOGY ECG MODELLING

ABIR AMRI, MOURAD BELLASSOUED, MONCEF MAHJOUB, AND NEJIB ZEMZEMI

ABSTRACT. In this paper, we prove a stability estimate of the conductivity parameters identification problem in
cardiac electrophysiology. The propagation of the electrical wave in the heart is described by the monodomain
model coupled to an elliptic equation describing the diffusion of the electrical wave in the whole body. Our
result concerns both heart and torso conductivity parameters. The main difficulty that we solve in this paper is
related to the transmission conditions between the heart and the torso. We first, establish Carleman estimates
for the coupled heart-torso system. Then, using these estimates and the Bukhgeim and Klibanov approach, we
prove a Lipschitz stability estimate of cardiac and torso conductivity parameters.

1. INTRODUCTION AND MAIN RESULTS

The electrocardiogram (ECG) is one of the most common tools in present-day medicine for the detection
and diagnosis of a broad range of cardiac conditions. The ECG is a graphical representation of the electrical
activity of the heart, which is enable to visualize the heart thythm. Most of the common cardiac pathologies
could be seen in the ECG traces. In particular slow conduction in the heart which is usually considered as
a trigger of cardiac arrhythmia like atrial and/or ventricular flutters or fibrillation. These arrhythmia could
lead to heart failure. The slow conduction in the heart is identified in the ECG when a QRS widening
observed. Changes of the conductivities in the torso domain may also considerably affect the shape of
the ECG. This is particularly important when the conductivities of the the organs surrounding the heart
are severely modified. The cardiac tissue is a reactive conductive material. The reaction part is related
to the electrical activity of the cardiac cells. The conductivity is an intrinsic behaviour of the biological
tissue. Both reaction and conduction behaviour play an important role in the velocity of the electrical wave
in the heart. Thus identifying, the cause of the changes in the conduction velocity if it is related to the
reactive part or to the conductivities of the tissue and identifying its location in the heart domain may help in
ameliorating the diagnosis of the heart condition. Consequently, an appropriate treatment could be delivered.
In practice, today there are medical devices allowing to measure approximation of the electrical impedance
in clinical interventions especially for cardiac radiofrequency ablation [31, 34]. The computed impedance
in these devices does not provide the real conductivity of the tissue. Experimental works like [17, 32, 33]
provide experimental estimation of the intracellular and extracellular conductivities. But the values of the
conductivities may differ from an individual to another and thus these values have to be estimated for each
patient. The mathematical modelling of the electrical phenomena in the heart provides a great opportunity
to help solving these questions. In fact, the mathematical description of the propagation phenomena allows
to provide a specific formulation of the conductive and reaction parts. This leads to a reaction-diffusion
system known as the bidomain [38, 35] model or a simpler and most widely used monodomain model [16].

In this paper we are interested in studying the identifiability of the conductivity parameters. This study
provides a theoretical analysis of the conductivity parameters identification stability in the heart and in the
torso from measurements recorded in the a small region of the heart and from body surface measurements.
As a consequence, we prove the uniqueness of these parameters . In the literature, Yan and Veneziani [42]
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use a variational procedure for the estimation of cardiac conductivities from measures of the transmembrane
and extracellular potentials available at some sites of the tissue. Beretta et al. [11] developed a numerical
approach to solve the inverse problem of detecting a spherical inhomogeneity from boundary measurements
of the electric potential.

In this section, we will introduce our mathematical model for the electrical activity of the heart is the
so-called monodoamin model. We assume that the intra- and extracellular conductivities o3 and o, are
proportional. Let the bulk conductivity tensor of the medium and the transmembrane conductivity tensor
defined respectively as follows

Oh=0i{+0e, and opym= O'iJHIO'e. (1.1)

We assume that the cardiac domain €2y, is an open bounded subset with locally Lipschitz continuous bound-
ary of R? and the torso domain is occupied by ;. We denote by S the interface between both domains €y,
and ), by T'ex, the external boundary of €t and by n the outward unit normal to 4. Let S™ (resp. S ) be
the part of .S corresponding to the positive (resp. negative) direction of the normal n. We define the global
domain Q = Q x (0,7) where Q = Qy, U Q4, ( see figure 1).

Fext

FIGURE 1. The heart and torso domains.

In order to describe the electrical activity of the heart, we use the monodomain model. This model allows
to describe the propagation of the electrical wave in the myocardium. The monodomain equation is coupled
to a set of dynamic system describing the physiology of the electrical activity at the cellular scale. The
extracellular potential in the heart could be obtained by solving a Poisson equation in the heart domain.
The following system is used in the literature to compute the extracellular potential in the heart. It is less
complex than the bidomain model because the transmembrane potential is not coupled to the extracellular
potential in the model.

-

Ovm — div(omVom) = ILopp + Lion(0, vm, W,2) in Qn := Qp x (0,7),
div(onV —  —div(0\Vom in Qn,
< v(ah uh) v(0iVom) Qn (12)
Otw — F(vpy, W) =0 in Qn,
o - G(3,vm,W,2) = 0 in Q.

Here, the transmembrane potential vy, is defined as follows
Um = Uj — Up, (1.3)

where u; and uy, are the intra- and extra- cellular potentials. The 1), is an external applied electrical current
and I;,,, is the ionic current across the membrane which is defined as follows

Tion (2, , W, 2) Zglyl H )7 (v — Ei(2)), (1.4)

7=1
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where
z
Ei(z) = 7ilog (), 2= (21,0 2m). (15)
1
Here 7; is a constant and we denotes by z;, © = 1,...,m and ze the intra- and extracellular concentration.
We define the evolution of the gating variables w := (wy, ..., wy) and the ionc intracellular concentration
variables z := (z1,...,zm) by the following functions F'(vm,w) and G(@, vm, W, z) which are defined as
follows
Orwj = Fj(vm, wj) := a;j(vm) (1 = wj) = Bj(vm)wj, j=1,....k, (1.6)
where «; and 3; are a positive and smooth functions with 0 < w; < 1 and
0tz = Gi(0,vm, W, 2) := —J;(0, Vm, W, logz;) + H;i(0, vm, W, Z), Vi=1,...,m, (1.7)
where
2y k i « dJi
JiEC (R-l-XRXR XR)? 0<g*(W) gai(cgvv?w?T) <9 (W), T(Q,U,W,O) SLU(W), (18)
T T
with g4, g* L, belong to C*(R* R ) and
Hi e C*(R* x R x R¥ x (0, 4+00)™) n Lip(R% x R x [0,1]% x (0, +00)™). (1.9)

The system (1.2) is completed with the following condition on the interface boundary ¥ := S x (0,7)
omVum -n=0 onX. (1.10)

Our mathematical model is based on the coupling of (1.2) with the following diffusion equation in Q¢ =
Qt X (O,T)

div(otVug) =0 in Qy, (1.11)
with the following condition on the external boundary Yex = I'ex¢ X (0,77) which is assumed to be isolated
otVug -n =0 on X, (1.12)

where u and oy represent the torso potential and the conductivity tensor of the torso. In order to guarantee
the continuity of the electrical potentials and currents from the heart to thorax, we need to introduce the
following transmission conditions

U = u on X,
h ¢ (1.13)
opVup-n = otVug+-n on .

To sum up, from (1.2) - (1.10) - (1.11) - (1.12) and (1.13), we obtain the following the coupled heart-torso
model

-

Otvm — div(omVom) = Iopp + Lion (0, Vm, W,Z) in Qn,
div(onVun) = —div(oiVom) in Qn,
4 div(atVut) = 0 in Q¢, (1.14)
oW — F(vm, w) =0 in Qn,
oz — G(o,vm,w,z) = 0 in Qn,

with the following interface conditions

omVUm-n = 0 on X,
Uh = ug on X, (1.15)
onVun-n = otVug-n on,

and the following external boundary condition
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otVug -n =0 on Yex. (1.16)

1.1. Properties of the solution. We start by examining the well-posedness and regularity of the solution for
the heart-torso coupled system (1.14)-(1.15)-(1.16). We recall the following lemma on the unique existence
of a solution for the heart-torso coupled system. The proof is based on [1], [39] and [40].

Lemma 1.1. Let (v,u,w,z) be the solution of the heart-torso coupled system (1.14)- (1.15)-(1.16) , such
that 1oy, € LP(0,T; L*(Qn)) n HY(0,T; H?(m)), p > 4, and the initial conditions (vo, wo,z0) satisfies
the following regularities :

vo € HY (), woe H*(Qm)* and zoe H*(Qn)™.
Then, we have
vm € H'(0, T3 H*(Qw)) 0 H*(0, T3 H' (),
we WHE(0,T; H(Qn))" n H?(0,T; H' (Qn))",
ze WH(0,T; H* ()™ n H*(0,T; H (Qn)™,
ue H*(0,T; H'(Q)). (7
Moreover if
woe H3(Qm)* and zo € H?(Qn)™,
we get
we Whe(0,T; H(Qn))* — H'(0,T; H ()",
2 W (0, T ()™ < B0, T3 (@)™ (L9

1.2. Inverse problem. The inverse problems are arousing more and more interest and can be formulated
in different ways. This problem have attracted much attention to many researchers working in various
applied fields. In general, there exist two types of formulations in the study of the inverse problems of
determining coefficients or source terms of partial differential equations: the first type with an infinitely
many measurements who we treat it by Dirichlet-to-Neumann-map and the other type with a finitely many
measurements by means of Carleman estimates. In 1939, a Carleman estimate was first discovered by
Carleman in [15] for proving the unique continuation for a two-dimensional elliptic equation. Thereafter,
this tool has been an essential method to obtain unique continuous for partial differential operators with non-
analytical coefficients. In addition, Carleman estimates have also become the key ingredient for establishing
stability results and this method was first introduced by Bukhgeim and Klibanov [12] which allows to prove
the global uniqueness theorems. In other words, these theorems generally only require the regularity of the
unknown coefficients. Later, this method was extended to nonlinear parabolic and elliptical equations in
[26], [27] and [28]. By means of global Carleman estimates and for the first time in 1998 the Lipschitz
stability of an inverse parabolic problem was established by Imanuvilov and Yamamoto in [24]. Since then,
this type of inverse problems for parabolic equations has received a large amount of attention.

Our formulation of the inverse problem requires a finite number of observations. For this purpose, we fol-
low the method proposed by Bukhgeim and Klibanov [12] that established the uniqueness for inverse prob-
lem of determining some coefficients which is based on a Carleman estimate. We refer also to Bellassoued
[5, 6], Bellassoued and Yamamoto [7, 8], Benabdallah, Cristofol, Gaitan and Yamamoto [9], Bukhgeim
[14], Bukhgeim, Cheng, Isakov and Yamamoto [13], Benabdallah, Gaitan, Le Rousseau [10] and Baudouin,
Cerpa, Crpeau and Mercado [4]. Among others PDEs coefficient or source inverse problems, where Carle-
man estimates have been used, we can mention reactiondiffusion systems which are frequently used to model
several physical applications, for example: in biology and medicine, emergence and growth of cancer.

In this paper, we study an inverse problem for the coupled heart torso system (1.14)-(1.15)-(1.16) mod-
elling the electrical activity of the heart, in order to recover conductivities parameters from body surface
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measurements. In fact, the electric wave propagation in the heart can be formulated by a nonlinear reaction-
diffusion system coupled to an ordinary differential equation system called the bidomain model [30, 18].
In our case, we use the monodomain model which is a more simplified model of the bidomain model and
on the other hand they are equivalent when the ratios of intracellular conductivity anisotropy are close to
those in the extracellular domains. The bidomain and monodomain model equations [38, 25] are well es-
tablished as the standard set of equations for the simulation of cardiac electrophysiology [36, 37, 35]. In
the computational electrophysiology community, the monodomain model is the most used in order that is
computationally much cheaper than the bidomain model. In this context, there are some works focused to
the study of the cardiac parameters identifiability problem by using Carleman estimates [1, 2, 29] and in
the framework of the cardiac conductivities recovery problem by means of Carleman estimates, Aniseba,
Bendahmane and Yuan in [3] obtains the stability results for the conductivities diffusion-coefficients and
Wu, Yan, Gao and Chen in [41] proved a Holder stability result for the inverse conductivities problem.

Letw < €, be a non-empty subdomain of 2}, and wy < w, then there exists a weight function 3 € C°(Q),
Bi = Bio; € C?(£y) with i = h or t satisfied the following conditions :

B=-1 on Te,
OnB <0 on Tex,
=0 on S,
OnfPn >0, 0Pt >0 on S,
0t0nft = onOnfn on S,
and
VB >0 in Q\wp.
We denote ¢t € (0,7") and ¢ty = T'/2.
Thereafter, we consider two sets of coefficients (o, o, 03, 0¢) and (G, 0p, 0, 0t ) and the correspond-
ing solutions (u, v, W,z) and (4, Om, W, Z) of (1.14)-(1.15)-(1.16). Let a € C%(Qy,) be a positive function
a(x) = ap, € Qp, we define the following sets of admissible coefficients :

AP = {(04,006) € C?(Qn), 01 = ¢; > 0, 0e = o > 0 and 03 = a0e}, (1.19)

.At = {O't € C2(§t>, oty = Ct > O}, (1.20)

for some positive constants c;, ce and c¢. In order to formulate our stability and uniqueness results of
conductivities, we need to introduce the following assumptions :
Assumption (A.1). Let wg < w . There exists a constants ¢y > 0 such that

inf |VB(z) - Vd(z,to)| = co, with d € {Dm, in, Ut }. (1.21)
ze(\wo)
Assumption (A.2). There exists a constants M/ > 0 such that
[Om w20 0,120 ) T [8nllwzoormwzo @) + 18w o rmwe @) < M. (1.22)
Theorem 1.2. (Stability) We assume that (A.1) and (A.2) are satisfied. Then, there exists a positive constant
C > 0depending on Q,T, and M, such that
los = Gil 11y + loe = Tellar @y + ot — Ot a1y < C(H(Um — Um) (- to) | m2(0n)
+ [[(ue — @) (-, to) |20 + [ = W), t0) |51 (0y) + 1@ —2) (5 t0) [y + loi — il 1)

+ [vm = Vm #2012 (0)) + lun — Unlm20 10200 + lue — atHH%O,T;HI(FM)))a (1.23)

for any (01,00), (51,00) € Ab, 0v,5¢ € At satisfying (0701, 0e) = (0761,075e) on S,
ot = oponS.

v < 1 and
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As a consequence, we can drive the following uniqueness result

Corollary 1.3. (Uniqueness) Let us consider the same assumptions in Theorem 1.2 and let (v, ut, W,z) =
(Om, Ut, W,Z) at a fixed time to, (Vm,un) = (Om,Un) inw x (0,T), uy = Uy in the external boundary Xy
and oy = 0 in w. Then, we have the following uniqueness result

(0i,00) = (04,0e) in Qn, and oy =0y in . (1.24)

The assumptions (A.1) and (A.2) are commonly used in the study of inverse problems, we can cite [1, 9].
Assumption (A.1) can be satisfied for a suitable smooth initial data and to sufficiently small. If 7" is small
enough or the initial data are sufficiently smooth, then (A.2) is satisfied.

The remainder of the paper is organized as follows : In section 2, we prove a global Carleman inequality
for the coupled heart-torso model with a singular weight function which is the key ingredient to establish
the stability estimates for some coefficients appearing in our model given by (1.14)-(1.15)-(1.16). By means
of this estimate in section 3, following the Bukhgeim-Klibanov method we prove the stability result for the
inverse conductivities problem. In section 4, we prove the stability estimate of conductance parameters.

2. CARLEMAN ESTIMATE

In this section, we will establish a Carleman estimate for the monodomain coupled system (1.14)-(1.15)-
(1.16). In order to get our Carleman estimate, we need a weight function with special properties for parabolic
equations so called singular weight function and we refer to Fursikov and Imanuvilov [22], Imanuvilov [20],
Imanuvilov and Yamamoto [24] , Doubova, Osses and Puel [19].

2.1. Weight function. Let us define the following weight function : Let w < €y and for a non-empty
subdomain wy < w, there exists a function 8 € C°(Q), p; = B, € C?(€y), i = hort, such that we have
the following conditions

/8 =—-1 on Fexh

anﬁ <0 on Fext7

=0 on S,
Onfn >0, 0pfBt >0 on S,
O'tﬁnﬁt = Uhanﬂh on S. (2.1)

Moreover, we have
‘VB| >0 in ﬁ\wo.
As for the existence of 3, see [19] Lemma 3.1. The jump of the function 3 on S satisfy

[808]5 = OnBh — nfe = (% —1)8ft = 0, 2.2)

for oy > oy, on .S . We will now use the function 5 given by (2.1) to build new weight function. Let A > 0
and ((t) = t(T —t), t € (0,T) we introduce the following weight functions :

AB(@) e2ABleo _ pAB(z)
Ple,t) = Ze n(z,t) = OB 2.3)
Notice that
Vo(z,t) = AoV, Vi(x,t) = =ApVB. 24)

We use usual functions space, H*(Qy,), and

HY2(Qn) = H'(0,T; L*()) n L*(0,T; H*(Qn)).
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2.2. Carleman estimate for the transmembarne potential. Here, we give Carleman estimate for the
transmembarne potential.

We consider the following boundary value problem for parabolic equation :

Otvm — div(omVom) = in Qn,
t (U ) g Qn 2.5)
omVUm -n=20 on X,

where g € L?(Qy,). Then, we recall the following parabolic Carleman estimate with Neumann boundary
condition proved in Lemma 2.2 in [24], (see also [21]).

Lemma 2.1. Let p € N. Then, there exists \o > 0 such that for any A = \g there exist sy := so(\) > 0 and
C = C > 0 such that the following estimate holds

f ((scp)p_l(]@vm\Q + |div(om Vom)[?) + (59)P 3 |vm]? + (sgo)pH\vaF)e_QS”dxdt

h
< C(J (50)P|g|2e 2 dadt + f
Q@n w

for any s > sq and vy, € HY?(Qy,) satisfies (2.5).

(scp)er?’]vm\Qe*QS”dxdt), (2.6)
x(0,T)

2.3. Carleman estimate for the transmission elliptic problem. In this section, we derive a global Carle-
man estimate for a solution of the elliptic transmission system. In () = @y, U Q¢, we consider the following

system :
div(ocnVup) = F,  in Qn,
(onVun) = Fn in Qn 27
div(o¢Vug) = Fy  in Qy,

where I}, € L?(Qy) and F; € L?(Qy). A perfect electric heart-torso coupling, across the interface 3, given
by the following transmission conditions :

Up = U on X,
b 2.8)
onVunp -n =ogVug -n  on X,
and the following exterior boundary condition
otOpuy =0 on  Dey. 2.9)
We denote by u = up X0, + utXn, the solution of (2.7)-(2.8)-(2.9) and F' = Fyxq, + FhXxea,. Moreover,
we assume that oy > oy, on S. Then, we have the following Carleman estimate :

Theorem 2.2. Under the previous assumptions, there exists A\g > 0 such that for any X = )\ there exist
S0 := 80(A) > 0and C = C) > 0 such that the solution of (2.7), (2.8) and (2.9) satisfies

j ((5@)3|u\2 + (s<p)|Vu|2)e_25"dacdt < C’(j |F|2e™ 2 dxdt
Q Q

+ f (50)3|un2e 2" dxdt + J (sgo)\VTut\Qe_QS"dzvdt), (2.10)
wx (0,T) )

ext

for any s > sg.
Proof. Let us introduce the following function z(z,t) = e~ *"u(x, t) with s > 0, where

2= 2nX0, T 2X0, and 1 = Dhxo, + MXQ -

We denote 0 = onxq, + otX0,- The standard approach to the form (2.10) of Carleman estimate starts from
the observation
e div(cVu) = e *div(oV(e*z)) = e *1F := Ps(2). (2.11)
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After computations, we split Ps(z) into three terms as follows
Py(z) = L15(2) + Lo s(2) + Rs(2),
where
L1 s(2) = div(oV2) + s°A20%0| VB[22,  Lay(2) = —25\po (VB - Vz) — 2502002 V|2,

and

Rs(2) = s\20p2|VB|* — sApdiv(a V) 2.
With the previous notations, we get

L1 s(2) + Lo s(2) = Fs(2),
where Fy(z) = e *"F — R,(z). Applying the norm L?(Q) to (2.12), we get
IL1,5 ()13 + [ L2,s(2) |3 + 2(L1,5(2), La,s(2)) = [ Fs(2)]3.

Next we calculate (L 5(2), L2 5(2)) to look for the lower bound :

(L1,5(2), La,s(2)) = Ji1 + Ji2 + Jo1 + Joo.

Let us consider the first term, we have

Jin=— 25/\f opdiv(oVz) (VB - Vz)dzdt
Q
= 23/\J oVz-V(opVp - Vz)dzdt + 28)\f 00t (VB - Von)(On2n)dadt
Q =t

- 25)\f 0o (VB - Vi) (On2e)dadt — 23)\J 0o (VB - Vi) (On2e)dadt.
Py Dext

Then, separately we will calculate the first integrals in (2.18) in Q¢ and in Qp.
n
Jh = 28}\2J ©oi| Vg - V| ?dxdt + 25\ Z

) Jk=1

+ S)\J 0oV By - V(|V2e|?)dxdt.

Q¢

f gOO’taxj ztﬁx]. (atﬁmkﬁt)@ck tha}dt
t

Simplifying the expression of the last term,

Ji = 28)\2J g00t2|Vzt . Vﬁt|2da:dt + 28\ Z
¢ G k=1

- 5)\2] 0|V Be ||V 2| dadt — S)\J ©|V 2z |2div(o2V By ) dxdt
Qt Qt

J 0040z, 2t 0x, (040, Bt ) Oy, zeddt
t

+ s)\f 02 (0nPe) |V 2| daxdt + sA f 002 (0nBs)|V 2| dadt.
.

ext

On the other hand, we have

J{ll = 28)\2J 4,00}21|Vzh . Vﬂh|2dmdt + 2sA Z

h J,k=1

J 0000z, 200z, (On0z;, Bn) O, 2ndadt
h
— s\? J ©|onV Bul?|V zn|Adrdt — s)\f @ div(e V Bn) |V en|*dxdt

Q@n Q@n

— s\ J 02 (0nPn) |V on|2ddt.
>+

(2.12)

(2.13)

(2.14)

(2.15)

(2.16)

(2.17)

(2.18)
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We can write J1 as follows

Jii = 25)\? JQ ©o?|Vz - VB|2ddt + 25\ Z JQ 00 (0,;2)02; (00, B) (O, z)ddt
k=1

— s)\2f 0oV B |V 2| dzdt — s)\f @div(a?V 3)|Vz|2dzdt + B(z), (2.19)
Q Q
where the boundary term 5(z) is given by

B(z) = 2sA waﬁ(é’nzh)(Vﬁh - Vzp)dxdt — s)\f gpai(@nﬁh)wzh|2dazdt
s+ s+

- QSAJ 002 (0n2)(V By - Vi )dadt + sAf 002 (0nPt)|V 24| dxdt
- -

- 25)\J 0o (VB - Vi) (Onze)dadt + s/\f 002 (0nBs)|V 24| ddt.
Eexl 3

ext

Therefore,
B(z) =3>\f goanﬁh|ah8nzh|2d:cdt — SAJ np&nﬁt|at8nzt|2dxdt
o+ v
oA | eon(onda Voanfdudt ) [ (00,80 Vo
s+ o

— s)\f goaf(&nﬁt)](?nzt\zdwdt + S)\J goaf(&nﬂt)]VTzdzdxdt.
Eexl

ext

here, we have used

Vz=(Vz-n)n+V.z, V= (VB-n)n+ V.5, (2.20)
and the fact that V3 = 0 on X. Thereafter, by using the fact that o¢0pus = 0 on ey, We can see that
0t0n2t = sATt(0nSe)2t, (2.21)

and we apply the following transmission conditions on S,

ot0nft = 0onopPn onsS,
Zh = z on S, (2.22)
Uhﬁnzh = atﬁnzt on S,

we obtain
Ji1 = 23/\QJ 0o?|Vz - VB|2dadt — S)\2J ooV BV 2| dxdt
Q Q
+ SAJ ©|00, 2| [0, 8] sdadt — S)\J‘ ©(00,8)|Vr2|*[0] sdadt
by by
- 33)\3f 00 (2 B0) (0 ) |2 Plrdt + Y, (2.23)
Ec-:xl
where the remainder term Y is given by

Y] =2sA Z J goa(&sz)é’xj(U&xkﬁ)(ﬁxkz)d$dt—SAJ odiv(a?V B)|V 2|2 dadt
Gk=1"4 Q

+ sAf ©(0nB)|0¢ V2t |2daxdt. (2.24)
Eexl
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We compute now the second term .J;2, we have
Jig = —25)\? fQ ©z0 |V B)2div(oV2)dxdt
= 25)\? L? oVz - V(pa|VB[22)dzdt + 25\ J2+ 0o |V Bu|* (On2n ) dzdt
— 25\2 JE goztatz\VBt\Q(anzt)dxdt — 25\2 fz goztatQ\VBt\Q(anzt)dxdt.
Then, using again (2.18) and (2.21), we get
Jio = 252 JQ ooV B2V Pdzdt — 25°\3 L ©?|060nBe|? (0nBr)| 26 |2 ddt + Ya, (2.25)

ext

where

Yy =252 JQ ©0o2Vz -V (o|VB|?)dzdt + 25)\3 JQ o2p2(Vz - VB)|VE[2dxdt
250 L 02(00n2)(0008)[0nBlsdudt. (2.26)
After computations, we also see that
Jop = —253X\3 fQ ©30?|VB|22(VB.Vz)dxdt
— —s3\3 JQ O3 VAPV - V(|2|?)dxdt

= 35321 JQ O3 |V B[4z Pdadt + s3N\3 JE O3 |o0nB|*[0nB] 5] 2| *dadt

— s%”f O |060n Bt |?| 2t |* (0n By ) dadt + Vi, (2.27)
where Y3 is given by
Y3 = s3\3 fQ 3|22 div(a?| VB2V B) dadt. (2.28)
Finally, we have
Jog = —253\1 JQ O3 |2?a?|V 8| dadt. (2.29)

By summing (2.23), (2.25), (2.27) and (2.29), we get
(L1,s(2), Las(2)) = s°A* f 32202 |V 3| dadt + 2502 f ©o?|Vz - VB|*dadt
Q Q
+ sA2f ooV B2 V2|2 dzdt — 233)\3J 3|0t Be|? 0 Bt | 24 |* dxdt
Q ext

—252>\3J ¢2|atan,6t|26nﬁt|zt|2dmt+5Af ©|00nz|*[0n ] sdzdt
Dext b

_ SAJ (000 B)| V-2 2[0] sdwdt + 33)\3J BB [0nB]s|22dadt + Vi + Y + Vi,
> >
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Consequently, from (2.16), we can deduce the following inequality
121 (2)[2 + [ La(2) 2 + 25X f 12202 VB[ dwdt + 45N f 00| V2 - VB ddt
Q Q
+ 25\ f ooV B2 Vz2dzdt — 453\3 f ©°|0t0n By |* On By | 24 | dxdt
Q Eext

- 452)\3J ©°|0t0n Be|* On By | 2 |2 dadt + QSAJ ©|00n2|?[0n 8] sdadt
Sext by

28 f (000 B)| Vs 2 [0]sdadt + 25573 f 100, B2[0n 85|22 dadt
> >

< ||Fs(2)[3 + 2(|Ya] + [Ya] + |Ya]). (2.30)

On the other hand, using the expression of F(z), we get
|Es(2)]5 < e F3 + CS2>\4J ¢’z dad,
Q
It is not difficult to deduce that the interface integrals are positive and (2.24), (2.26) and (2.28) yield that

[Y1] < CsA JQ ©|Vz|2dadt + Cs) 0|V, 2| *dadt, (2.31)
Zext
|Ya| < <Ces/\3J ©3|22dzdt + es)\QJ ©|Vz|?dzdt
Q Q

- OsN f 122000 B [0n Bl ddt + esA f PlotnzPonflsdrdt), @32
b by

V3] < Cs3\? f 3|22 ddt. (2.33)
Q
Thereafter, using the above expressions and taking € small and s large, by (2.30) we find

I1a(2) 2 + | Lo (2)]3 + 26°X1 JQ 2202V B dadt + 45\2 JQ 00?2 - V[2dudt
+ 2522 JQ ©loV B2V Pdzdt — 4s3\3 f ©*| 0405 Be |2 0n By | 2¢ |2 ddt
— 45%)\3 JE 0|0t 0n Bt | > On Be| 26| daxdt + 25 fz ©|00p 2| [0, 5] sdxdt
— 25\ J; ©(00,8)|Vr2|*[0]sdzdt + 253 N3 J; 0?1008 [0nf]s| 2| dzdt
< (He—s"an + 5221 JQ O3 |z dxdt + Cs3\3 JQ ©3|2|?dxdt + es)\? JQ ©|Vz|2dxdt

+3A4J cp3|z]2d:cdt+Ces)\3J 1212|000 B[00 B] sdadt
Q >

+ GSAJ ©|00,2)?[0n 8] sdadt + CSAJ g0|Vth|2dxdt).
b pM

ext
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Then, from (2.2) we get

L1y (2)I2 + [Dos()]2 + 2831 f 12202V 8| dwdt + 2572 J |0V 82|V 2 Pdudt
Q Q

—483)\3J <p3\at8nﬁt|28nﬁt]zt\2dxdt—482/\3J cp2|at8n5t]25n,8t\zt|2dxdt
Ec-:xl

ext

< e F|3 + C<83A4f O |22 dxdt + SAQJ ©|Vz|?dxdt + s/\f <p|Vth\2da;dt)).
Q Q

ext

Using the fact that 02|V3|? > 0in (Q\wp) and 0,3 < 0 on ey, we get

IL1s(2)3 + | Las(2)[2 + CsP N1 J |22 dwdt + Cs)2 f o V22 dedt < e F |3
Q Q

+ C<53)\4f O z2dadt 4 sA\* J ©|Vz|?dxdt + S)\J g0|Vth|2da:dt>.
wo X (O,T) wQX(O,T) Sext

We aim now back to our original variables and we obtain
J (53>\4cp3|u|2 + 87| Vul*) e **1dzdt < J |F|2e 2" dxdt
Q Q

+ C’(J (53)\44p3|uh|2 + s)\2g0|Vuh|2)e_25"da:dt + s\ <,0|V7ut|26_257’dmdt). (2.34)
wo x (0,T") Dlext

We should now eliminate |Vuy|? in wy. We redefine the following function p € C§°(w) such that p =

1 in wp and p > 0. Thereafter , multiplying the following equation div(cVu) = F by sA\2ppue=2%" and

integrating on w x (0,7"), we obtain

s)\2j ©|Vup2e " dxdt < f |F|2e ™" dxdt + 083)\4f O3 lup|?e™ 2 dxdt. (2.35)
wox(0,T) Q wx(0,T)

Finally, we have

J (s3>\4cp3|u|2 + 5A290|Vu|2)6_2s"dxdt < J |F|2e™2" dxdt + 053)\4f O3 lun|?e ™2 dxdt
Q Q wx(0,T)

+ CsA ©|Vrug[2e™2dxdt.  (2.36)
ECXI
This completes the proof of (2.10). ]

2.4. Global Carleman for the coupled heart-torso system. In this section, we will establish the global
Carleman estimate for the coupled heart-torso system. We consider now the following system :
(

Oyvm — div(om Vom) = g in Qn,
div(opVun) + div(o;Vum) = fa in Qn,
div(o¢ V) = fi in Q,
{ omVm - n = 0 on X, (2.37)
U = U on X,
onVup - n = o¢Vutg-n onx,
otVug - n =0 on Yext,

where g € L*(Qn) and f := (fuxn + fext) € L*(Q).
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Theorem 2.3. Under the previous assumptions on g and f, there exists \g > 0 such that for any A = )Xo
there exist sg := so(\) > 0 and C = Cy > 0 such that the solution (vm,u) € H"?(Qpn) x H(Q) to the
system (2.37) satisfies

f ((s)(2rvml? + [div(omVem)[2) + (50) om? + (530)° [ Vom[?) e >t

h

+ f ((sgo)?’lu\Q + (sgp)]Vu|2>e*25”dxdt
Q

< C(J (5)?|g|?e™ 2" dxdt + JQ |f|?e” 2 dxdt + J (50) |V ug|2e 2 dadt

Qn

ext

+f ((sg0)5|vm\2 + (s<p)3\uh|2)e_28”da:dt>, (2.38)
wx(0,T)

for any s > sg.

Proof. Applying Lemma 2.1 to vy, with p = 2, we get

J ((sgp)(|é’tvm|2 + ‘diV(O’mV’Um)F) + (sgp)5|vm]2 + (scp)3]va|2>e_28”dxdt
Qn

< C’(J (s)?|g|?e” 2 dxdt + J (sgp)5|vm|26_25”dmdt). (2.39)

h wX (O7T)

We apply now Theorem 2.2 to u with F}, = f, — div(0;Vun) and Fy = fi, we obtain

J ((5@)3\u|2 + (590)|Vu|2)e_2s’7dmdt < C’,\<j |f|2e 2 dxdt + j |div (03 Vum) |[2e 2" dadt
Q Q

Qn

+ j (s)3e™ 2 uy, |2dxdt + f (890)|V7ut|2e_28”dmdt). (2.40)
wx(0,T)

Ylext

Then, by summing (2.39) and (2.40) and taking s large, we get

J ((59)(|0rvm]* + |div(omVvm) ) + (5¢)°[vm[? + (50)*|Vom|*) e *"dzdt

h

+ J ((s)*ul® + (s)|Vul?)e > dzdt
Q

< C(JQ (50)2|g|2e 2 dxdt + fQ |f|2e 2 dxdt + fz (50) |V ug|*e™ 2 dadt
h

ext

+j ((s9)°lvm|* + (5@)3\uh|2)e_25”d:ndt>. (2.41)
wx(0,T)

This completes the proof of (2.38). ]

3. STABILITY OF THE CONDUCTIVITIES INVERSE PROBLEM

This section devoted to proving Lipschitz stability given by Theorem 1.2 for our inverse problem which
consists of identifying conductivities parameters oy, and oy by means of Carleman estimate. We consider
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the following coupled heart torso system :

-

Otvm — div(omVom) = Iopp + Lion (0, Vm, W, Z) in Qn,
div(onVun) = —div(0iVum) in Qu,

{ div(otVug) =0 in Qy, 3.1
0w — F(vpm, W) =0 in Qn,

| oz — G(o,vm,w,z) = 0 in Qp,

with the following interface boundary conditions on X

omVUm-n = 0 on X,
Unh = Ut on X, (3.2)
onVun-n = otVug-n on,

and the following interface boundary conditions on ey
otVug -n =0 1n Dex. 3.3)

In the sequel and without loss of generality, we may assume that ¢y = 7'/2 and to simplify the notations, we
denote ng(z) = n(z, to).

3.1. Preliminaries. We will prove at first a Carleman estimate for a first order partial differential opera-

tor which we will use to prove our stability result. Thereby, we consider the following first order partial
differential operator A(x, D) in a bounded domain ; < R"

Az, D)y = > ~j()djy +v0(z)y, =€, (3.4)
j=1

where

Yo(z) € C(ﬁi), v =(Y1y---,T) € Cl(ﬁ)", H%‘Hcl(ﬁi) <M, j=1,...,n, and ||’yQHCl(§i) < M.

(3.9
Let w < €; (possibly empty) such that
|VB(x) - v(z)| = co, on Q\@. (3.6)
Then, inspired by Lemma 2.1 in [7], we have
Lemma 3.1. There exist constants sg > 0 and C' > 0 such that the following estimate holds true
sf ly(z)[2e 2@ gz < CJ |A(z, D)y(z)|?e2510@) dg: + SJ y(z)|2e=25m0@) g, 3.7)
i Q; @

forany y € HY (%) and all s > s.
Proof. Let §(z) = |V3(z) - v(z)|. We multiply the equation (3.4) by fye~250(*)_ we have

J Ay(a)0(x)y(x)e > dz =J Vy(x) - (700 (2)y(x)y(x))de
Q; Q;

n j 0()0(2) y(x) e 2@ dz
Q;
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Then, applying the divergence Theorem by taking into account that y € H, & (), we obtain

| Av@p@@e 2 @ds =~ | yaptivie 2 O(w)y(a) (o) ds
Q; Q;

[ b@m@l@Pe .

Thereafter, we have

f Ay(2)0(x)y(z)e 2@ dg = —2sf o(z,10)|0(2) |y (z)|Pe 2 ) dy

i i

- JQ [y()Pdiv(B(2)y(x))e > dy — f y(2)Vy(z) - 0(z)y(x)e 2@ dy

4
+f 0(z)v0(z)|y(z)Pe 2@ dz. (3.8)
2

Using the fact that
Vy(z) - (@) = Az, D)y(x) — y0y(z),
we get

25 f ()2 (a, t0)|0() Pe 0@ dz = 2 f 0@ )0 (@) y(@)2e 2™ da
Q;

_ QJ Az, D)y(x) - 0(@)y(w)e=2m) dgy — f 1y (@) Pdiv (0(x)y(x))e 2@ g, (3.9)
Qi Qi
Thereafter, applying Cauchy-Schwartz inequality to (3.9) and from (3.5) we obtain

25 J oz, t0) |y (@) ?]6(2) e 2@ dz < C f (|A(z, D)y(@)P® + [y(@)P)e 2@ dz.  (3.10)
In order to minorate the left hand side quantity, we use the condition (3.6) and it is easy to deduce the desired
estimate (3.7). This completes the proof. g

So as to estimate the gating variable w and the ionic concentration z, we need to state the following
Lemma.

Lemma 3.2. There exists C > 0 such that the following estimate

J e_QSn(I’t)E(t)_2|u(x,t)|2d:r3dt<C’( J e 2@ (1) 2 |u(x, to) |2 dadt
Q Q

+ S_lf 6_28’7(1”"5)|6tu(:c,t)|2d:vdt), (3.11)
Q

holds for any uw € H*(0,T, L*(Q)) and any s > 0.

Proof. By applying the Cauchy-Schwartz inequality, we get
t 2 t
J [ dvuteyar| 0ty 2270 dwar < f ([ 12t n)Pdr) (¢~ t0)e5) 22 Dzt
Q' Jto Q “VJio
Then, using the fact that

2t — to L
Oun(. ) = @ = ) = (e - o)) ),
where h(x) = (e2MPle — ¢A8) Moreover, we have
¢
om(x,t) <0, |Opu(z, 7)[2dT <0, for 0<t<ty,
to
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and
t
om(x,t) =0, |Osu(z, T)|?dT =0, for to<t<T.
to

Thereafter, we can deduce that

t 2 t
J ' O, 7)dr| () 2e 2@ dydt < CJ ( |Opu(z, T)|2d7') oz, £)e= 2@ dadt
Q to Q to
C t
= —— < |8tu(1‘,7’)|2d7> op(e 2@ dgdt.  (3.12)
28 Q tO
Subsequently, integration by parts with respect to time variable and taking into account that e 2@ T) —
e 2(@0) — 0, we get
¢
_ ¢ ( |Opu(z, 7')|2d7') Op(e” 2@ dpdt — CJ |Opu(z, t)[2e™ 2@ dadt. (3.13)
25 Q tO 28 Q

On the other hand, we have

t 2 2
j ‘J 0tu(x,7')d7" 0(t)~2e 2@ g it =J ‘u(a:,t) —u(x,to)‘ 0(t) 272510 gt (3.14)
Q' Jto Q
Since
0(t) 2 u(z, t)]? < C(Z(t)_2\u(x,to)]2 +0(t) " u(x, t) — u(m,to)\2>, (3.15)
and from (3.12), (3.13) and (3.14) ,we can deduce (3.11). This complete the proof. ]

Finally, we have the following Lemma ( See [24]).

Lemma 3.3. Ler m = 1 and Q) a bounded domain of R™. Then, there exist C > 0, sg > 0 such that the
following estimate holds

C
f 0(t) e 2@ k()| 2dadt < f e~ 2@ | k() 2 de,
Q Vs Jo

forall k e L*(Q) and any s > sq.

3.2. Linearized inverse problem. Let consider two sets of admissible coefficients (oy, on, 03, 0t) and
(G, On, 0, 0¢) and the corresponding solutions (up, tt, Um, W, z) and (Uy, Ut, Om, W, Z). Then, we define
the difference as follows:

Um = Um — Om, Uh = Up — Up, Ut =Ut — U, W=W—W, Z=1—1Z,
and Jj = 05 — g5, with j € {m,i, e, h,t}.
Thereafter, we easily see that (up, @, Um, W, Z) satisfies the following system

-

OtUm — div(om Vom) = div(6mVim) + R(z,t) in Qn,
div(onVin) + div(oiViym) = —div(6iVom) — div(6,Vin)  in Qn,
{ div(o¢ Vi) = —div(6¢ Vi) in Q, (3.16)
OrW — L(vm, W, Om, W) = 0 in Qn,
orz — K(0, vm, W, Z,0m,W,Z) = 0 in Qp,
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with the following interface boundary conditions on X

omVim-n = 0 on X,
Up = U on X, (3.17)
onVin-n = otVig-n on,

and the following interface boundary conditions on ey

otVig -n =0 Xex. (3.18)
where we have assumed that o; = ; on S and we denote F, G and R(z,t) as follows :
L(vm, W, 0, W) = F(vm, w) — F(0,w), (3.19)
K(§7 'Umv W7 Z7 6m7 ﬁl'} ’Z\) = G(§7 'Umv W7 Z) - G(@v 61117 G\V,/Z\), (320)
and
R(.T,', t) = Ii0n<§7 Um, W, Z) - Iion(@v 6l‘nu \/’\V,/Z\) (321)
where R(z,t) satisfies the following estimates (see Lemma 5.1 in [1]) :
|R(x,t)]” < C(Iﬁm(fv,t)IQ + Wz, t)* + Ii(fc,t)IQ), (3.22)
and
2R (@, 1) < C(|Tm (@, ) + |Tm (e, ) + [l t)). (3.23)

Lemma 3.4. Let (uy, U, Om, W, 2Z) solution of the linearized problem (3.16). Then, there exists a constant
C > 0 such that we have the following estimate :

2
G2 R(, )2 < O Y lofom(@. O + (@, t) + [z, 1)2). (3.24)
7=0

Proof. We proceed as Lemma 5.1 in [1], we get

2
2R 0P < O X ot 0P + [ 0P + [da. )P + 3.0 + |52 0f).  329)
§=0
Thereafter, we recall that W := (w1, ...,wy) and ;W = F(vm, W) — F(0mm, W) and by a derivative with

respect to ¢, we get
Oi; = 0y (Fj(vm,wj) — Fj(Om, 05)), Vi=1,... k.
Then, we have
0fj = 001 Fj(vm, w;) + 04002 F (v, w5) + 00 (01Fj (vm, wj) — 01 Fj (O, ©;))

+ 0y W; (02 Fj(vm, w;) — 02Fj (O, W5)), (3.26)
where 0; represent the partial derivative with respect to the I** variable I = 1,2. Using the fact that Fj is
locally Lipschitz and the a priori boundedness of the solutions (A.1), we get

(07w < C(|oml + |000m* + [W[* + [0,%]%)
< C(|om]? + |0:0m|* + |W[?). (3.27)

Similarly, we have z := (Z1,...,2m) and ;z = G(@,vm,W,2) — G(0, Om, W,Z) with G is defined as
follows
Gi(0, Vm, W,z) := —J;(0, Vm, W, log z;) + H;(0, vm, W, Z), Vi=1,...,m.
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By a derivative with respect to ¢, we get
8321 = at (Gl(éa ’U7W, Z) - Gi(?a 1’}\1’113 ﬁla 2))
= at( - Ji(@a Umv W7 IOg Zi + Hi(@v Uma W, Z)) + at(Ji(Ea 61117 ﬁ’, lOg 21) - Hi(@v 6ma G\V,/Z\))(?’ZS)

where
k
0t (Ji(@, vm, W,10g 21)) = ByomOai + Y. Oyw;dj 2 + O¢log 20k 3.5, (3.29)
j=1
and
k m
Oy (Hi(@, Um,W,Z)) = Oyvm0Oo H; + 2 8tch3j+2Hi + Z at2j5k+2+jHi. (3.30)
j=1 j=1
Thus, by (3.28), (3.29), (3.30) and the a priori boundedness of the solutions, we have
1072)* < C(|om|? + |0:0m|? + |[W* + (21> + |0,W]* + |0,2]%)
< C(|om]? + 00| + |W[* + [2?) (3.31)
since J; and H; are locally Lipschitz. Subsequently, from (3.25),(3.27), (3.31) we obtain (3.24). ]

In the rest of this section, let
09 = i, a9 =dla, 79 =5 and a¥) =da, j=0,1,2.

Now, by considering the time derivative of the system (3.16)-(3.17)-(3.18), we obtain the following system

0,08 — div(om Vi) = div(GnViY) + & R(z,t)  in Qu,
div(on Vi) — div(o; V) — div(5;VDS) — div(GnVaY)) in Qu,
3 div(eyVad) — —div(&Va)) in Qs (332)
oW\ — 8] (L(ven, W, O, W)) =0 in Qn,
\ 0zV) — 85 (K(0, vm, W,2,0,0m,W,2)) = 0 in Qnp,
with the following interface boundary conditions on X
JmVTJ,(HJ;) -n = 0 on X,
atd L on %, (3.33)
O‘thLg) noo= atVﬂgj) “mon X,
and the following interface boundary conditions on ey
o Vil n =0 on Sey. (3.34)

In the next, we use the following notations
M2 (o, i) = HﬁmH%{z(O,T;LQ(w)) + HahH?{Z(O,T;LQ(w)V
Mlgex[(ﬂt) = Hﬂt”%{?(o,T;Hl(Fexl)w
M§, (e, e, W, 2) = [0 (-, t0) [ T2y + [T (5 t0) [ 200
+ W t0) I3 ) + 1205 t0) I (qy)- (3.35)
We recall the assumption (A.2) for (O, Un, Ut )

[Om w20 0,120 n)) T [8nllwzo0rm20 @) + |8t w2 0,mmw2e @) < M, (3.36)
for some positive constant M.
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Lemma 3.5. Let (O, Un, Ut, W,Z) solution of the linearized problem (3.16)-(3.17)-(3.18). Then, there exist
constants so > 0 and C > 0 such that the following estimate holds

Zi:(J (( )>(|8tv 2 +|dlv(ava(J)), ) + (e(st))5|5£%‘)|2+ (d;)gwﬁg)@e_?sndxdt

+ fQ ((@) @2 + (%)NWH?)@—?SMM) < C’(JQ (g(‘;)Z(wiy? + V& [2)e 2 dwdt

+ f (166> + |V&e|*)e > dzdt + ME (D, g, W,2) + M2 (Om, ) + Mﬁm(at)), (3.37)

Qt

for any s > sg.

Proof. Applying Carleman estimate given by Theorem 2.3 to (3.32)-(3.33)-(3.34), we obtain

JQ ((%)(\&:65@\2 + |div(om VIS ) + (Eé)>5ﬁl(gl)2 n ( 0 )) Vo] > =25 s it

w [, () 1598 + (g v R)emawar < o | faiv(acwal ) P)e-> e

t

+ JQ ((z%@) (|div(5m VL) 2 + [0/ R(z, )[2) + (|div(6;VoE) 2 + | div(pval))? ))e—mdmt

+ Lm (W;)|VTﬂ£j)|2€—287]d$dt + JQW ((%)5@(3‘”2 n (g(st)>3|ag)|2)e—25ndxdt) (3.38)

From the condition (3.36), we get
2
Z (f (( )>(|(9tv |2+|d1V(UmVrU(J))| )+ (g(st)>5|ﬁg)|2+ <€é))3|v®§g)]2>625’7dazdt

+ JQ ((a‘i))g\mj)y? + (J—t))yvmj)y?)e—?s”dxdt)

2
Q@n £(t)

f (164> +|V5e|)e 25’?dxdt+ZJ ) 16/ R(x,t)Pe™ " dadt + M2 (B, iin) + ME, (i )).
Qe

We recall now that o, = O'iO'}: 0e Where oy, = 03 + 0e and by using (1.19), we obtain

. 67 ~ ~ ~
Om = (1 n a)ai and oy = (1 + ). (3.39)

Thereafter, we get
i(f <( )>(|(9tv %+ |d1V(amVu(J))| )+ (gé)f‘ﬁg)ﬁ"’_ <€(8t))3|v17§g)]2>62577dxdt

+ JQ ((e%) @02 + (%)wﬁﬁ)e—%ndxdt) <C<JQ <€(St))2(]&i]2+\V&i\2)e_2s’7dxdt

2 2
+J (|5t|2+|V6t2)6_25"da:dt+2f (Wst)) |6§R(x,t)|26_25"da:dt—|—M3(z7m,ﬂh)—I—Mﬁm(ﬂt))
Qt j=0Y@n

(3.40)
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Then, using Lemma 3.4, we have

2
J 2 —2sn 5 \?2 J ~ 2 —2sn
E Jh \a R(z,t)["e™*"dzdt < (J}ZOJ i (If(t)> 0] Om (z, t)[Pe > dadt

+J (%)2(|V~V($vt)|2+Ii(w,t)IQ)e‘QS"dmdt). (3.41)

(t)

In order to estimate w and z, we apply Lemma 3.2. We obtain

JQh 6_25n<a;)2(|w(x’t)|2 + [z(z, t)|?)dadt

S

< C(f _25n<e t))Q(]W(x,to)IQ - |#(z, to)[2)dadt + D), (3.42)

where
D := J s(|0eW(z, t)|? + |0sz(x, t)|*)e 2 dxdt,
Qn
with
oW = F(vm, W) — F(On, W),
and

ati = G(?v Um, W, Z) - G(@v ’/U\ma \/’\V,/Z\)
Then, using the fact that " and G are locally Lipschitz, we get

Dgc(fQ

Replacing now (3.43) in (3.42) and taking s sufficiently large, we get

Lzh (ﬁé)y('w(m’t”Q + [2(z, 1) [*)e N dadt

h Qn

2
< c(f s|z7m(:c,t)|262$’7dxdt+f (i) (IW(z, to)[? + \i(a;,to)ﬁ)e*%ﬁdxdt).
Qn Q

n V()
Thereafter, from (3.41) and (3.44), we have

Zf |aJR(:c t)[2e= 2 dudt
h

ZJ 169 (2, 1)|2e 2877d1’dt+Mt20(6m7at7W7i))'

Subsequently, from (3.40) and (3.45) it is easily to deduce the desired estimate.
This completes the proof.

In the rest of the paper, we use the following notations
o (2, t0) = Bp(@), @ (2, t0) = (@), @ (@, t0) = af)().

Lemma 3.6. There exist sg > 0 and C' > 0 such that the following estimate holds

2
sf (P[50 2 + 5| VIl [Pe2m @) dr < C(f (%) (152 + |V63[2)e 2 dxdt
Qh Qh ( )

8|0 (2, 1) [ 2 dadt + f s(|W(z, t)]* + |Z(x, t)|2)e_2877dmdt>.

(3.43)

(3.44)

(3.45)

(3.46)

+ f (164> + |VGe?)e > dadt + M (Om, n) + MZ (Om, G, W,2) + Mﬁm(at)), (3.47)

Q¢
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for any s > sg.

Proof. Since e=251(%:0) — 0, we have

_ S VoW i y2e-2m@ g — [ (=5 150 2e-2sna)
K, = j <€(t0)> |om’ (x,t0)|"e dx = dt(<€(t)) |om’ |“e )d:pdt

o S atf( ) (1),2 (1)=(2) 2
5 55 —2s1)(x,t)
J Lh 250t (t)) E(t)2 )|vm | + 20 om )e dxdt. (3.48)
Using the fact that |0,£(t) ™| < C4(t)~2 and |0;n| < O\¢~2, we deduce

’_QS&tU<€:t)) ’ ‘2+3 ((M )| (1)\2+2~m)vﬁn)’<08_1<£t

By applying the Carleman estimate given in (3.37), we obtain

s \3 .(1) 2 —2smo(z) J S \2, -2 ~ 12y ,—2
s ——— | |’ (, to)|Fe W e < C — ) (o3| + |Vai|?)e “*dxdt
)., (i) 10 (], Gy) st + 19

+ f (16¢* + |VGe[*)e > dxdt + ME, (D, U, W, Z) + M2 (T, in) + Mﬁext(at)). (3.50)

:))5(1175}3? +521%). (3.49)

Q¢
In the other hand, we have
to
Ko := o QSWO(xd _f J a m)2 —2sn(x,t) drdt
: JQW)!M it = [ [ (At Yo

to
f J 23@77 0 ))\5 o \2 + s0uL(t) 105 TS \2 + 20; vr(n)é ~(2)>e_25’7(’”’t)dacdt. (3.51)
Similar to (3.49), we find

‘-%&M%)wﬂﬁﬁ)ﬁ +50,0() o580 2 + 20,58 0 u@)’ < 05—1( ) (Va2 + | Va2 2).

(3.52)

s
((t)
We apply again the Carleman estimate given in (3.37), we obtain

0D (, 1) [2e25m0(@) f SNV 1512 4 (V6 [2)e2
sjgh <£(t >)‘5 (x,to)|%e dx < C’( o <€<t>) (|5i]” + |Vai|)e dxdt

+ f (I5¢% + |V&e|*)e >N dzdt + M (D, e, W, Z) + M2(Um, Gn) + Mﬁm(at)>. (3.53)

Qt

By adding inequalities (3.50) and (3.53), we can deduce (3.47). ]
3.3. Proof of the stability estimates.

3.3.1. Estimate for i and 7. In this subsection, we derive an estimate which involves a relation between
the difference of the intra-cellular conductivities o; and &;, the extra-cellular conductivities o and ¢ and
the measures M7 (O, g, W, Z), M2 (0m, Un) and ME_ (i)

Lemma 3.7. There exist constants sg and C' > 0 such that the following estimate holds

J (5"151[2 + 150l + s2(1VEI + [Vel?) ) e 2@ dr < c(f (s151]% + 82|V 6] ?)e 210 g
Qn

w
+ f STVGe? + V3 2)e 20 da + M2 (5, e, 9,2) + M2 (T, ) + M, (i) ),
Q
’ (3.54)

forany s = sg.
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Proof. By the first equation in (3.16) at a fixed time %, we get
div(Gen Vom (2, t0)) = 0 (2, o) — div(om Vim(z, o)) — R(z, to). (3.55)

Then, we multiply (3.55) by the weight function e ~257(*) | we integrate over Qy, and using (3.18), we obtain

J §3|div (G Vm (2, 1)) 2e 250 dy:
Qn
3(151) 2 : ~ 2 2\ —2smo(x)
<J s (\vm (x,t0)|” + |div(om Vom(z, to)|” + |R(z, to)] )e dz
Qp

< J Sl (2, t0)2e 20 @) da 4+ M2 (ym, ils, W, 7). (3.56)
Qn
Thereafter, from (3.47), we deduce

f $3|div (G Vom (2, o)) [2e 20 d: < (J( f
On

S 2
—) (|635]* + |V&3|?)e " dxdt
. 7w)

+ f (164> + |V&e > e > dwdt + M2 (Om, tin) + ME, (i) + MZ, (@m,at,w,i)). (3.57)

t

By the Carleman estimate for the first order partial differential equation given by Lemma 3.1 with y = 6,
we get

J §4Gm|2e 2@ gz < O $3|div (61 Vom (2, t))| e 2@ da: + s4f |Gm|?e 2510
Qh w

On
where we have used that |V3(z) - Vo(z, )| = ¢o in (2n\wp) and 6y = 0 on S. Thereafter, by using
(3.39) we obtain

f s1163)2e 2@ dy < C | $3|div(6m Vom(x, to))| e 20 @) dg + 54J |63 2e 2@ dg. (3.58)
Qn @

Qn
Then, we obtain from (3.57) and (3.58) the following estimate

2
J 1532250 @) 4y < C(J (%) (|6 + |Vai|?)e 2 dadt +f (|66 + |Vae|?)e™ 2 dadt
Qn @n Qt
+ s4f 1532~ 2M0@) e+ M2 (Ogn, i) + ME, (1) + MP (0m, g, W, i)). (3.59)

Furthermore, we have
div(0;6mVom(x,to)) = 0;(div(emVim(z,to)) — div(6mV0;0m(z, to)), (3.60)
From (3.55), we get
div(3;6m V(2. t0)) = 0;5% (2, to) — 0, (div(0m Vim (2, t)) — 0; R(x, to) — div(Gm Vo;0m (x, o).
(3.61)
Using now the following estimation
IVR(z,t0)|* < (|om(z, to]* + |W(z, to|* + |2(z, to|> + |Vim(z, to|* + [VW(z, t0|* + |VE(2, t0[?),
we get
J $|div(3;6m Vim,0)|2e 20" dy < C(J 5100 (x, o) [2e~25m0(®) g
Qn Qn

+ f (ml? + [Vom[)e 2 d 4 M, (Ben, e, .2) ). (.62

Qn
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From (3.47), we deduce

2
J 5|div(0;6m Vm (z, to))2e~2M0@) dg < c( f (i) (12 + |V&3[2)e 2N dadt
Qh Qh E(t)

+ f (164> + |VGe*)e > dadt + M2 (Om, Gn) + ME, (i) + MZ, (@m,at,w,i)). (3.63)
Qt

Applying again the Carleman estimate for the first order partial differential equation given by Lemma 3.1
withy = 0;0m, we get

J $2|Vom|?e 2@ dy < J
Qn

[div(9;5m Vom (x, b)) [*e > dx + J S| Vam|?e 2@ g,
Qn

w

since 0;0m = 0 on S. Thereafter, by using again (3.39) we obtain
f (1512 + [Vai2)e 2@ g < o(f $|div(6;5m Vo (2, £0)) P20 dy
On On
+ J s2(|53]2 + |v5i‘2)6_2sn0(x)dl‘)(3.64)
Then, from (3.63) and (3.64) we get the following inequality i
s

2
(—) (1632 + |V&1[2)e 2 dwdt

(1652 + |V&;[2)e 2@ gy < © J
J,, et v (] G

Q@n
+ J (|6¢)? + |V&|2)e 2 dadt + f s2(|62 + [V&i)2)e25m0@) g
Qt w

+ MZ(Om, n) + ME_ (i) + MZ (O, Tg, W, z)). (3.65)

By collecting (3.59) and (3.65) the following estimation holds
2
f (515 + s2|V&;|2)e 2@ g < C(J (Ei) (12 + |V531|2)e 2N dxdt
On Qn M)

+ f (|6¢|® + |Vae|?)e™ >N dadt + J (51161 + 2| Va3|?)e 20 @) dg:
Qt w

+ M2 (B, 1 W, 2) + M2 (B, i) + Mim(at)). (3.66)
Thereafter, applying Lemma 3.3, we get
s f () 72(161]* + Vi P e 2@ D dpdt < Cs3/? L (1612 + |V&;[*)e2m0@) g, (3.67)
and " '
f (164)? + |V&|>)e 2@ dadt < Cs™1/? L (1542 + | V& |?)e25m0@) dg. (3.68)
¢ ;

Then, from (3.66), (3.67) and (3.68), we get

J <S4!51\2 i 52\V&i|2>e*25m(’”)d5€ < C(J (54512 + 52| V5y[2)e2(@10) gy

Qh w

- f sTV2(|64]? + [V ?)e 200 dy + ME (6m, Tig, W, 2) + M2 (T, iin) + Mgm(at)). (3.69)
Qt
Furthermore, using the fact that &; = «(z)Je which is given by (1.19), we have

J (54|6e|2 + 82|V69|2)6_25770(x)d:c <C

On Qn

(s4|&i|2 + 52|V5i|2)e—28’70<$>dx. (3.70)



24 ABIR AMRI, MOURAD BELLASSOUED, MONCEF MAHJOUB, AND NEJIB ZEMZEMI

Finally, From (3.69) and (3.70), we can deduce (3.54). This completes the proof. ]

3.3.2. Estimate for &;. In this subsection, we derive an estimate which involves a relation between the
difference of the torso conductivities ot and oy and the measure ME0 (Om, Ut, W, Z).

Lemma 3.8. There exist constants so, C = C) > 0 such that for any s = s the following estimate holds
J (s*6¢)> + $*|Vae|)e > dz < CME (ym, e, W, 7). (3.71)
Q¢

Proof. We will follow the same steps in Lemma 3.7. Thus, we consider the following equation appearing in
the linearized system (3.16) at a fixed time ¢ :

diV(&tvat({B,to)) = —diV(O’tV’ELt(QJ,to)). (372)

Then, we multiply (3.72) by the weight function e ~20(*) and we integrate over ), we get

(Tum, i, W, Z). (3.73)

to

5 f div(Ge Ve (z, f0))2e 2@ 4y < M2
Q¢

Applying now the Carleman estimate for the first order partial differential equation given by lemma 3.1 with
Yy = 0y, we obtain the following inequality

g4 J |5t|26—2sn0($)dl. < $3 f |div(6_tvat(x’to))|2e—23no(x)dx
Q o
< C M, (Om, g, W, 2). (3.74)
On the other hand, considering the derivative with respect to the space of the equation (3.72), we get

div(0;64 Vg (z, to)) = — (div(&tvajﬂt(x, to)) + &;div (o Vg (x, to))). (3.75)
We multiply now (3.75) by the weight function e25m0(%) and we integrate over {1, we have
SL div(8,6, Vi (x, t0)) P20 da
¢
<Cs L |div(6¢ Vo, (0, 1)) + 0;div(oe Vi (z, to)| 2210 dz. (3.76)
¢
Furthermore, using the notations given by (3.35) and taking into account the condition (3.36), we get

sf |div(0;5¢ Vg (x, 1)) | 2e 20 @) dg <C(f s(\&t|2+\V6t|2)e’257’0($)dx+Mt20(6m,ﬂt,w,i)).
Q Q
’ ‘ (3.77)

Moreover, we apply again the Carleman estimate for the first order partial differential equation given by
lemma 3.1 with y = J;0¢, we obtain the following estimate

Szf |V5t’26—2sno(x)dx < C(J s(|G¢|2 + ‘V&t|2)e—2sno(x)dx + Mt%(@m,ﬁt,w’ i)) (3.78)
Q

Q4

Finally, summing (3.74) and (3.78) and for s large, we get (3.71). This completes the proof. ([l
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3.3.3. End of the proof of Theorem 1.2. In order to complete the proof of the stability result given by
Theorem 1.2, we deduce from Lemma 3.7 and Lemma 3.8 the following estimate :

f (511512 + 15l + 21V &I + [Vael?) )2 das + f (541542 + 7| V|2 e 2@ dp
Qn

Q¢

< C(J (563 + 82|V61|2)e_25"($’t‘))d$ + Mth (O, Ug, W, Z) + Mﬁ(ﬁm, Un) + Mlgm(ﬂt))
w

(3.79)
Thereafter, by setting the weight function in 2}, and in )¢, we obtain the following estimate
—2s(maxno) s B —2s(maxmno)
S (P S S Y e
—2s(minng) o L _
- C<s4e 612 ) + M (B g, W, 2) + M2 (B, in) + Mlgm(ut)). (3.80)

Finally, we fix s large enough and thus the proof of Theorem 1.2 is completed.
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