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Abstract

Efficiently exploiting computational resources in heterogeneous platforms is a real challenge which has motivated the adoption
of the task-based programming paradigm where resource usage is dynamic and adaptive. Unfortunately, classical performance
visualization techniques used in routine performance analysis often fail to provide any insight in this new context, especially
when the application structure is irregular. In this paper, we propose several performance visualization techniques tailored for the
analysis of task-based multifrontal sparse linear solvers whose structure is particularly complex. We show that by building on both
a performance model of irregular tasks and on structure of the application (in particular the elimination tree), we can detect and
highlight anomalies and understand resource utilization from the application point-of-view in a very insightful way. We validate
these novel performance analysis techniques with the QR_mumps sparse parallel solver by describing a series of case studies where
we identify and address non trivial performance issues thanks to our visualization methodology.
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1. Introduction1

High-Performance Computing (HPC) applications rely on2

hardware parallelism to accelerate computations. The construc-3

tion of efficient parallel programs remains challenging as HPC4

embraces hybrid architectures comprising multi-core CPUs,5

GPUs, and TPUs. The task-based programming paradigm has6

emerged as the easiest and most efficient way for programmers7

to develop applications with portable performance over such8

systems. Nowadays, it is supported by several libraries such9

as OpenMP [43], StarPU [31], OmpSs [32], Kaapi [38], and10

OpenCL [36]. This paradigm allows describing the program as11

a set of high-level computational tasks handled by a runtime12

system that builds on decades of research in scheduling theory.13

Yet, due to the complexity of hybrid platforms and paral-14

lel applications, the efficiency of task-based applications and15

schedulers remain susceptible to many performance degrada-16

tion factors. Numerous studies show that different runtimes17

achieve significantly different performance for the same appli-18

cation in the same environment [15, 12, 7]. This variation can19

be due to various factors such as the different overhead costs for20

creating and submitting tasks to the runtime system, bad deci-21

sions made by the scheduler, poorly implemented applications22

or computation kernels, or inadequate application parameters.23
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Identifying and optimizing these problems is laborious since24

they can occur at many levels. Furthermore, this has become25

an increasingly complex effort as applications have to handle26

multicore processors with non-uniform memory hierarchies, to-27

gether with GPUs, and network communication [23].28

Performance visualization tools commonly aid analysts and29

developers throughout the performance analysis process by pro-30

viding a Gantt chart depicting application states through time31

(along the X-axis) using the hierarchy of computational re-32

sources (Y-axis). Figure 1 presents this kind of classical vi-33

sualization using ViTE [29] (top) and StarVZ [11] (bottom),34

using the same trace. Although this type of generic visualiza-35

tion can pinpoint many performance issues, it misses essential36

application-specific aspects. Likewise, most approaches expect37

the task cost to be homogeneous, which is well suited for reg-38

ular and well-behaved applications like dense linear algebra.39

Unfortunately, many real scenarios are not so well behaved.40

For example, sparse matrix factorization algorithms, present41

in many computer applications [14], are way more complicated42

than their dense counterparts. The input problems have to go43

through a symbolic analysis phase, before the numerical fac-44

torization, to extract the parallelism. A classical approach to45

exploit this parallelism is the Multifrontal method [49, 41] that46

breaks the whole factorization problem into a heterogeneous47

collection of smaller and denser subproblems, called frontal48

matrices. A structure called Elimination Tree, which lies at the49

heart of the multifrontal method, connects these subproblems50

through dependencies. It is crucial to consider these special-51

ized structures when analyzing application performance since52

they shape and define the application execution behavior.53
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Figure 1: Task submission, ready tasks, and the Gantt chart for the same dataset
using ViTE (top) and StarVZ (bottom).

In this article we propose several new performance visualiza-54

tion techniques to exploit the structure of task-based sparse ma-55

trix solvers. These techniques are implemented in the StarVZ56

tool [4] and applied to the multifrontal task-based parallel57

sparse solver QR_mumps [16]. Figure 2 illustrates the result-58

ing visualization when using the same traces as for Figure 1.59

Our main contributions are as follows. (1) We propose a sta-60

tistical model of the irregular tasks of QR_mumps to automati-61

cally detect tasks with anomalous duration given their expected62

floating-point operation count and the computational resource63

type (Section 4). We illustrate through four different case stud-64

ies how this mechanism allows us to uncover and fix simple65

to non-trivial issues that would easily go unnoticed. (2) We66

propose a visualization of the progression of the elimination67

tree structure along time, including derived information such as68

the memory consumption with the number of active tree nodes69

and the computational effort in terms of tree nodes and depth70

(Section 5). We illustrate through four different case studies71

how this visualization enables detailed understanding on how72

the factorization unfolds, to identify and address non-trivial73

scheduling problems that would be impossible to understand74

with a generic Gantt chart.75

Our contributions benefit both runtime and application de-76

velopers by visually highlighting anomalous tasks, malfunc-77

tioning application structures (elimination tree), and inefficient78

scheduling. We show that these techniques allow the identifi-79

cation and the correction of possible performance problems at80

various levels, from the tree partitioning and matrix reordering81

to runtime scheduler decisions and parameters.82

Section 2 presents the fundamental concepts behind parallel83

multifrontal sparse matrix factorization and task-based imple-84

mentations. This section also covers some related work on per-85

formance modeling and performance analysis of task-based ap-86

plications. Section 3 describes the computational environment,87

workload characterization, and the design of our experiments.88

Section 4 is devoted to our contribution on the exploitation of89

the task structure while Section 5 is devoted to the exploitation90

of the application structure. Section 6 concludes the paper and91

presents future directions for this work.92
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Figure 2: The proposed application-specific panels and improvements. (A)
the elimination tree tasks location along time, (B) the resource utilization by
computational tasks by tree node and depth, (C) memory and structure related
panels, and (D) anomalous tasks highlighting considering their irregularity.

2. Background and Related Work93

In this section, we discuss the recent implementations of94

high-performance sparse direct solvers (Section 2.1), and the95

process of collecting application information, and how to use96

this data for in-depth performance analysis (Section 2.2).97

2.1. Parallel Sparse Matrix Factorization98

In this work, we study a particular set of task-based applica-99

tions that arises in many research problems: solving large and100

sparse systems of equations. This kind of problem is a source101

of extremely irregular workloads, presenting tasks of different102

types, computational weights, and variable memory consump-103

tion [25]. We focus on solvers that incorporate parallel versions104

of the multifrontal method for obtaining the direct solution of105

sparse equation systems [17]. Implementing these solvers re-106

quires to carefully consider many aspects that may harm appli-107

cation performance, from the sparse matrix data structure repre-108

sentation to the efficient scheduling and implementation of the109

computational kernels in a parallel environment. Furthermore,110

the implementation is responsible for balancing the load over111

a complex architecture comprising heterogeneous compute re-112

sources while considering communication costs and memory113

management. All those aspects are vital to building efficient114

software, which should be portable and scalable regardless of115

the diversity of current architectures.116

Since dense linear algebra kernels are the core of these117

solvers, they systematically rely on the standard set of ba-118

sic routines from BLAS [47], their hand-tuned implemen-119

tations like OpenBLAS [28], and MKL [24] for CPU, and120

CUBLAS [37] and MAGMA BLAS [33] for GPUs. This va-121

riety of libraries allows to adapt to the variety of computational122

resources and select the implementations which are the best123

suited to the platform at hand.124
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To address the load balancing issue, a traditional approach125

among solvers consists in relying on an in-house scheduler126

specifically designed for the sparse factorization context[10].127

This approach enables the developers to describe the applica-128

tion as a Directed Acyclic Graph (DAG), where the DAG nodes129

represent the computational tasks and the edges, the data de-130

pendencies among them. This approach simplifies program-131

ming since it delegates the control flow management and load132

balancing to the scheduler. Task-based programming has been133

used in this context since the pre-multicore era in MPI-based134

implementations such as MUMPS [42] and is still used nowa-135

days. These in-house schedulers are lightweight because they136

often rely on a specific algorithm’s knowledge. However, such137

in-house and application-dependent schedulers commonly have138

limited features and fail to scale well on heterogeneous sys-139

tems. Therefore, there is a move toward the use of general-140

purpose runtime systems such as StarPU, which has proven to141

be a well-suited option for the parallelization of sparse factor-142

ization methods by [25]. In the next sections, we give more143

details on the stages and structure of the multifrontal method144

and give practical details of the QR_mumps implementation on145

top of StarPU but we believe our proposal could be equally ap-146

plied to any other sparse solver and runtime.147

The Multifrontal Method148

The multifrontal method was developed by [49] as an ex-149

tension of frontal method proposed by [50], focusing on the150

factorization of symmetric matrices using Cholesky. However,151

the method provides a structure that can be adapted to factorize152

sparse unsymmetric matrices using LU or QR factorization as153

well. This method breaks the whole matrix factorization prob-154

lem into smaller and denser subproblems, as partial factoriza-155

tion steps. These subproblems are known as being the frontal156

matrices or just fronts.157

In classical approaches, each frontal matrix represents one158

elimination step related to a column j. Now, because of the ma-159

trix sparsity, some elimination steps operate in disjoint subsets160

of matrix coefficients. Then, multiple fronts can be factorized161

in parallel, which gives the name to the method. However, if162

the elimination of one column changes the coefficients used in163

another step, there is a dependency between these eliminations.164

These dependencies are captured by a structure that is the heart165

of the multifrontal method: the elimination tree. This tree struc-166

ture holds the fronts in its nodes and expresses the dependencies167

between them as a parent and child relation in the tree. A par-168

ent node can only be factorized after all its child nodes were169

already factorized, and its contribution blocks were assembled170

into the parent node. The whole matrix factorization is done by171

traversing the tree in the topological order, from bottom to top.172

Considering a QR Householder factorization, Figure 3173

presents an example of a sparse matrix structure and its elimi-174

nation tree with some detail in its the frontal matrices. In the175

figure, we can observe the inherent parallelism that arises from176

this structure regarding eliminating columns that reside in dif-177

ferent branches of the tree simultaneously (e.g., 1, 2, and 5).178

This source of parallelism is commonly referred to as the tree179

parallelism. We can also notice how the fronts form dense sub-180

matrices of the problem by looking at the detailed fronts 1, 2,181

and {3,4}. At each column elimination step, one row of the final182

factor R is produced, along with a set of coefficients that form183

the contribution block that goes in the parent node matrix (the184

blue and red dots in the figure). Lastly, the Q factor is implic-185

itly represented by the Householder reflector vectors computed186

in each frontal matrix. Another thing that can be observed in187

the frontal matrix that represents the elimination of columns 3188

and 4 is the so-called staircase structure which appears in big-189

ger fronts, where we have many zero elements in the bottom190

left of the matrix. Note that we have reordered the front rows to191

observe this structure better.192

Figure 3: Example of a sparse matrix (left) and its elimination tree (right).
Original matrix coefficients are marked as black dots, while fill-in coefficients
are small dots. The gray-shaded area represents the columns that are being
eliminated in that elimination step. Blue and red coefficients represent the con-
tribution blocks in the detailed fronts in the elimination tree. The red dashed
areas mean that those tree nodes were amalgamated to form a supernode.

We can also observe that each column elimination has a de-193

pendency on another, representing the above-mentioned classi-194

cal approach. However, this classical strategy has the drawback195

of generating small fronts, limiting the efficiency that could be196

achieved by Level-3 BLAS operations. Other strategies con-197

sider the amalgamation of nodes with a similar structure for the198

R factor, at the cost of generating some additional fill-in. Fig-199

ure 3 represents this strategy through the amalgamation of the200

nodes {3,4}, {5,6}, and {7,8,9}, forming what is commonly201

called supernodes. This amalgamation of nodes transforms the202

elimination tree by creating bigger frontal matrices where the203

high efficiency of BLAS-3 routines can be better explored at204

the cost of some additional fill-in. However, the efficiency of205

BLAS-3 routines pays off this additional cost and improve over-206

all performance. Further improvements to this method consist207

of exploring an intra-node parallel front factorization technique208

such as multithreaded BLAS or tiled factorization algorithms,209

enabling even more concurrent work through node parallelism.210

The complete matrix factorization and solution is thus orga-211

nized in three different phases in the multifrontal method. The212

analysis phase handles a major concern in sparse matrix fac-213

torization: reducing or keeping the generation of new nonzero214

coefficients (fill-in effect) under control. In this phase, software215

libraries like COLAMD [40], Scotch [45], and Metis [44] use216
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matrix reordering algorithms such as Approximate Minimum217

Degree, Nested Dissection, and Cuthill-McKee [27] to provide218

a matrix permutation that reduces the fill-in during the factor-219

ization. Applications also perform a symbolic factorization step220

that enables them to preallocate the necessary memory for the221

final structure by calculating beforehand the final structure of222

the matrix after the factorization. At the end of this phase, we223

have the elimination tree structure ready to be computed by the224

next phase. In sequence, the factorization phase is responsible225

for traversing the elimination tree from the leaves to the root,226

computing the partial factorization in each front, and combining227

the child node contribution blocks to the parent frontal matrix.228

These front factorizations can be done in parallel. For example,229

the method can process all the leaves of the tree at the same230

time. There is a restriction in starting the parent node factor-231

ization because all its child nodes need to be already computed232

to assemble their contribution blocks. Then, as the computa-233

tions move towards the tree root, the tree parallelism becomes234

more scarce, and fronts get bigger, and this is why we should235

use some other techniques like tiled factorization to explore the236

node parallelism. Finally, in the solve phase has the last tree237

traversal to apply forward and backward substitutions, and a238

triangular solve operation for each front to group their results.239

QR_mumps: A Fine-Grained Task-Based Multifrontal Method240

The QR_mumps application [16] is an example of a multi-241

frontal sparse direct solver that uses the elimination tree struc-242

ture to partition and parallelize the problem. Using a fine-243

grained task-based approach relying on the StarPU runtime sys-244

tem, it partitions the frontal matrices in tiles on which the com-245

putational tasks will work. This approach allows exploring a246

new level of parallelism referred to as interlevel parallelism247

by [16]. The interlevel parallelism refers to the limitation of248

starting a parent node only once all its child nodes contribu-249

tion blocks have been assembled into it. With this finer-grained250

partitioning, as soon as a part of the parent node is completely251

assembled, the factorization in that region can start, allowing to252

overlap computations between a child and a parent node. Al-253

though this optimization brings significant performance gain, it254

also makes the execution of the whole application even more255

challenging to understand.256

The application relies on four LAPACK kernels for the fac-257

torization: geqrt, gemqrt, tpqrt, and tpmqrt. The parti-258

tioning of the frontal matrices in QR_mumps follows a 2D block259

partitioning, breaking a single front into many smaller blocks260

where these tasks operate. The block and task dimensions are261

controlled by the user-defined parameters mb, nb, and an in-262

ternal blocking size ib. The first two controls the number of263

rows and columns of the block, and the latter is a parame-264

ter used in LAPACK routines to decrease the number of ex-265

tra flops needed because of the 2D partitioning, as explained266

by [34]. Despite this beneficial effect from the LAPACK ib267

parameter, the routines were modified to control fill-in level in-268

side the blocks where there are zeroes in the bottom left part269

of the block, forming what is referred to as the staircase struc-270

ture. The effect of these parameters in the routines regarding the271

fill-in and task irregularity is presented by Figure 4. The figure272

represents a frontal matrix (dense) with its rows sorted by the273

leftmost nonzero to clearly observe the staircase structure, lead-274

ing to many zero elements in the bottom left of the matrix. The275

dashed lines represent the matrix partitioning following the mb276

and nb parameters, for which there is no restriction for its val-277

ues so that we can have rectangular blocks. The only restriction278

is that the value of nb must be a multiple of ib, which con-279

trols the internal blocking effect, illustrated in the left part of280

Figure 4, where the dark gray squares represent the fill-in coef-281

ficients. This part of the figure shows the effect of two different282

values for ib: nb/6, and nb/3. Note how the fill-in is reduced283

with smaller ib values, but this comes at the cost of lower effi-284

ciency in the BLAS-3 operations.285

Figure 4: Example of a front partitioning using mb and nb, sources of task
irregularity, and the ib size effect in fill-in. Matrix coefficients are represented
as light gray squares and fill-in coefficients as dark gray.

Figure 4 also demonstrates the irregularity sources in the286

tasks, as the blocks with the staircase structure will have fewer287

coefficients to compute. Furthermore, the frontal matrix parti-288

tioning may not result in an exact number of blocks given its289

numbers of rows and columns. This way, the blocks residing in290

the staircase structure and blocks in the bottom or right borders291

of the matrix may have a smaller number of rows and columns,292

as can be observed by the mb and nb sizes at the right of the293

figure. This irregularity leads to tasks with many different sizes294

and computational weights. Moreover, tasks of the same size295

can have different computational weights like the ones that re-296

side in the staircase structure.297

The frontal matrices are very small at the bottom of the tree,298

and the number of tree nodes at this level is commonly much299

higher than the number of processing units. To avoid creating300

too many tasks and limit the overhead of the runtime system,301

the QR_mumps application uses a logical pruning technique de-302

scribed by [26] to compute entire subtrees within a unique se-303

quential task: the do_subtree tasks. This optimization also304

makes the operations in those regions of the tree more efficient.305

Assuming that there is enough tree parallelism, the pruning al-306

gorithm determines a layer in the tree structure such that all sub-307

trees rooted at this layer have a computational weight smaller308

than a given threshold (e.g., 1% of the total factorization cost).309

Another optimization brought by this fine-grained ap-310

proach is memory consumption control. The tasks311

init/clean_front and init/clean_block allow to allo-312

cate and deallocate the frontal matrix structures and their313

blocks. In addition, the block_copy task allows assembling314

specific contribution blocks in a node parent, even before the315
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complete factorization, which enables to free the assembled316

front block from memory earlier. The QR_mumps application317

has a parameter that allows the user to define a memory us-318

age upper bound based on how much memory the application319

would use in a sequential traversal of the elimination tree. Pre-320

vious experiments proved that the application could maintain321

performance while saving memory usage [19].322

All these optimizations specified at the application level in323

QR_mumps are architecture-independent thanks to flexibility of-324

fered by the task-based paradigm which leverages multiple325

kernel implementations and handles all the above-mentioned326

strategies as a DAG scheduling problem. The DAG is entirely327

handled by the StarPU runtime system to ensure data coherence328

and dynamic load balancing using one of its many scheduling329

policies that take into account task priorities and the compute330

and communication costs among the computational resources.331

2.2. Task-Based Performance Analysis: Tools and Techniques332

Performance analysis is an essential step to understand and333

improve any application. Traditional tools like ViTE [29] or334

Paraver [46], for instance, depict the behavior of application335

traces through Gantt charts. Unfortunately, since the execu-336

tion of task-based programs is stochastic, it turns out they are a337

much more challenging scenario to analyze than traditional par-338

allel applications that have well-identified regular computation339

and communication phases. Not only is a Gantt chart very diffi-340

cult to read in this context but generally these tools lack impor-341

tant features for task-based applications, like task dependencies342

and critical path analysis. We revisit performance analysis and343

visualization techniques for task-based applications.344

There are a few task-oriented performance analysis tools,345

such as DAGViz [18] and Temanejo [30]. Even though they346

display the application DAG, they either focus on DAG task347

debugging or on a timeline with workers and available paral-348

lelism. The later idea can be useful to visually represent the tree349

and node parallelism in the multifrontal method but this repre-350

sentation does not handle well heterogeneous resources. More351

recently, StarVZ [11, 6] was developed to build task-based per-352

formance visualization for the StarPU library. This tool pro-353

vides a multi-level and complete view of the application, run-354

time aspects, and DAG analysis.355

Other performance analysis techniques focus on the model-356

ing of the behavior of individual tasks. From a more low-level357

perspective, focusing on individual tasks, TaskInsight [13] im-358

plements a technique that allows evaluating the scheduler de-359

cisions in terms of data reuse by using task trace information360

from hardware counters. Another common approach consists361

in developing analytical models of frequently used computation362

kernels like the BLAS based ones and many studies detail how363

to model the task cost mathematically in the context of sparse364

matrix operations [48, 20, 39, 35]. Their most frequent use is365

weight partitioning, scheduling hints, and performance predic-366

tion of whole execution application either through a regression367

model [8] or through a simulator such as SimGrid [22]. How-368

ever, most of the time, these models remain absent from the369

visual performance analysis.370

Therefore, traditional trace visualization tools lack both371

DAG-related and task-related features and rarely exploit372

application-specific characteristics (e.g., the tree structure),373

which makes them completely unfit to understand how an appli-374

cation made of heterogeneous tasks unfolds on a heterogeneous375

set of resources.376

3. Experimental Design377

Hardware and Software Configuration. Table 1 lists the378

computational platforms used in our experiments. They provide379

contrasting configurations in terms of computational resources380

count, implying different elimination trees due to pruning, and381

diverse CPU and GPU computing capabilities. All machines382

run Debian 10, kernel version 4.19.0-8-amd64 in a controlled383

environment with exclusive access during experiments. The384

StarPU version used in the experiments comes from the devel-385

opment branch [2] linked against CUDA 10.2.89. We have used386

Scotch 6.0.8 [9] and Metis 5.1.0 [1] for matrix reordering. The387

QR_mumps code was compiled using GCC 8.4.0 [3] and linked388

against OpenBlas 0.3.9 [5]. We collect enriched information389

using application-injected data registered by StarPU in applica-390

tion traces. We convert the binary data towards the visualization391

using StarVZ [11, 4].392

Table 1: Hardware specification of the three platforms.

Machine CPU Cores GPU Cores

Tupi E52620v4, 1×8 2× GTX 1080Ti, 3584
Hype E52650v3, 2×10 2× Tesla K80, 2496
Draco E52640, 2×8 2× Tesla K20m, 2496

Application Configuration and Workload. The QR_mumps393

application is exceptionally configurable. Globally, we used394

two different versions of QR_mumps depending on whether we395

wanted to use GPUs or not. We use a fixed block size (nb=320)396

and internal block size (ib=32) for executions using only CPU397

and larger sizes (nb=600, ib=60) whenever using GPUs. While398

these values provide a good task granularity for both CPU and399

GPU setups of our experimental platform, they have no influ-400

ence in the elimination tree structure.401

We also have investigated the impact of the memory con-402

straint parameter on performance. This constraint (limited or403

unlimited) regulates the total amount of memory that the ap-404

plication can use during the factorization. When limited, the405

application respects a memory usage constraint defined by its406

computed sequential peak. The memory limitation directly im-407

pacts the total amount of parallelism available and changes the408

elimination tree traversal. Another important parameter for our409

experiments is the StarPU’s scheduler algorithm. Among the410

many possibilities proposed by [31], we have considered the411

lws and prio for CPU executions, and heteroprio, dmda,412

and dmdasd schedulers for cases including GPUs. Finally, we413

also employ two ordering algorithms in the application, one414

based on the Scotch and another on the Metis library. Both han-415

dle matrix reordering but with different strategies. As conse-416
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quence, their elimination tree and floating-point operation cost417

for the matrix factorization are different.418

Table 2 lists those sparse matrices from real problems (Ma-419

trix Market and SuiteSparse Matrix Collection repositories) that420

we use in this work. We have many possible combinations421

for each workload and application configuration (memory con-422

straint, scheduler, and ordering). We avoid exploring all combi-423

nations since some schedulers only make sense when we have424

GPUs, like heteroprio, dmda, and dmdasd.425

Table 2: Matrices used as workload for QR_mumps.

Name Rows Cols NNZ
ch8-8-b3 117.600 18.816 470.400
flower_8_4 55.081 125.361 375.266
e18 24.617 38.602 156.466
degme 185.501 659.415 8.127.528
karted 46.502 133.115 1.770.349

4. Performance Modeling and Abnormality detection of Ir-426

regular QR Sparse Tasks427

Performance models of compute kernels can be used to im-428

prove scheduling and load balancing, predict performance, and429

post-mortem performance analysis. For example, StarPU uses430

such models to guide task scheduling policies at runtime. Mod-431

els can reveal many possible performance problems and hint the432

analyst toward conducting a more in-depth analysis of specific433

application regions where those anomalies occurred. Enriching434

space-time visualizations with such information has been suc-435

cessfully applied in the context of dense linear algebra by [11].436

However, the irregularity of the sparse factorization tasks dis-437

cussed in the previous section calls for more elaborate tech-438

niques. We first present a regression model of the irregular tasks439

of QR_mumps and how it can be used to enrich the Gantt-chart.440

Then we present four scenarios that showcase how this informa-441

tion about anomalies allowed us to discover and address simple442

to non trivial performance issues.443

4.1. A Regression Model of the Irregular Tasks of QR_mumps444

The duration of a task depends obviously on the kernel type445

(geqrt, gemqrt, tpqrt, and tpmqrt) and whether it is exe-446

cuted on a CPU or on a GPU. But in the sparse case it also447

depends on the geometry of the matrices, on the nb, mb, ib448

granularity parameters, and on the staircase structure. Based449

on all this information, it is possible to estimate the theoreti-450

cal computational load (in GFlops) incurred by each task. This451

theoretical cost is estimated by the QR_mumps application dur-452

ing the task submissions to the StarPU runtime system and is453

propagated in the trace, which allows us to relate task duration454

(in milliseconds) to the number of theoretical Gigaflops per-455

formed by a task, as shown in Figure 5. As one would expect,456

the behavior is broadly linear and the efficiency (the slope of457

the regression) is very different from a compute kernel to an-458

other and from a BLAS implementation to another. Yet, all the459

Figure 5: Task duration in milliseconds against the task theoretical GFlop
count. The ribbon represents the model formula log(Duration) ≈ log(GFlops)
fit over the data. Red tasks are the ones classified as anomalies by the model.

classical linear regression assumptions do not hold, in particu-460

lar the variability is not constant (durations for larger theoretical461

flop counts are more variable). Consequently, we need to con-462

sider the residuals heteroscedasticity, especially when using an463

optimized version of BLAS, as shown in the bottom row of Fig-464

ure 5. Since the duration is always positive and the variability465

appears to grow linearly with the flop count, we handle this het-466

eroscedasticity using a simple log-log transformation before the467

linear regression but other techniques could be used as well. Al-468

though our model allows modeling both standard BLAS imple-469

mentations like NetLib BLAS and optimized BLAS implemen-470

tations like OpenBlas, the latter appear to have a much larger471

variance than the former ones and may seem more unstable or472

difficult to model. Nevertheless, such optimized libraries have473

much better performance and are thus heavily used in practice.474

By analyzing the model prediction intervals, we can check475

the model adequacy in fitting the data and detect outliers within476

task and resource types using the prediction upper limit given a477

confidence level. The goal is to check whether the observations478

lie above this confidence line and in such a case, the task is clas-479

sified as an anomaly and represented in red in Figure 5. Note480

that since this test is applied to all the tasks, the confidence level481

is adapted with a Bonferoni correction. The anomalous task482

classification can then be used to enrich the space-time Gantt483

chart by giving anomalous tasks more intense colors than those484

whose duration is near what is expected, as depicted by Fig-485

ure 2.(D) (see CPU7 for instance). As we will show in the next486

subsections, unless they appear as being completely random,487

the spatial and temporal location of these tasks is generally the488

sign of deeper performance issues.489

4.2. Case 1: Influence of the Submission Thread490

During our investigations it was common for outlier tasks to491

appear on a given core and to be rather grouped in time, as if492

there was short temporal perturbations. Figure 6 contains a rep-493

resentative example of such configuration, combining the task494

submission panel, with the number of submitted tasks along495

time (top), with the space-time view, enriched with anomaly496

detection by our performance model (bottom). We can see that497

task anomalies (B.1, B.2, and B.3) coincide with a steep in-498

crease of task submissions (A.1, A.2, and A.3). The reason499

for this behavior is that StarPU has a main thread responsible500
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for handling task submission, which can occur at any moment501

of the application execution. In most cases, the thread unrolls502

the graph of tasks at the beginning of the execution. Never-503

theless, for scenarios with memory limitations, as the one in-504

vestigated here, task submission can be postponed according to505

memory availability. In Figure 6, the submission thread, pinned506

to CPU9, causes computational tasks to have a slightly longer507

duration because it competes for the same resources. When508

binding the submitter thread to a dedicated core, the anomalous509

tasks disappear.510

A

B

B.1

A.1

B.2

A.2

B.3

A.3

C

Figure 6: Panel A shows the number of tasks submitted over time, while panel
B presents the application workers and the tasks they executed. We can see
in the A-B 1, 2, and 3 pairs that the anomalies are associated with the task
submissions. In this figure, the submission thread is fixed in CPU9, where
these anomalies occur. In the C inset plot, we have a zoom that shows that even
small numbers of task submissions can also cause anomalies.

Although this scenario clarifies the cause of task anomalies,511

it does not characterize a runtime-level performance problem.512

Indeed, such overhead is expected albeit rarely visible and our513

outlier detection mechanism gracefully revealed it. Task sub-514

mission is unavoidable but as our experiments indicate, the ad-515

ditional cost of these submissions is negligible and it is gen-516

erally better not to dedicate a core for submission. We can517

thus simply treat this core separately, having its outliers aligned518

with task submissions disregarded, focusing on other poten-519

tially anomalous tasks as we see next.520

4.3. Case 2: Tracing-related Perturbations521

Another common behavior we noticed during our experi-522

ments appears as a global idle time spanning all workers. Such523

absence of tasks may have several explanations: natural lack524

of parallelism (few ready tasks as can be seen, for example,525

on Figure 6 at B.2/A.2 or Figure 13 at the end of B.4), bad526

scheduling decisions (on Figure 15 at B.2), data transfers limi-527

tation, and so on. Commonly, it remains complex to identify the528

reason for each noticeable behavior. Here, we describe an other529

interesting, albeit more trivial, cause that appeared in many530

different combinations of workload, machine, and computa-531

tional resources and which is illustrated through six instances532

on Figure 7. It appears to be a time-dependent phenomenon533

for some runs, but it looks fairly random for others. Theses534

case share a common characteristic that, when idling, workers535

are in a so-called “overhead” runtime state (among other states536

such as scheduling, fetch, sleeping). Sometimes, only one task537

continues its execution, while other tasks remain dormant, as538

shown by the two (A) graphic cases. In other scenarios, other539

non-anomalous tasks that have already started are capable of540

continuing their execution, as shown by the left-case of the541

(B) graphic. Sometimes, for example in the left execution of542

(C), this idle period was responsible for up to 14% of the total543

worker idleness. Interestingly, our performance model system-544

atically identifies an anomalous task which coincides perfectly545

with this idle period. There is no reason why a task shortage or546

a bad scheduling decision would suddenly cause a task slow-547

down, which allows to rule out many possible explanations.548

Furthermore, as illustrated in (A) and (C) the problem is al-549

most reproducible: although the outlier tasks are different from550

a run to an other, the perturbation generally occurs roughly at551

the same time regardless of the scheduler.552

We found out that this anomalous event is related to the553

FxT trace dump during the application execution. This occurs554

when the trace buffer, which has a limited size controlled by555

the STARPU_TRACE_BUFFER_SIZE variable, gets full. Increas-556

ing the buffer size to a huge value actually removed this phe-557

nomenon and allowed us to concentrate on more intricate per-558

formance problems.559

4.4. Case 3: Uncovering Numerical Stability Issues560

We have also identified some consistent workload-dependent561

anomalies that did not correlate with particular moments nor562

with particular cores. Figure 8 illustrates an example when fac-563

torizing the ch8-8-b3 matrix in the Hype and Draco machines,564

using the lws scheduler. We have confirmed that all tasks565

tagged as anomalies by our model were not caused by tracing or566

submission perturbations as in our previous analysis. Further-567

more, the task’s duration difference magnitude was enormous,568

from ≈9ms up to 150ms for gemqrt, and from 7ms to 65ms for569

geqrt. Neither cache misses nor other hardware counters like570

the total floating-point operations changed for those tasks, yet571

their duration always stands out compared to the other tasks.572

Still on Figure 8, we noticed that the gemqrt anomalies were573

coming from all the same 20 task identifiers, preceded by an574

equally anomalous geqrt task, even when we executed with575

different schedulers and in different machines. A sequential576

execution pointed out to the same 21 anomalous tasks. The577

first two images from left to right are executions on the Draco578

machine with the lws scheduler. The first does not use GPU,579

and the anomalies are spread along with the execution, while580

the second figure, with one GPU, depicts the same tasks ex-581

ecuted very close to each other. The last figure also presents582

the same geqrt and gemqrt tasks classified as anomalies but583

for the Hype machine execution. We have also noticed that584

many of the tpmqrt anomalies are part of the same elimination585

tree node. However, their variability is much smaller than the586

other anomalies. Furthermore, the amount of tpmqrt anoma-587

lous tasks is different among many executions as what happens588

for the presented geqrt and gemqrt tasks.589
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A B C56-58ms

.012 GFlop 

.047 GFlop .131 GFlop 

193-52ms

B.1

B.2

C.1
.131 GFlop 
.047 GFlop 

367-103ms

Figure 7: Six examples demonstrating the presence of task anomalies in the time span of ≈1 second. Case (A) has two different executions for the Hype machine
(with the lws scheduler on the left and with the prio scheduler on the right). Case (B) has only one execution in the Hype machine, and case (C) has two different
executions for the Draco machine with GPU (with the dmdasd scheduler on the left and prio scheduler on the right).

Figure 8: The same 20 blue GEMQRT tasks classified as anomalies are dependent from the same orange GEQRT task, identified with 0 in the plots.

The increased cache misses for some tasks identified as590

anomalies do explain a longer duration. Despite these signs591

that the cache misses may explain the variability in task dura-592

tion, we hypothesize that another factor is causing this anomaly.593

As they consistently occur over the same tasks that work in594

the same matrix block, we investigate whether this difference595

comes from the block’s spatial position and its numerical con-596

tent, guiding or preventing some architecture-specific optimiza-597

tions. Thus, we dumped the binary content of the blocks that598

those tasks use to investigate their content.599

We found that some of those blocks contain many denor-600

mal numbers, which is any nonzero number smaller than the601

smaller number in the IEEE standard for floating-point arith-602

metic. When present, the Intel processor executes multiply, di-603

vides, and square root operations with longer latency. If the604

application does not need denormal precision, we can improve605

application performance by enabling specific control flags. For606

example, the SSE/AVX floating-point units of the x86_64 pro-607

cessors architecture have the control flags flush-to-zero (FTZ)608

and denormal-as-zero (DNZ) to define the operations’ behavior609

when encountering a denormal number [21]. This way, we re-610

compiled the application using these flags, and the anomalies611

disappear. Although such deactivation removes the anomalies,612

we recommend the adoption of the Metis ordering in this case613

to guarantee numerical stability.614

4.5. Case 4: Identifying Locality Efficiency Issues615

Finally, during our investigation, we stumbled upon situ-616

ations where our model did not fit data as appropriately as617

for Figure 5 and where none of the previous problems could618

explain outlier tasks. Such a case study is depicted in Figure 9619

where variability is much more important and where a more620

complex model is needed to describe the data more correctly.621

This lack of adequacy of a simple model is easily checked by in-622

specting the residuals and is notably interesting as it is generally623

the sign of a more profound problem in the execution. In such624

cases, we resorted to finite mixture models technique to classify625

the data in different clusters (Figure 9) where geqrt and tpqrt626

have two regression lines instead of one. We can then investi-627

gate where those clusters are located in Gantt chart’s space and628

time, checking if the clusterized tasks are time or space-related,629

giving us insights about this unexpected behavior.630

The left of the top row of Figure 10 depicts the correspond-631

ing Gantt chart for the flower_8_4 matrices where many632

tasks (without transparency) are considered as anomalies by633

our model (see, in particular, the “slow” tasks). They appear634

throughout the execution at moments different from those in-635

dicating new task submission or those aligned with overhead636

states. A careful analysis of these anomalous tasks against our637

model indicates that the theoretical GFlops provided by the ap-638

plication is no longer capable to explain the task duration.639

We hypothesize that they suffer from an increase in the num-640
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Figure 9: Using finite mixture models to fit multiple models over the data.

ber of cache misses, affecting our model’s prediction capabil-641

ity. To check if the number of cache misses could explain the642

increased duration, we linked StarPU with the PAPI library to643

capture the total number of L1, L2, and L3 cache misses for644

each application task. We first verified if there was some cor-645

relation between the total miss number for caches L1, L2, and646

L3 and task duration for other experiments. In general, GFlops,647

L1, and L2 misses have a strong positive correlation with task648

duration. The L3 cache misses explain less of the variability649

for well-behaved tasks. However, in the cases where a mixture650

model seems more appropriate, it is the opposite: GFlop, L1,651

and L2 misses fail to be a good explanatory variable while the652

L3 total cache misses is a better explanatory variable.653

Table 3 presents evidence of the enormous difference be-654

tween the sequential and the parallel total time per task for the655

flower_8_4 input matrix. In the sequential version, tasks do656

not suffer interference from other concurrent tasks, allowing us657

to capture their expected behavior. We observe that the parallel658

geqrt tasks take 3.37× more time than in the sequential case.659

The worst-case occurs with the do_subtree tasks, present-660

ing an increase of 12.8×. The reason for slower do_subtree661

tasks is the same as for the geqrt and tpqrt tasks since the662

do_subtrees are composed of these very same kernels. These663

results confirm the memory contention problem, also known as664

locality efficiency [16].665

Table 3: Task time of flower_8_4 factorization in the Draco Machine.

Task Type Total time Total time Total time
sequential parallel throttling

do_subtree 3.89s 49.98s (12.8×) 13.09s (3.36×)

geqrt 4.41s 14.87s (3.37×) 13.86s (3.14×)

tpqrt 11.39s 15.53s (1.36×) 16.81s (1.48×)

gemqrt 26.88s 32.48s (1.21×) 33.02s (1.23×)

tpmqrt 152.21s 171.88s (1.13×) 173.09s (1.14×)

block_copy 1.40s 1.85s (1.32×) 1.83s (1.3×)

A careful observation of the Figure 10 (left of top row) in-666

dicates that slow tasks concentrate in regions where there are667

many do_subtree and other simultaneous geqrt tasks, which668

suggests they affect cache reuse in two ways: (1) do_subtree669

use a significant amount of memory without much reuse as the670

other 2D tasks do, and (2), geqrt tasks are executed spatially671

far from each other. They are either the starting factorization672

task of a tree node or its trailing submatrix which does not not673

share matrix blocks with other geqrt tasks. Such characteris-674

tic can be the case for the tpqrt tasks too, which traverses the675

matrix row by row.676

To alleviate this locality efficiency problem, we execute the677

application by limiting the execution of do_subtree tasks to678

only three CPU cores. The left of the bottom row of Figure 10679

depicts the resulting behavior once again for the flower-8-4680

matrix. To illustrate how this strategy works for other inputs,681

we show in the right of Figure 10 the same situation for the682

karted input matrix. The first three CPUs run all do_subtree683

tasks while all cores are responsible to execute remaining task684

types. By restricting the execution of these memory-bound685

tasks, we limit the available parallelism, which creates idle time686

in the beginning but we also reduce the makespan from 18.5s687

to 17s (≈8% reduction) for flower-8-4 and from 2.3s to 1.8s688

(≈22%) for karted. Specifically for the flower-8-4 input,689

Table 3 provides, in the throttling column, the total time to690

compute all tasks of a given type. In this scenario, throttling691

improves the efficiency of do_subtree tasks making it closer692

to the sequential total time (without any interference), which693

improves performance overall.694

5. Visualing how the Multifrontal Factorization Unfolds695

As explained in Section 2.1, sparse solvers based on the mul-696

tifrontal method rely on an elimination tree structure. In this697

section, we first provide a set of visualization panels related698

to this multifrontal structure, as illustrated in Figure 11, to de-699

pict application behavior along time. They include panels that700

show the tree structure enriched with application computation,701

the aggregated resource utilization by tree node and tree depth,702

and memory utilization along time. The combination of these703

panels allows to perceive correlations since they are temporally704

synchronized.705

We start by explaining these different panels in details in Sec-706

tion 5.1 and then we present four scenarios that showcase how707

these panels can be used in practice for the performance analy-708

sis of QR_mumps. These panels enable us to carry out interesting709

comparisons that are frequently questioned during the evalua-710

tion of a sparse task-based solvers, such as the effect of memory711

limitation, the adoption of different runtime schedulers and fill-712

reducing ordering operations.713

5.1. Visualization Panels inspired by the Elimination Tree714

Main Panel: Elimination Tree Visualization715

The Elimination Tree panel provides us the perception of the716

tree structure, as defined by the experiment’s ordering algo-717

rithm and the fronts’ submission order. Figure 11.(A) depicts a718

representative example of this panel, showing for how long the719

elimination tree nodes (listed in the Y-axis according to their720
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Figure 10: Anomalous do_subtree, geqrt and tpqrt tasks (marked as slow) when carrying the factorization of the flower_8_4 (left) and karted (right)
matrices using all available workers (top row, parallel); Factorization of the flower_8_4 and karted matrices when restricting the do_subtree tasks to run only
in three CPU resources (bottom, throttling). Despite the presence of remaining anomalous tasks when throttling, this execution is faster than that of all resources
available for all tasks, as shown in the top row.

submission order) exist along time (the X-axis). This represen-721

tation has two main elements: the nodes of the tree and their722

parent-child connection. Each node of the tree occupies a hor-723

izontal line in the panel. The line starts with the first memory724

allocation task (represented by a green rectangle) and ends with725

the task that releases the node memory. The lifetime purely726

indicates memory footprint, not meaning that there were com-727

putations over this node this whole time. To represent compu-728

tations over the structure, and considering that many resources729

compute tasks of a given node of the elimination tree, we em-730

ploy the color gradient to represent the computational load in-731

tensity (based only on factorization tasks) as a percentage of the732

total number of computing resources. We can alternatively rep-733

resent other performance metrics, like the GFlops throughput.734

Green and orange arrows indicate the parent-child connection.735

The green arrows depart from the beginning of a node’s line736

and points to its parent. The same happens for orange arrows737

but considering the end of a node’s line. For simplification, we738

group the sequential nodes pruned by the application by their739

common parent, reusing the same Y position, and spatially ag-740

gregating their computations because they generally are numer-741

ous. Besides the Y position, pruned nodes share the same gra-742

dient color legend used in the other tree nodes. Thus, to differ-743

entiate them, we use half of the height of the non pruned nodes744

for their representation.745

Besides the spatial aggregation of computational load per746

node of the elimination tree, we also aggregate the behavior747

within a node in user-configurable time intervals (represented748

by the color gradient). These aggregations help to handle cases749

where tasks are too numerous, and application makespan is very750

long. In Figure 11.(A), the time interval for the aggregation is751

100ms. Combined, both spatial and temporal aggregations pro-752

vide a clearer behavior view maintaining temporal details.753

Furthermore, we can represent other aspects of the applica-754

tion in this tree plot, like the communication tasks between par-755

ent and child nodes and the anomalous tasks’ location. The756

black rectangles (inset within each tree node line) in Fig-757

ure 11.(A) represent the tree’s communication, which comes758

from the assembly of the contribution block of a child in its par-759

ent front (such situations are not very frequent in this example760

but can be more clearly seen in Figure 14 for example). We use761

the raw communication tasks duration to represent them with762

transparency to know when we have a higher concentration of763

these tasks, which also has half of the height of its node rep-764

resentation to avoid a complete overlap in the plot. Lastly, the765

elimination tree plot can also depict the anomalous task location766

in space and time related to the tree as dots inside the node’s767

computation marker, following the Gantt chart tasks’ colors to768

identify their type.769

By evidencing where are the computations, initializations,770

communications, and anomalies, our elimination tree panel771

shows precisely how the scheduler traverses the tree, includ-772

ing the prioritized or postponed paths or nodes. This panel also773

depicts the three levels of parallelism: the tree parallelism when774

representing concurrent nodes in different Y positions, the node775

parallelism with the color gradient, and the interlevel paral-776

lelism by depicting overlapping computations between parent777

and child nodes. We can use this complete elimination tree778

view, allied to all the other plots, to identify specific applica-779

tion moments and have a clear view of its behavior. Also, one780

can promptly see if the tree is tall, short, thin, or wide. The781

tree structure impacts the number of available tasks, memory782

consumption, and how the scheduler traverses the tree to pro-783

vide enough parallelism, serving as a general signature of how784

scheduling decisions evolve during the execution.785
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Figure 11: Overview of visualization panels tailored for the elimination tree, using the e18 matrix on hype as an example. The elimination tree panel (A) shows
the tree structure and the computational signature along time. Panels (B) and (C) depict the resource utilization by the computational tasks highlighting the usage
per tree node and tree depth. Panels (D) and (E) show the number of parallel and sequential active nodes in memory, and the memory used by these nodes. For
reference, we also depict Panel (F), a classical gantt-chart.

Auxiliary Panels: Node and Depth Resource Usage786

The elimination tree panel is handy to indicate details of how787

the multifrontal method evolves, but it lacks an aggregated view788

of computational power. In this sense, two additional panels789

provide a more succinct view of how much computing power is790

dedicated to processing each elimination tree node. The panel791

of Figure 11.(B) indicates the tree node parallelism, that is, the792

cumulative resource utilization of the computational tasks asso-793

ciated with each elimination tree node (colors) as a function of794

time. Alternatively, the panel of Figure 11.(C) provides an op-795

tion to fill colors of the same plot using the tree node depth (the796

tree distance from the root node), illustrating how the sched-797

uler traversed the tree concerning this depth property. The node798

panel colors purely differentiate one tree node from another, not799

identifying each node individually. So the node panel reuses800

colors to represent nodes without overlapping task executions.801

However, for the depth panel, the color scale has a meaning802

that represents the distance from the root, represented with a803

darker color. For both panels, we temporally aggregate the time804

spent in computational tasks in user-configurable intervals to805

define the resource usage of a given elimination tree node or806

depth (100ms in this case). When combined with elimination807

tree visualization (see Figure 11.(A) for an example), this plot’s808

specific shape can be considered a signature of the scheduler809

11



regarding other application properties like task priorities, mem-810

ory availability. We can see, for instance, how computing power811

tackles the parallelism of the tree structure.812

Auxiliary Panels: Active Nodes and Memory Usage813

Tree traversal may significantly impact memory consump-814

tion, and memory consumption restrictions can have a signifi-815

cant impact on tree traversal. The available parallelism and tree816

traversal are very dependent on these memory-related aspects,817

making the visualization of this information relevant to appli-818

cation analysis.819

In the multifrontal method, the child nodes need to merge820

their contribution blocks to their parent node. This dependency821

implies that all nodes involved in this operation must be present822

on memory at that moment. Because memory is a finite re-823

source, such applications can easily consume a large portion of824

the available memory. Panels (D) and (E) of Figure 11 provide825

a summary to understand better how the number of in-memory826

active nodes and current memory usage evolves through exe-827

cution time. Since QR_mumps can work with memory usage828

constraints to keep memory usage under control, these panels829

help understand how the application handles memory-related830

issues in scenarios with a memory constraint. The two lines in831

the in-memory active nodes panel indicate whether these tree832

nodes are sequential (pruned by the application) or parallel tree833

nodes. Depending on the traversal of the tree, it is normal that834

sequential nodes only exist at the beginning of the execution835

because they are the leaves of the tree. That is the case shown836

in Figure 11.(D).837

5.2. Case 1: Evaluating fill-reducing Ordering Operations838

The most obvious use for our tree visualization is the anal-839

ysis of the fill-reducing ordering operations performed in the840

matrices in the analysis phase. In this work, we have used the841

Metis and Scotch fill-reducing ordering packages. Figure 12842

shows the tree structure plot for two executions with the same843

parameter configurations, except for the ordering.844

Figure 12: Metis against Scotch ordering for ch8-8-b3 matrix in Hype Machine.

The factorization time for these two executions is different845

because the total number of floating-point operations to perform846

the factorization is different. Beyond this difference, we can see847

that their structure is quite different too. If we observe the par-848

titioning, we instantly notice that the Metis ordering produced849

a poorly balanced tree, with few small nodes and a huge node850

that dominates the application execution pointed by (A). On the851

other hand, Scotch produced a more balanced tree with more852

nodes, dividing the computational load better, as highlighted by853

the comparison in (B), where the dashed lines cut both elimina-854

tion trees at level 2. They have in common that they produced855

very few pruned nodes for the do_subtree tasks and a small856

node at the root. Such visualization might help application de-857

velopers and analysts relate a specific ordering algorithm and858

its generated tree structure to application performance.859

5.3. Case 2: The Influence of the Memory Limitation860

For all experiments so far, we have noticed that, except in861

cases where the memory peak threshold is particularly limiting,862

the QR_mumps application can keep the performance very simi-863

lar to cases without memory usage restrictions and even provide864

better results sometimes. This effect has been discussed by [19],865

but now, we can observe the interplay between the memory lim-866

itations and the elimination tree exploration by the scheduler.867

Figures 11 and 13 show two different executions with the factor-868

ization of the e18 matrix using the Metis reordering in the Hype869

Machine. The only difference between them is that the former870

depicts a case without memory limitation (the peak is 3GBytes),871

while the latter depicts the execution when limiting the memory872

to the sequential peak (≈1.4GBytes). The makespan compari-873

son between the unlimited (Figure 11) and limited (Figure 13)874

executions indicates that the latter is insignificantly degraded875

but their internal structures are very different. Without limit,876

we observe in Figure 11 that the entire tree is allocated early877

in the execution. When limiting memory usage, memory allo-878

cations are delayed until the last moments of the factorization,879

as illustrated in Figure 13. This exploration impacts the avail-880

able tree-parallelism. In Figure 13.(B), we observe that around881

1.5 seconds of execution, half of the tree intermediary nodes882

were not touched yet by the execution with memory constraint,883

while the unlimited case has started and even finished comput-884

ing many other nodes.885

We can see in Figure 13 (A.1) that in the beginning of the886

execution, tree-level parallelism is available, as shown by the887

many colors that appear in the resource usage per node plot.888

The bottom part of the tree is composed of many small nodes,889

indicating a tree that is sufficiently wide to provide enough par-890

allel work to application workers. Furthermore, in (A.2), we891

observe that the vast majority of the nodes active in memory892

are pruned nodes, which is also presented by the number of893

do_subtree tasks in (A.3). The (B) and (C) areas point out894

to multiple delays in node allocation imposed by the mem-895

ory constraint parameter. For example, we can see how the896

freeing of the node pointed in (B.1) allows the allocation of897

many other nodes. The amount of memory initialization tasks898

(init_front and init_block) reduces the compute resource899

utilization as shown in (B.2). The memory usage plot in (B.3)900
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Figure 13: Tree-related plots and the Gantt chart for an execution of matrix e18 in Hype machine.

depicts exactly when the memory becomes available. Because901

the newly allocated node would use much memory, it had to902

wait for some other node to free the needed memory. All these903

memory initialization tasks can also be seen in the Gantt chart904

in (B.4, yellow color) but would be hard to interpret without905

the tree view. A similar case appear in the (C) area, where the906

set of nodes (C.1) get delayed because the execution has al-907

ready reached the memory limit (C.3). We confirm that most of908

the nodes are the leaves of the tree (C.2), as also shown by the909

do_subtree tasks in green (C.4). In the last scenario (D), in910

(D.1) and (D.2), we can observe how the application can over-911

lap computations between the last three dependent nodes of the912

tree. This is possible thanks to the finer-grained tree partition-913

ing using a DAG structure as already discussed in Section 2.1.914

Interestingly, the memory restriction distributes the execu-915

tion of memory-bound operations (such as do_subtree tasks)916

throughout the execution, which generally improves the locality917

efficiency and could have provided a similar effect as when us-918

ing a small number of cores dedicated to memory-bound tasks,919

as previously discussed in Section 4.5. Unfortunately, delaying920

subtree initialization (the yellow areas) seems to significantly921

impact tpmqrt tasks (as indicated by the many outliers simul-922

taneous). Relaxing a bit the memory constraint could allow to923

spread a bit more these initialization tasks throughout the exe-924
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cution and to limit their influence on the other tasks.925

5.4. Case 3: Identifying Task Priority Issues926

The elimination tree panel, as described in Figure 11 (A),927

can be used to compare different schedulers’ behavior while928

traversing the tree for diverse hardware and software configu-929

rations. In Figure 14, we compare the performance of the lws930

against the prio scheduler for the degmematrix using the Metis931

ordering without memory limitation in the Tupi Machine using932

only CPUs. We can observe that the makespan is lower for the933

lws scheduler and the bad scheduling decisions of prio are934

clear from the Gantt-charts although the reason why such deci-935

sions are taken is not really clear. As pointed in (A), it seems936

that the prio scheduler focuses computations on one node at937

a time. This is due to the fact that QR_mumps assigns increas-938

ing priorities according to the tree node submission order and939

that the prio scheduler has a single central ready task queue940

which sorts all tasks according to the basic tree node priority.941

Another noticable behavior of the prio scheduler is pointed in942

(B), where there seems to be a clear communication pattern.943

Indeed the block_copy and init_* tasks are systematically944

scheduled after the final computations of a tree node as they945

have a lower priority, which regularly delays the child and par-946

ent communications.947

While restricting computations to one or a few tree nodes948

at a time may improve spatial data locality, the restriction in949

communication reduces the availability of the tree and inter-950

level parallelism compared to what is achieved by lws which951

efficiently exploits the interlevel parallelism computation of the952

last elimination tree nodes in the area highlighted by (C), and953

the tree parallelism in (D). The lws scheduler explores more954

tree parallelism and interlevel parallelism, making node com-955

putations last longer, which in this specific case is beneficial956

because the lack of tree parallelism at the end of the appli-957

cation is compensated by the interlevel parallelism and gives958

lws a clear advantage over the prio scheduler. This case959

provides an excellent example of how the exploitation of the960

application data structures with the performance visualization961

shows clearly what is happening and can help developers de-962

vise smarter scheduling strategies.963

5.5. Case 4: Resource Usage of two Runtime Schedulers964

In this section, we compare the dmda and heteroprio965

schedulers using as input the TF17 matrix reordered with966

Scotch, in a scenario with memory limitation in the Hype967

Machine. Figure 15 depicts such a comparison between968

heteroprio (top panels) and dmda (bottom) with the elimi-969

nation tree panel, workers, and ready tasks panels. The Gantt970

charts allow to readily observe that the makespan of the dmda971

is ≈8.5% smaller than that of heteroprio and suggest that the972

main flaws of heteroprio happened in (B.2) and (C.2) where973

many resources are idling. Yet, the reason behind this behavior974

remains unclear and a closer inspection to all the other panels975

will allow to reveal that this idling is part of the reason only.976

The panel on the bottom of the Figure depict the GFlops977

throughput difference between the two schedulers, with the red978

(resp. blue) color highlighting when heteroprio (resp. dmda)979

scheduler has completed more flops. Although heteroprio980

has a slightly better start than dmda, as shown with the red981

line in the left part of the rectangle (A), the advantage quickly982

changes in favor of dmda, slowly and constantly increasing983

the difference over time until the moment where heteroprio984

leaves many idle resources, which leads to an even steeper in-985

crease in the difference for dmda. Since in the first 13 seconds,986

both schedulers have many available tasks and seem to explore987

the tree roughly in the same way, the only reason why dmda988

would go faster than heteroprio is that it makes a better use989

of available resources. Similarly to what was proposed by [11]990

in the dense case, we can compute the optimal allocation of991

tasks to CPUs and GPUs when ignoring all dependencies us-992

ing our performance model for all kernel types. This absolute993

lower bound is depicted with a vertical line Area Bound Esti-994

mation (ABE) in the gantt-chart and allows to see that dmda is995

quite close to the optimal and is mostly limited by the lack of996

parallelism at the very end of the execution. We can also see997

from the CPU/GPU division provided on the right for the main998

task types (gemqrt and tpmqrt) that dmda makes a better us-999

age of resources in general and ultimately makes decisions that1000

are closer to that of the ABE. In the ideal allocation, only the1001

costlier tmpqrt tasks (with ≈3GFlops) should be allocated on1002

GPU resources. The dmda scheduler only takes myopic deci-1003

sions but comes closer to this decision than heteroprio. A1004

similar interpretation works for the gemqrt tasks as well, ex-1005

cept that no tasks of this type should ideally be run on the1006

GPUs. Overall, the heteroprio scheduler uses a very naive1007

cost model and disregards the theoretical GFlops cost of every1008

task, thereby using GPUs even for tasks with a very low GFlop1009

count for which CPUs are more suited. The dmda scheduler,1010

on the other hand, is equipped with our performance model and1011

better differentiates the situations where CPU contribution is1012

interesting. This explanation is the reason why the dmda sched-1013

uler manages to move faster along the tree than heteroprio1014

although it is not directly visible from the Gantt charts.1015

Coming back to the more obvious idling situation of1016

heteroprio in B.2, one can notice that it corresponds to a situ-1017

ation where there are relatively few ready tasks (although there1018

are way enough tasks to keep all CPUs busy in the beginning1019

as can be seen from the Ready Tasks panel). It is interesting1020

to note, by looking for the corresponding part of the tree, that1021

a similar situation occurs in B.1 for dmda although it is way1022

less visible. This lack of ready tasks mainly comes from the1023

memory limitation imposed to this execution and perfectly cor-1024

relates with the beginning of a new elimination tree node as1025

shown by the arrows towards the elimination tree panel. The1026

heteroprio scheduler manages very poorly the lack of ready1027

tasks when deciding to not use the CPUs because it globally1028

considers that CPU are 25 times slower than GPUs. That is not1029

the case for the dmda schedulers that manages to exploit CPUs1030

in this difficult situation.1031

Finally, we can also observe differences at the end, when both1032

runs are working in the last elimination tree node. As shown by1033

the C.1 and C.2 annotations, the slope of the idle time in the end1034

is much steeper for dmda indicating that once again it makes a1035
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Figure 14: Comparing prio (top, with the elimination tree and gantt-chart) and lws (bottom) schedulers for the degme matrix in the Tupi Machine.

better usage of resources than heteroprio.1036

The comparison illustrated in Figure 15 demonstrates the1037

usefulness of the elimination tree panel to understand the per-1038

formance of such complex applications. We can indeed corre-1039

late the elimination tree events and the workers resource usage.1040

For instance, the idle time shown in the B markers correlate1041

with the elimination tree nodes. Because of the memory limi-1042

tation, the application is incapable to release more tasks to be1043

executed. This behavior clearly suggests to release the mem-1044

ory limitation. When doing so the idle time indeed disappears1045

but the memory-intensive task interference illustrated in Sec-1046

tion 4.5 unfortunately comes back. This interplay suggests the1047

need for a finer control of the memory limitation, active in the1048

beginning but relaxed toward the end.1049

6. Conclusion1050

This work presented new performance visualization panels1051

and techniques that were added to the StarVZ tool. The task re-1052

gression modeling for performance analysis and these new pan-1053

els are related to the irregularity of sparse factorization applica-1054

tions and the elimination tree structure from the multifrontal1055

method. These panels give the specialists an application-1056

specific performance point of view. At the same time, the1057

anomalous task detection mechanism for irregular tasks proved1058

its usefulness to help identify performance issues in many levels1059

of an application.1060

We have seen that combining our proposed techniques can1061

help us identify problems on different levels. At the runtime1062

level, for example, we have the task submission interference.1063

The overhead states associated with the anomalous task re-1064

vealed the tracing flush problem and the block_copy task pri-1065

orities related to the different runtime schedulers, which led to1066

unwanted behavior in the application regarding the DAG/tree1067

traversal. At the application level, we can have a set of pa-1068

rameters that degrade application performance, like memory1069

consumption control, which leads to other side effects such as1070

reducing the task’s locality efficiency, increasing cache misses1071

and task duration. The later effect is captured by fitting multiple1072

models in the data, which help us automatically detecting those1073

regions and also can help to provide better simulations. Fur-1074

thermore, we have seen that some anomalies may come from1075
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Figure 15: Left: a comparison of the application behavior when using the heteroprio (top, with the elimination tree, gantt-chart and ready tasks) and dmda
(middle) schedulers, with the GFlops difference between them (bottom); Right: GFlops histograms per resource type (CPU and CUDA) for two task types (gemqrt
and tpmqrt) for the heteroprio (top) and dmda (bottom) schedulers, including the ABE target as points and arrow pointing to them (to decict distance from such
an ideal case).

the workload given to the application, changing the task data1076

blocks content, and the way the underlying architecture handles1077

denormal numbers impacts performance.1078

The information used to create these multifrontal method-1079

related visualizations can be commonly found in implementa-1080

tions of the method, which helps to make the workflow generic1081

enough to work with other multifrontal-based applications than1082

QR_mumps, or even other sparse factorization methods for the1083

anomalies detection.1084

Using the developed analysis and visualization techniques in1085

other scenarios like with multi computational nodes or other ap-1086

plications may reveal other interesting contributions, helping to1087

understand application performance in even more challenging1088

scenarios. Also, there are some opportunities to develop panels1089

to relate tree computation to NUMA nodes and PAPI hardware1090

counters. In addition, we consider exploring these performance1091

visualization techniques in other task-based sparse solvers that1092

implement the multifrontal method, such as the Cholesky and1093

LU factorization of PaStiX.1094
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