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Stochastic Analysis of Empty-Region Graphs

Olivier Devillers* Charles Duménil*

Abstract

Given a set of points $X$, an empty-region graph is a graph in which $p, q \in X$ are neighbors if some region defined by $(p, q)$ does not contain any point of $X$. We provide expected analyses of the degree of a point and the possibility of having far neighbors in such a graph when $X$ is a planar Poisson point process. Namely the expected degree of a point in the empty axis-aligned-ellipse graph for a Poisson point process of intensity $\lambda$ in the unit square is $\Theta(\ln \lambda)$.

In this paper we formalize the process through two lemmas: the Combination lemma and the Partition lemma, and we illustrate these tools with empty-ellipse graphs. In a forthcoming paper we apply these results to equations of higher degree appearing when parameterizing 3D surfaces.

1 Introduction

We start by defining the notion of empty-region graph [2]:

Definition 1. For each pair $(p, q) \in \mathbb{R}^d \times \mathbb{R}^d$, let $\mathcal{R}(p, q)$ be a family of regions. Consider a locally finite point set $X \subset \mathbb{R}^d$. We denote by $\mathcal{G}_R^p(X)$ the graph on $X$ in which $p$ is a neighbor of $q$ if and only if there exists an empty region in $\mathcal{R}(p, q)$.

This notion unifies the classical Delaunay triangulation [3] where $\mathcal{R}(p, q)$ is the set of disks whose boundaries contain $p$ and $q$, the Gabriel graph [6] where $\mathcal{R}(p, q)$ is reduced to the disk of diameter $pq$, the $\beta$-skeleton [7, 1], the empty-ellipse graph [4], the nearest neighbor-graph, the $\Theta$-graphs, and the Yao graphs [9].

In this paper, we will assume that $X$ is a Poisson point process in the plane and compute quantities like the expected degree of a point of $X$ in $\mathcal{G}_R^p(X)$ or the probability that a point has neighbors further than some threshold. Computing such quantities when $R(p, q)$ is a singleton, as for the Gabriel graph, is much easier than when it is a bigger set, as for Delaunay triangulation. To this aim, it is interesting to try to get upper and lower bounds by comparing empty-region graphs. This idea was already used by Devroye, Lemaire and Moreau [2] to bounds the size of the Delaunay triangulation by the sizes of the Gabriel graph and the half-moon graph.

2 First Example: Delaunay and Gabriel Graphs

2.1 Delaunay Triangulation

The Delaunay triangulation is the empty-region graph where $\mathcal{R}(p, q) = \{D(p, q, r); r \in \mathbb{R}^2\}$ and $D(p, q, r)$ is the open disk with $p$, $q$, and $r$ on its boundary.

Although the expected degree of a random point in any kind of triangulation is well known to be 6 using Euler formula, we prove it using stochastic tools to illustrate the complexity of such a computation:

Theorem 2. Let $X$ be a Poisson point process with intensity $\lambda$ in $\mathbb{R}^2$ and $p$ a point of $\mathbb{R}^2$. The expected degree $E[\deg(p, \text{Del})]$ of $p$ in the Delaunay triangulation Del($X \cup \{p\}$) is 6.

Proof. Without loss of generality, we assume that $p$ is at the origin. Let $D(p, q, r)$ denote the open disk with $p$, $q$, and $r$ on its boundary. The number of neighbors of $p$ in Del($X \cup \{p\}$) is the number of distinct sets $\{q, r\}$ in $X^2$ with $q \neq r$ such that $D(p, q, r)$ does not contain any point of $X$. It is given by the random value: $\deg(p, \text{Del}) = \frac{1}{2} \sum_{q \in X} \sum_{r \in X \backslash \{q\}} \mathbb{I}_{D(p, q, r) \cap X = \emptyset}$, where the factor $\frac{1}{2}$ corrected the double counting of each set $\{q, r\}$ in the sum. We compute the expectation of this formula:

$$E[\deg(p, \text{Del})] = E \left[ \frac{1}{2} \sum_{q \in X} \sum_{r \in X \backslash \{q\}} \mathbb{I}_{D(p, q, r) \cap X = \emptyset} \right]$$

$$= \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \lambda^2 e^{-\lambda D(p, q, r)} \text{d}r \text{d}q$$

by Slivnyak-Mecke Theorem [8]

by definition of Poisson point process.

The computation of this integral is a bit technical and is given in appendix. It involves a Blaschke-Petkantschin like variables substitution to turn the
cartesian coordinates of $q$ and $r$ in the coordinate of the center of $D(p, q, r)$ and two angles to place $q$ and $r$ on the boundary of $D(p, q, r)$.

It finally turns out that the value of this integral is 6, as anticipated.

2.2 Gabriel Graph and Half-Moon Graph

We now turn our interest to cases where $R(p, q)$ is a singleton. We consider the three following possibilities: $R(p, q) = \{\text{Gab}(p, q)\}$ the disk of diameter $pq$, $R(p, q) = \{\text{hm}_r(p, q)\}$ the half-disk of diameter $pq$ to the right of $pq$, and $R(p, q) = \{\text{hm}_l(p, q)\}$ the half-disk of diameter $pq$ to the left of $pq$. Then $G^0_{\text{Gab}}$ is the Gabriel graph, $G^0_{\text{hm}_r}$ is the right half-moon graph, and $G^0_{\text{hm}_l}$ is the left half-moon graph. The half-moon graph is $G^0_{\text{hm}_r} \cup G^0_{\text{hm}_l}$.

Lemma 3 Let $X$ be a Poisson point process with intensity $\lambda$ in $\mathbb{R}^2$ and $p$ a point of $\mathbb{R}^2$. The expected degree $E[\deg \left( p, G^0_{\text{Gab}} \right) \bigg] \bigg|$ of the origin $p$ in the Gabriel graph $G^0_{\text{Gab}}(X)$ is 4.

Proof.

$$E \left[ \deg \left( p, G^0_{\text{Gab}} \right) \right] = E \left[ \sum_{q \in X} 1_{\{\text{Gab}(p, q) \cap X = \emptyset\}} \right]$$

$$= \int_{\mathbb{R}^2} \lambda \mathbb{P} \left[ \text{Gab}(p, q) \cap X = \emptyset \right] dq$$

$$= \int_{\mathbb{R}^2} \lambda e^{-\lambda |\text{Gab}(p, q)|} dq$$

$$= \int_{\mathbb{R}^2} \int_0^{2\pi} \lambda e^{-\lambda \frac{pq}{2}} \rho d\theta d\rho = 4. \qed$$

Lemma 4 Let $X$ be a Poisson point process with intensity $\lambda$ in $\mathbb{R}^2$ and $p$ a point of $\mathbb{R}^2$. Then

$$E \left[ \deg \left( p, G^0_{\text{hm}_r} \right) \right] = E \left[ \deg \left( p, G^0_{\text{hm}_l} \right) \right] = 8.$$

Proof. By symmetry, we only do the computation for $E \left[ \deg \left( p, G^0_{\text{hm}_r} \right) \right]$.

$$E \left[ \deg \left( p, G^0_{\text{hm}_r} \right) \right] = E \left[ \sum_{q \in X} 1_{\{\text{hm}_r(p, q) \cap X = \emptyset\}} \right]$$

$$= \int_{\mathbb{R}^2} \lambda e^{-\lambda |\text{hm}_r(p, q)|} dq$$

$$= \int_{\mathbb{R}^2} \int_0^{2\pi} \lambda e^{-\lambda \frac{pq}{2}} \rho d\theta d\rho = 8. \qed$$

As one can see, the fact that $R(p, q)$ is a singleton made the computation much simpler than in the case of the Delaunay triangulation.

2.3 Graph Relations

The following relations between the graphs are straightforward since any disk with $p$ and $q$ on its boundary contains either $\text{hm}_r(p, q)$ or $\text{hm}_l(p, q)$ (see Figure 1):

$$G^0_{\text{Gab}} \subseteq \text{Del} \subseteq G^0_{\text{hm}_r} \cup G^0_{\text{hm}_l} = G^0_{\text{hm}_r, \text{hm}_l}.$$ From this, we deduce

$$\deg \left( p, G^0_{\text{Gab}} \right) \leq \deg \left( p, \text{Del} \right) \leq \deg \left( p, G^0_{\text{hm}_r, \text{hm}_l} \right)$$

$$4 \leq \deg \left( p, \text{Del} \right) \leq 8 + 8 - 4 = 12.$$

This result is weaker than the exact bound of Theorem 2 but the computations are much simpler. It also illustrates that, given regions of similar areas, the degree remains of equal order of magnitude. In that case, for two points $p$ and $q$, $\text{Gab}(p, q)$ and $\text{hm}_r(p, q)$ or $\text{hm}_l(p, q)$ have both an area quadratic in the distance between $p$ and $q$, and this induces a constant expected degree.

3 General Method

We propose a general method that both formalizes and generalizes the half-moon method to link the degree in general empty-region graphs to the degree in empty-region graphs defined by singletons. We formalize the following facts: (i) the Delaunay disks can be parameterized by their center on the bisector of $pq$, (ii) this bisector can be partitioned in two rays at the midle of $pq$, and (iii) each half-moon is contained in all disks centered on one of the rays.

In a more general setting, the general idea is (i) to identify a parameter space in $\mathbb{R}^k$ defining the regions, (ii) to partition this space in convex domains, and (iii) have inclusion relations for regions at the vertices of the partition.

The following lemma is instrumental for proving that if a set of region depends on $k$ parameters and if the $k$-tuple of parameters belongs to a convex polyhedron $P$ of $\mathbb{R}^k$ then, if we want to prove that all regions parameterized by $P$ contain a given region, it is enough to prove this inclusion for the regions parameterized by the vertices of $P$. If $P$ is not bounded, we can extend the lemma to limit points at infinity: for a point $c$ going...
to infinity along some ray of $\mathbb{R}^k$ the region $r_c$ has a limit. The result also holds using this limit regions. We will show below as a didactic example how this lemma can be applied on Delaunay disks.

**Lemma 5 (Combination Lemma)** Let $c \in \mathbb{R}^k$ and $E_c : \mathbb{R}^d \to \mathbb{R}$ such that for any $x \in \mathbb{R}^d$, $c \to E_c(x)$ is an affine function, and let $r_c$ be the region $\{x \in \mathbb{R}^d, E_c(x) < 0\}$. Let $P$ be a subset of $\mathbb{R}^k$, if $c \in P$, then $\bigcap_{c \in P} r_c \subset r_c$, where $X(P)$ denotes the extreme points of the convex hull of $P$.

**Proof.** Consider two points $a, b \in P \subset \mathbb{R}^k$. Let $x \in r_a \cap r_b$ and, for $t \in [0,1]$, $c_t = (1-t)a + tb$ be a point on $[ab]$. The function $f : t \mapsto E_c(x)$ verifies $f(0) = E_a(x) < 0$ and $f(1) = E_b(x) < 0$. Since $f$ is affine, for any $t \in [0,1]$, $E_c(x) = f(t) = (1-t)f(0) + tf(1) < 0$, so $x \in r_{c_t}$. Thus $r_a \cap r_b \subset r_c$ for any $c_t$ on the edge $[ab]$. The extension from an edge $[ab]$ to the convex hull of $P$ follows directly from the its convexity. □

We now show, as an example, that any Delaunay disk contains one of the two half-moons using the Combination lemma:

**Corollary 6** Let $p, q$ two points in the Euclidean plane $D$ and a disk with $p$ and $q$ on its boundary, then $hm_c(p, q) \subset D$ or $hm_c(p, q) \subset D$

**Proof.** We choose the coordinate system so that $p$ is the origin and $q = (x_q, y_q)$ with $y_q \neq 0$. A disk $D$ with $p$ and $q$ on its boundary can be parameterized by the inequality $E_c(x, y) : x^2 - 2xx_c + y^2 - 2yy_c < 0$ where $c$ verifies $y_c = \frac{x^2 - 2xx_c + y^2}{2yy_c}$. Since this is actually the equation of the bisector line of $[pq]$, the centers $c = (x_c, y_c)$ are the actual geometric centers of the disks. That provides a 1-dimensional family of disks parameterized by $x_c$. In that parameterization, $x_c \mapsto E_c(x, y)$ is an affine function.

Then we can consider the center $c_{Gab}$ of the Gabriel disk and the center $c_r$ at the infinity of the bisector line to the right of $\vec{pq}$; their associated regions are the Gabriel disk $\text{Gab}(p, q)$ and the half-plane $hp_c(p, q)$ to the right of $\vec{pq}$. Since the ray $[c_{Gab}, c_r]$ is convex, we can apply the Combination lemma with $(k, d) = (1, 2)$ to ensure that any disk whose center belongs to $[c_{Gab}, c_r]$ contains $hm_c(p, q)$; indeed $hm_c(p, q) = \text{Gab}(p, q) \cap hp_c(p, q)$. We apply the same reasoning for $hm_c(p, q)$ to conclude that if a disk has $p$ and $q$ on its boundary, it contains either $hm_r(p, q)$ or $hm_l(p, q)$ depending on the position of its center on the bisector line. □

After the Combination lemma, the second ingredient of our demonstration scheme is the Partition lemma:

**Lemma 7 (Partition Lemma)** Let $G^0_\mathbb{R}$ be an empty-region graph with $R(p, q) = \{r_c : c \in P \subset \mathbb{R}^k\}$ a set of regions parameterized by $c$. Let $(P_1)_{1 \leq i \leq n}$ be a convex subdivision of $P$, the parameter space. Let $R^*_1(p, q) = \{r^*_c(p, q)\}$ be $n$ singletons. Then $G^0_\mathbb{R}$ is a subgraph of $\cup_{1 \leq i \leq n} G^0_\mathbb{R}^*$, and

$$\deg (p, G^0_\mathbb{R}) \leq \sum_{1 \leq i \leq n} \deg (p, G^0_\mathbb{R}^*_i).$$

**Proof.** If $pq$ is an edge of $G^0_\mathbb{R}(X)$, according to Definition [1] there exists $c \in P$ such that $r_c(p, q) \cap X = \emptyset$. Using the convex subdivision, there is some $j$ such that $c \in P_j$ and $r^*_j(p, q) \subset r_c(p, q)$ by the hypothesis in the lemma. Thus $r^*_j(p, q) \cap X = \emptyset$ and $pq$ is also an edge of $G^0_\mathbb{R}^*_j$. □

Using these two lemmas, the general idea of the method we apply to compute an upper bound on the degree of a point in a given empty-region graph of a Poisson point process can be outlined as follows: (i) find a good affine parameterization of the regions to be able to apply the Combination lemma, (ii) find a good partition of the parameter space to be able to apply the Partition lemma, and (iii) analyze the size of the relevant empty-singleton-region graphs.

### 4 Empty Axis-Aligned Ellipse Graphs

In this section, we analyze empty-region graphs where the regions are axis-aligned ellipses. By “axis-aligned”, we mean that their axes of symmetry are parallel to the $x$ and $y$ axes. We then call aspect ratio, the ratio of the length of the vertical axis to the horizontal axis of the ellipse.

#### 4.1 Some Features of Axis-Aligned Ellipses

We give some explanations on the expression of ellipses we consider, and some properties that will be used thereafter. In $\mathbb{R}^2$, we consider an axis-aligned ellipse with the origin $p$ on its boundary. We denote the ellipse $r$ since it is seen as a region. Such an ellipse has three degrees of freedom, that can be set be considering a positive number $\alpha$ and a point $c = (x_c, y_c)$, so that $r$ can be defined by the inequality:

$$r : \alpha^2x^2 - 2xx_c + y^2 - 2yy_c < 0.$$ 

In that parameterization, $c$ is the affine parameter of $r$, and $\alpha$ its aspect ratio. To ensure that the boundary of the ellipse passes through a second point $q$, the three parameters $x_c, y_c$ and $\alpha$ must satisfy: $\alpha^2x^2 - 2x_qx_c + y^2 - 2yy_c = 0$. Expressing $\alpha$ in terms of $c$ and $q$, we define

$$E_c(x, y) := \alpha^2x^2 - 2xx_c + y^2 - 2yy_c,$$

with $\alpha^2 = \frac{2x_qx_c - y^2 + 2yy_c}{x^2}$. 

(CCCG 2021, Halifax, Canada, August 10–12, 2021)
The inequality $E_c(x, y) < 0$ is an affine parameterization of $r_c(p, q)$, the only axis-aligned ellipse passing through $p$ and $q$ with $c$ for parameter. We stress that $c$ is not the usual geometric center of the ellipse.

In some proofs, we bring the expression back to its canonical form namely $\frac{x^2}{a^2} + \frac{y^2}{b^2} - 1 = 0$, in which the ellipse has aspect ratio $\frac{b}{a}$ and area $\pi ab$.

**Proposition 8** For a given $q \in \mathbb{R}^2$, the parameters $c$ of the ellipses $r_c(p, q)$ with same aspect ratio lie on a line perpendicular to $(pq)$.

**Proof.** The aspect ratio is given by the coefficient of $x^2$ in Equation (1). The set of points $c = (x_c, y_c)$ that yields to a constant aspect ratio defines a line parallel to $\mathcal{L} : x x_q + y y_q = 0$, by multiplying by $\frac{x_q^2}{2}$ and omitting the constant terms in the expression of $\alpha^2$. This line is perpendicular to $(pq)$. \hfill \Box

**Proposition 9** For a given $q \in \mathbb{R}^2$ and for $\alpha \in \mathbb{R}^+$, consider the ellipse $r_c(p, q)$ parameterized by $c = (\alpha^2 \frac{x_q}{2}, \frac{y_q}{2})$.

The geometric center of $r_c(p, q)$ is the midpoint of $[pq]$, and its area is $\frac{\pi}{4} \left( \alpha x_q^2 + \frac{y_q^2}{\alpha} \right)$. \hfill \Box

**Proof.** Transforming the equation $E_c(x, y) < 0$ of $r_c(p, q)$ we get, its canonical form:

$$\frac{4\alpha^2}{\alpha^2 x_q^2 + y_q^2} (x - x_q)^2 + \frac{4}{\alpha^2 x_q^2 + y_q^2} (y - y_q)^2 - 1 < 0.$$  

We identify, with that expression, that $r_c(p, q)$ is the translated copy of an ellipse of center $p$, and area $\frac{\pi}{4} \left( \alpha x_q^2 + \frac{y_q^2}{\alpha} \right)$ by the vector $\frac{1}{2} pq$. Details can be found in appendix. \hfill \Box

### 4.2 Unbounded Aspect Ratio: Right-Triangle Graph

In this section, we prove, using our framework, a logarithmic bound for the empty axis-aligned ellipse graph of a Poisson point process in a bounded domain. A similar result was proven for a uniform distribution instead of a Poisson distribution [4].

For two points $p$ and $q$ in $\mathbb{R}^2$, we consider the family $\text{Ell}(p, q)$ of all axis-aligned ellipses with $p$ and $q$ on their boundaries. Assuming that $p$ is the origin, we show that the expected degree of $p$ in the associated empty-region graph $\mathcal{G}_\text{Ell}^\emptyset(X)$ is $\Theta(\ln \lambda)$ when $X$ is a Poisson process of intensity $\lambda$. In order to identify an upper bound, we consider the graph $\mathcal{G}_\emptyset(\Delta_r, \Delta_\ell)$ where $\Delta_r(p, q)$ (resp. $\Delta_\ell(p, q)$) denotes the axis-aligned right triangle with hypotenuse $[pq]$ on the right (resp. left) side of $pq$.

**Lemma 10** $\mathcal{G}_\emptyset(\Delta_r, \Delta_\ell)$ is a super-graph of $\mathcal{G}_\text{Ell}^\emptyset$. 

![Figure 2: Partition of space of parameters into $\{P_r, P_\ell\}$](image)

**Proof.** For each region $r_c(p, q) \in \text{Ell}(p, q)$, we consider the parameterization $r_c(p, q) : E_c(x, y) < 0$ where $E_c$ is defined in Equation (1).

The space $P \subset \mathbb{R}^2$ where $c$ lives is delimited by the inequality: $2x_q x_c - y_q y_c > 0$ that is the half-plane whose boundary is the line $\mathcal{L}_0$ perpendicular to $(pq)$ passing through $c_0 = (0, \frac{y_q}{2})$ and that does not contain $p$ (if $c$ is not in this half-plane, the equation for $\alpha^2$ has no positive solutions). With a small abuse of notation, we define two points at infinity at the two extremities of $\mathcal{L}_0$: $c_r$ to the right of $pq$ and $c_\ell$ to its left. (see Figure 2). On the boundary $\mathcal{L}_0$ of $P$, elliptic regions degenerate into parabolas. At point $c_0$ it degenerates to the horizontal strip $r_c = \{ |y - \frac{y_q}{2}| < \frac{|y_q|}{2} \}$ that can be seen as an ellipse with aspect ratio 0 (see Figure 3). At the limit when going at infinity along $\mathcal{L}_0$ the parabola degenerates in half-planes: $r_c$ and $r_\ell$ bounded by $(pq)$.

![Figure 3: Ellipses corresponding to points in Figure 2](image)

They all contain either $\Delta_r$ or $\Delta_\ell$. Regions whose parameter are on $\mathcal{L}_r, \mathcal{L}_\ell$ are in purple, they range from $r_c$ (in yellow), to $r_\ell$. Any region whose parameter is in $P_\ell$, like $r_c$, contains $\Delta_\ell$. 


Then, we consider the ray $L_{r,t} : y = \frac{r}{t}x \cap P$, starting at $c_0$, named after the fact that it will distinguish right and left regions. Let $c_\infty$ be the point on infinity on this ray. When the parameter $c$ is equal to $c_\infty$, the ellipse degenerates into the vertical strip $r_\infty = \{ |x - \frac{r}{2} | < \frac{r}{2} \}$, seen as a vertical ellipse with infinite aspect ratio. For $c$ on $L_{r,t}$, ellipses are centered on the midpoint of $[pq]$ and ranges from the horizontal strip $r_c$ to the vertical strip $r_\infty$.

By the Combination lemma, if $c \in P_r$ then
\[ \Delta_r = r_c \cap r_\infty \subset r_c \]
and if $c \in P_\ell$ then
\[ \Delta_\ell = r_c \cap r_\infty \subset r_c. \]
This ensures, by the Partition lemma, that
\[ G(x) = G_0(x) \cup G_1(x). \]

Now, we bound from above the expected degree of $p$ in $G_0(\Delta_r)(X)$ or $G_1(\Delta_\ell)(X)$ when $X$ is a Poisson point process with intensity $\lambda$.

The area of both triangles $\Delta_r$ and $\Delta_\ell$ is $\frac{|xyq|}{2}$. Unfortunately, for any positive $\lambda$, $\int_D \int_E e^{-\lambda |xy|} dxdy$ does not converge. In that case, we assume that $X$ is distributed in a rectangle $D = [-L, L] \times [-l, l]$ for positive $L$ and $l$.

Lemma 11 Let $X$ be a Poisson point process with intensity $\lambda$ in $D = [-L, L] \times [-l, l]$. The expected degree $\mathbb{E} \left[ \deg \left( p, G(\Delta_r) \right) \right]$ of the origin $p$ in $G(\Delta_r)(X)$ is $\Theta(\ln(\lambda + L + ln l))$.

Proof. Let $t$ be a positive number such that $tL > 1$, we start by bounding from above the following integral:
\[
I_{L,t}(t) = \int_0^L \int_0^L e^{-xy} dydx
= \int_0^L \int_0^L e^{-tu} dudu
= \int_0^L 1 - e^{-ux} dx
= \int_0^t \int_0^{Lt} 1 - e^{-v} dv
= \frac{1}{t} \left( \int_0^1 \frac{1 - e^{-v}}{v} dv + \int_1^{Lt} \frac{1 - e^{-v}}{v} dv \right)
\leq \frac{1}{t} \left( \int_0^1 dv + \int_1^{Lt} \frac{1}{v} dv \right) \text{ since } 1 - e^{-v} \leq \min(1, v)
= \frac{1}{t} (1 + \ln(tLt)).
\]

And bounding from below:
\[
I_{L,t}(t) = \frac{1}{t} \int_0^{Lt} \frac{1 - e^{-v}}{v} dv
\geq \frac{1}{t} \int_0^{Lt} \frac{1}{v + 1} dv \text{ since } 1 - e^{-v} \geq \frac{1}{v + 1} \text{ if } v \geq 0
= \frac{1}{t} (\ln(tLt + 1)) > \frac{\ln(tLt)}{t}.
\]
\[ \mathbb{E} \left[ \deg \left( p, \mathcal{G}^{\beta}_{x,y,\text{ell}}(\mathbf{p}) \right) \right] \text{ of the origin } p \text{ in } \mathcal{G}^{\beta}_{x,y,\text{ell}}(X) \text{ is } \Theta(\ln \lambda + \ln L + \ln l). \]

**Proof.** As said above, for any \( q \in \mathbb{R}^2 \), the area of \( x,y,\text{ell}(p,q) \) is \( \frac{\pi}{2} x_q y_q \).

Then we can express the expected degree:

\[
\begin{align*}
\mathbb{E} \left[ \deg \left( p, \mathcal{G}^{\beta}_{x,y,\text{ell}}(\mathbf{p}) \right) \right] &= \mathbb{E} \left[ \sum_{q \in X} \mathbb{E} \{ \text{ell}(p,q) \cap X = \emptyset \} \right] \\
&= \int_{\mathcal{D}} \lambda e^{-\lambda \|x,y,\text{ell}(p,q)\|} \, dp \\
&= 4\lambda \int_0^L \int_0^1 e^{-\lambda \pi x y} \, dy \, dx \\
&= \Theta(\ln(\lambda L)).
\end{align*}
\]

The above lemmas allow to conclude:

**Theorem 14** Let \( X \) be a Poisson point process with intensity \( \lambda \) in \( \mathcal{D} = [-L,L] \times [-l,l] \) and \( p \) the origin:

\[ \mathbb{E} \left[ \deg \left( p, \mathcal{G}^{\beta}_{\text{ell}} \right) \right] = \Theta(\ln \lambda + \ln L + \ln l). \]

### 4.3 Bounded Aspect Ratio: Rhombus Graph

In the previous part, we proved that when the aspect ratio is not bounded, neither is the expected degree. One can wonder what happens when the aspect ratio ranges between two finite numbers. For two points \( p \) and \( q \) in \( \mathbb{R}^2 \) and a number \( \beta \in (0,1) \), we consider the family \( \text{Ell}^{[\beta,1]}(p,q) \) of horizontal elliptic regions with \( p \) and \( q \) on their boundary and whose aspect ratio ranges between \( \beta \) and 1. An important fact to be considered is that, when the aspect ratio is not bounded, a point \( q \) far from \( p \) could be a neighbor of \( p \) as long as it is close enough to the axis, since in that case, ellipses passing through \( p \) and \( q \) may have a small area, and that leads to a logarithmic bound. When the aspect ratio is bounded, all ellipses preserve an area \( \Omega(x^2+y^2) \), so that we expect a constant bound on the expected degree. In this section we will prove that it is actually the case and detail how this constant depends on \( \beta \).

In order to apply the same method as above, we search for simple geometrical regions that fit inside the whole family \( \text{Ell}^{[\beta,1]}(p,q) \). A good choice is the following: as before, we consider the intersection of ellipses that are centered on the midpoint of \( \lbrack pq \rbrack \), and we cut the intersection along \( (pq) \). The remaining regions \( \text{hm}_{\text{ell}}^{[\beta,1]}(p,q) \) and \( \text{hm}_{\text{ell}}^{[\beta,1]}(p,q) \) look like two axis-aligned right triangles with rounded sides for almost all \( q \) (see above figure).

**Figure 5:** Partition of space of parameters into \( \{P_\ell, P_r\} \) in the bounded aspect ratio case.

**Lemma 15** The graph \( \mathcal{G}^{\beta}_{\text{ell}}(\beta,1, \text{hm}_{\text{ell}}^{[\beta,1]}, \text{hm}_{\text{ell}}^{[\beta,1]}) \) is a super-graph of \( \mathcal{G}^{\beta}_{\text{ell}}(\beta,1) \).

**Proof.** The proof is very similar to the one of Lemma 10, so we just spell out the important points.

For each \( r_c(p,q) \in \text{Ell}^{[\beta,1]}(p,q) \), we consider the parametrization \( r_c(p,q) : E_{\beta}(x,y) < 0 \) defined in Equation 1 with \( \beta \leq \alpha \leq 1 \).

The space \( P \subset \mathbb{R}^2 \) where \( c \) lives is delimited by the inequality:

\[ \beta^2 \leq \frac{2x_q x - y_q^2 + 2y_q y}{x^2} \leq 1 \]

that is the strip perpendicular to \( (pq) \) whose boundary are the lines \( \mathcal{L}_\beta \) and \( \mathcal{L}_1 \), where \( \mathcal{L}_\alpha = \{(x,y)|\alpha^2 x_q^2 - 2x_q x + 2y_q y = 0\} \).

We consider the segment defined by \( y = \frac{y_q}{x_q} \) inside \( P \) and its extremities \( c_{\beta} \) on \( \mathcal{L}_\beta \) and \( c_1 \) on \( \mathcal{L}_1 \). We partition \( P \) into \( P_\ell \) and \( P_r \) where \( P_\ell \) is the part of \( P \) on the right of \( c_{\beta} \) or \( c_1 \) and \( P_r \) the part on its left (see Figure 5).

\( c_{\beta} \) and \( c_1 \) have for regions the ellipses \( r_{c_\beta} \) and \( r_{c_1} \) with respectively \( \beta \) and 1 for aspect ratio. Furthermore, any parameter \( c_r \) in \( P \) at infinity on the right of \( \overrightarrow{p q} \) has its region that degenerates into the half-plane bounded by \( (pq) \) on the right side of \( \overrightarrow{p q} \) (and the same holds for \( c_\ell \) and the left side).

By the Combination lemma, if \( c \in P_\ell \) then \( \text{hm}_{\text{ell}}^{[\beta,1]} := r_{c_\beta} \cap r_{c_\beta} \cap r_{c_\ell} \subset c_r \) if \( c \in P_r \) then \( \text{hm}_{\text{ell}}^{[\beta,1]} := r_{c_\beta} \cap r_{c_\beta} \cap r_{c_\ell} \subset c_r \) (see Figure 6). By the Partition lemma, an edge of \( \mathcal{G}^{\beta}_{\text{ell}}(\beta,1) \) is an edge of \( \mathcal{G}^{\beta}_{\text{ell}}(\beta,1) \) or \( \mathcal{G}^{\beta}_{\text{hm}}(\beta,1) \). □

The problem now is that it may be complicated to compute an integral involving the area of \( \text{hm}_{\text{ell}}^{[\beta,1]}(p,q) \) or \( \text{hm}_{\text{ell}}^{[\beta,1]}(p,q) \). To solve this issue, we consider a strictly smaller region. We could have used the axis-aligned right triangles \( \Delta_r \) and \( \Delta_\ell \) but their areas do not respect the order of magnitude (as illustrated by Figure 7). A more suitable region is what we call the half-rhombus.

We define the rhombus \( \text{Rh}^{\beta}(p,q) \) as the one whose vertices are the horizontal extreme points of \( r_{c_\beta} \) and the vertical extreme points of \( r_{c_\ell} \). Then we separate it into two halves \( \text{Rh}^{\beta}_h(p,q) \) and \( \text{Rh}^{\beta}_v(p,q) \), delimited by \( (pq) \). By convexity, it is clear that \( \text{Rh}^{\beta}_h(p,q) \subset \)}
We first compute the area of the rhombus $Rh_t^{\beta}(p,q)$. We identify its width and height as being respectively $\sqrt{x_q^2 + y_q^2}$ and $\sqrt{\beta^2 x_q^2 + y_q^2}$ so that the value of its area is given by $\frac{1}{2} \sqrt{(x_q^2 + y_q^2)(\beta^2 x_q^2 + y_q^2)}$.

Figure 7: The area of $\Delta_r$ and $Rh_t^{\beta}$ can have different order of magnitude.

Let $\overrightarrow{pq}$ contains $Rh_t^{\beta}$. $hm_{[\beta,1]}^{[\beta,1]}(p,q)$ and $Rh_t^{\beta}(p,q) \subset hm_{[\beta,1]}^{[\beta,1]}(p,q)$ (see Figure 6). Finally, we can say that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$ and that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$.

Before proceeding to the computation of the expected integral.

**Proof.** The computations are in appendix. □

**Lemma 16** Let $t > 0$, $\beta \in (0,1)$ and

$$I_\beta(t) = \int_\mathbb{R} \int_\mathbb{R} e^{-t \sqrt{(x^2+y^2)(\beta^2 x^2+y^2)}} dy dx,$$

$$I_\beta(t) = \frac{1}{t} I_\beta(1) \leq \frac{\pi}{t} \left(1 + \ln\left(\frac{\pi}{t}\right)\right).$$

**Proof.** We first compute the area of the rhombus $Rh_1^{\beta}(p,q)$. We identify its width and height as being respectively $\sqrt{x_q^2 + y_q^2}$ and $\sqrt{\beta^2 x_q^2 + y_q^2}$ so that the value of its area is given by $\frac{1}{2} \sqrt{(x_q^2 + y_q^2)(\beta^2 x_q^2 + y_q^2)}$.

$hm_{[\beta,1]}^{[\beta,1]}(p,q)$ and $Rh_1^{\beta}(p,q) \subset hm_{[\beta,1]}^{[\beta,1]}(p,q)$ (see Figure 6). Finally, we can say that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$ and that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$.

Before proceeding to the computation of the expected integral.

**Proof.** The computations are in appendix. □

**Lemma 17** Let X be a Poisson point process with intensity $\lambda$ in $\mathbb{R}^2$, and $\beta \in (0,1)$.

$$\mathbb{E}\left[\deg\left(p,G_{Rh_t^{\beta}}^\emptyset\right)\right] = O(\ln \frac{1}{\beta}).$$

**Proof.** We first compute the area of the rhombus $Rh_1^{\beta}(p,q)$. We identify its width and height as being respectively $\sqrt{x_q^2 + y_q^2}$ and $\sqrt{\beta^2 x_q^2 + y_q^2}$ so that the value of its area is given by $\frac{1}{2} \sqrt{(x_q^2 + y_q^2)(\beta^2 x_q^2 + y_q^2)}$.

$hm_{[\beta,1]}^{[\beta,1]}(p,q)$ and $Rh_1^{\beta}(p,q) \subset hm_{[\beta,1]}^{[\beta,1]}(p,q)$ (see Figure 6). Finally, we can say that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$ and that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$.

Before proceeding to the computation of the expected integral.

**Proof.** The computations are in appendix. □

**Lemma 18** $G_{\beta-ell}^\emptyset$ is a subgraph of $G_{\beta-ell}^\emptyset$.

**Proof.** We first compute the area of the rhombus $Rh_1^{\beta}(p,q)$. We identify its width and height as being respectively $\sqrt{x_q^2 + y_q^2}$ and $\sqrt{\beta^2 x_q^2 + y_q^2}$ so that the value of its area is given by $\frac{1}{2} \sqrt{(x_q^2 + y_q^2)(\beta^2 x_q^2 + y_q^2)}$.

$hm_{[\beta,1]}^{[\beta,1]}(p,q)$ and $Rh_1^{\beta}(p,q) \subset hm_{[\beta,1]}^{[\beta,1]}(p,q)$ (see Figure 6). Finally, we can say that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$ and that $G_{Rh_t^{\beta}}^\emptyset$ is a supergraph of $G_{hm_{[\beta,1]}}^{[\beta,1]}$.

Before proceeding to the computation of the expected integral.

**Proof.** The computations are in appendix. □

**Lemma 19** Let X be a Poisson point process with intensity $\lambda$ in $\mathbb{R}^2$. The expected degree

$$\mathbb{E}\left[\deg\left(p,G_{Rh_t^{\beta}}^\emptyset\right)\right] = \int_{\mathbb{R}^2} \lambda e^{-\frac{\lambda}{2} |Rh_t^{\beta}(p,q) \cap X|} dp dq.$$
Theorem 20 Let $X$ be a Poisson point process with intensity $\lambda$ in $\mathbb{R}^2$. The expected degree $\mathbb{E} \left[ \deg \left( p, \mathcal{G}_0^{\beta, \ell \ell} \right) \right]$ of the origin $p$ in $\mathcal{G}_0^{\beta, \ell \ell}(X)$ is $\Theta(\ln(\frac{1}{\lambda}))$.

If $\beta > 1$ we have by symmetry,

$$
\mathbb{E} \left[ \deg \left( p, \mathcal{G}_0^{\beta, \ell \ell} \right) \right] = \mathbb{E} \left[ \deg \left( p, \mathcal{G}_0^{\beta, \ell \ell} \right) \right] = \Theta(\ln(\frac{1}{\beta})).
$$

4.4 Non-Axis-Aligned Ellipses

We turn our interest to the case of non-axis-aligned ellipses. We consider the graph in which two points $p$ and $q$ are neighbors if there exists an empty ellipse passing through $p$ and $q$ whose aspect ratio is between $\beta$ and 1, for $\beta \in [0, 1]$. For two points $p$ and $q$, we define the family $\mathcal{E}(\beta, 1)^{(\beta, \ell \ell)}(p, q)$ of all ellipses with such aspect ratios passing through $p$ and $q$, and $\mathcal{G}_0^{\beta, \ell \ell}(X)$, the corresponding empty region graph.

The case where $\beta = 1$ corresponds to the Delaunay triangulation, and the case where $\beta = 0$ corresponds to the complete graph, since we can consider that a segment between two points is an ellipse with aspect ratio 0 and random points are in general position. Thus we assume that $\beta \in (0, 1)$.

Consider two points, $p$ at the origin and $q$, and an ellipse $\mathcal{E}$ passing through $p$ and $q$. Since $\mathcal{E}$ is not anymore axis-aligned but has its great axis in some direction $\theta$, we can consider the regions $hm_{r, \theta}$ and $hm_{\ell, \theta}$ as in the previous sections but parameterized by direction $\theta$. Clearly the circle $C_\beta$ centered at the midpoint of $pq$ and of diameter $\beta|pq|$ is inside $hm_{r, \theta}$ and $hm_{\ell, \theta}$ (see Figure 9). Consider the isosceles triangles $pq_s$, and $pq_s\ell$ such that $s, s_\ell \in C_\beta$ with $s_\ell$ on the right of $\overrightarrow{pq}$ and $s$ on its left. Then $pq_s \subset hm_{r, \theta}$ and $pq_s\ell \subset hm_{\ell, \theta}$.

Since this is true for any ellipse, we can assume that any ellipse whose aspect ratio is between $\beta$ and 1 and passing through $p$ and $q$ contains either $pq_s$, or $pq_s\ell$. Notice that these triangles are independent of the direction $\theta$. So we can apply the Partition lemma to yield that $\mathcal{G}_0^{\beta, \ell \ell}(X)$ is a subgraph of $\mathcal{G}_0^{pq_s, pq_s\ell}(X)$.

Now we consider a Poisson point process $X$ of intensity $\lambda$, and we compute an upper bound on the expected degree of $p$ in $\mathcal{G}_0^{\beta, \ell \ell}(X)$.

$$
\mathbb{E} \left[ \deg \left( p, \mathcal{G}_0^{pq_s, pq_s\ell} \right) \right] 
\leq 2 \mathbb{E} \left[ \sum_{q \in X} \mathbf{1}_{[pq_s \cap X = \emptyset]} \right]
= 2 \int_{\mathbb{R}^2} \lambda \mathbb{P} \left[ pq_s \cap X = \emptyset \right] dq
= 2 \int_{\mathbb{R}^2} \lambda e^{-\lambda|pq_s|} dq
= 2 \int_0^{2\pi} \int_0^\infty \lambda e^{-\frac{1}{2} \beta r^2} r d r d\theta
= 16\pi \beta.
$$

On the other hand, among the ellipses passing through $p$ and $q$, we can choose the ellipse $\mathcal{E}_\beta$, whose great axis is $[p, q]$ and has aspect ratio $\beta$ to obtain a subgraph of $\mathcal{G}_0^{\beta, \ell \ell}(X)$. 

\[ \text{Figure 9: Non-axis-aligned ellipses.} \]
The expected degree of \( p \) in this graph is

\[
E \left[ \deg \left( p, G_{(\varepsilon_{\lambda, 1})}^0 \right) \right] = E \left[ \sum_{q \in X} I_{[\varepsilon_{\lambda, 1} \cap X = 0]} \right] = \int_{R^2} \lambda \mathbb{P} \left[ \varepsilon_{\lambda, 1} \cap X = 0 \right] dq = \int_{R^2} \lambda e^{-\lambda \varepsilon_{\lambda, 1}} dq = \int_0^{2\pi} \int_0^\infty \lambda e^{-\lambda \frac{\pi}{2} r^2} r \, dr \, d\theta = \frac{4}{\beta}.
\]

So we may be interested in computing the probability for \( p \) to have a neighbor in \( X \) at a distance greater than \( t \).

As before, for illustration on a simple case, we start by the Delaunay triangulation:

**Lemma 22** Let \( X \) be a Poisson point process with intensity \( \lambda \) in \( R^2 \), \( p \) a point of \( R^2 \), and \( t \) a positive number. The probability that \( p \) has some Delaunay neighbor at a distance greater than \( t \) is smaller than \( 8 e^{-\lambda \frac{\pi}{2} t^2} \).

**Proof.** If \( q \) is a Delaunay neighbor of \( p \), Let \( \sigma \) be an empty disk whose boundary passes through \( p \) and \( q \). If \( q \) is at distance greater than \( t \) from \( p \), then the diameter of \( \sigma \) is obviously also greater than \( t \), so its homothet \( \sigma' \) toward \( p \) that has exactly diameter \( t \) is included in \( \sigma \) and by consequence empty.

Consider the triangle with vertices \( p, (\frac{\sqrt{2}}{2} t, 0) \), and \((\frac{1}{2} t, \frac{1}{2} t)\) and its seven adjacent copies around \( p \) (see Figure 10). We name them \( \tau_i \) for \( i \in \{1, \ldots, 8\} \). Their area is \( |\tau_i| = \frac{\sqrt{2}}{8} t^2 \).

One can notice that, at least one triangle is included in \( \sigma' \): the one whose angular sector from \( p \) contains the center of \( \sigma' \).

So we get:

\[
P \left[ \exists q \in X : \{pq\} \in \text{Del}(X \cup \{p\}) \mid |pq| > t \right] \leq \sum_{i=1}^{8} P \left[ \tau_i \cap X = \emptyset \right] = 8 P \left[ \tau_1 \cap X = \emptyset \right] = 8 e^{-\lambda \frac{\pi}{2} t^2}.
\]

We establish in the next lemma a similar bound for the empty axis-aligned ellipse graph with bounded aspect ratio in \([\beta, 1]\). We are mainly interested in the behavior of the probability when \( \beta \) is small, thus we assume \( \beta < \frac{1}{2} \).

**Theorem 21** Let \( X \) be a Poisson point process in \( R^2 \). The expected degree of the origin \( p \) in \( G_{E(\beta, \varepsilon_{\lambda, 1})}^0 (X \cup \{p\}) \) is \( \Theta \left( \frac{1}{\beta} \right) \).

**5 Probability of Existence of Far Neighbors**

At some point, for a given graph \( G \) and a positive number \( t \), we may be interested in computing the probability for \( p \) to have a neighbor in \( G \) at a distance greater than \( t \).

Consider the triangle with vertices \( p, (\frac{\sqrt{2}}{2} t, 0) \), and \((\frac{1}{2} t, \frac{1}{2} t)\) and its seven adjacent copies around \( p \) (see Figure 10). We name them \( \tau_i \) for \( i \in \{1, \ldots, 8\} \). Their area is \( |\tau_i| = \frac{\sqrt{2}}{8} t^2 \).

One can notice that, at least one triangle is included in \( \sigma' \): the one whose angular sector from \( p \) contains the center of \( \sigma' \).

So we get:

\[
P \left[ \exists q \in X : \{pq\} \in \text{Del}(X \cup \{p\}) \mid |pq| > t \right] \leq \sum_{i=1}^{8} P \left[ \tau_i \cap X = \emptyset \right] = 8 P \left[ \tau_1 \cap X = \emptyset \right] = 8 e^{-\lambda \frac{\pi}{2} t^2}.
\]

We establish in the next lemma a similar bound for the empty axis-aligned ellipse graph with bounded aspect ratio in \([\beta, 1]\). We are mainly interested in the behavior of the probability when \( \beta \) is small, thus we assume \( \beta < \frac{1}{2} \).

**Lemma 23** Let \( X \) be a Poisson point process with intensity \( \lambda \) in \( R^2 \), \( p \) a point of \( R^2 \), and \( \beta \) two positive numbers with \( \beta < \frac{1}{2} \). The probability that \( p \) has some neighbor in \( G_{E(\beta, \varepsilon_{\lambda, 1})}^0 (X) \) at a distance greater than \( t \) is smaller than \( 4 \left( e^{-\lambda \frac{\pi}{2} t^2} + e^{-\lambda \frac{\pi}{2} \beta^2 t^2} \right) \).

**Proof.** The proof idea is similar to the previous one, except that we apply a homothety on the empty ellipse \( \sigma \) until its image \( \sigma' \) fits inside the axis-aligned square inscribed in the circle of radius \( t \) (see Figure 11).

We consider eight triangles \( \{\tau_i\}_{1 \leq i \leq 8} \), that have the property that for any ellipse \( \sigma \), \( \sigma' \) contains one of them.

To this aim we define the four points

\[
\begin{align*}
v_1 &= (\frac{1}{2} t, 0), & v_2 &= (\frac{\sqrt{2}}{4} t, \frac{\sqrt{2}}{4} \beta t), \\
v_3 &= (\frac{\sqrt{2}}{4} t, \frac{\sqrt{2}}{4} \beta t), & v_4 &= (0, \frac{1}{2} \beta t).
\end{align*}
\]

The triangles \( \tau_1 \) and \( \tau_2 \) are respectively \( p v_1 v_2 \) and \( p v_4 v_3 \). Their respective areas are \( \frac{\sqrt{2}}{16} \beta^2 t^2 \) and \( \frac{\sqrt{2}}{16} \beta^2 \frac{1}{2} t^2 \).

We will show that any ellipse tangent to the square in the upper right quadrant contains \( \tau_1 \) or \( \tau_2 \). We complete the set of triangles by their symmetrical copies with respect to the \( x \)-axis, to the \( y \)-axis and to the point \( p \), and name them according to the trigonometric order

**Figure 10:** If \(|pq| > t\), any disk passing through \( p \) and \( q \) contains one of the 8 triangles.

**Figure 11:** If \(|pq| > t\), any ellipse passing through \( p \) and \( q \) contains one of the 8 triangles.
We can deduce, by symmetry with respect to the horizontal axis of \( \sigma' \), that all those ellipses contain the segment between \( p \) and \((0, \sqrt{2}t)\), including \( v_1 \).

To prove that \( v_3 \in \sigma' \), we make a distinction between the side of tangency of \( \sigma' \). We call contact point of an ellipse, the point of the ellipse in which it is tangent to the square, for \( \sigma' \) we name it \( q' \). Suppose first that \( \sigma' \) is tangent to the right side of the square. We consider the two extreme ellipses \( \sigma_{\text{high}} \) and \( \sigma_{\text{low}} \), with highest and lowest contact points \( q_{\text{high}} \) and \( q_{\text{low}} \), at respectively \( \sqrt{2}t \) and \( \frac{1}{2} \sqrt{2} \) for ordinate. They both contain \( v_3 \):

\[
\begin{align*}
v_3 & \in \sigma_{\text{low}} : \\
& \beta^2 \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right)^2 - \beta^2 \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right)^2 + \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right) - 2 \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right) \sqrt{2}t \\
& = \beta^2 \left( \frac{1}{\sqrt{2}t} + \frac{1}{\sqrt{2}t} - \frac{\sqrt{2}t}{\sqrt{2}t} \right) \leq 0 \quad \text{for } \beta \leq 0.6 \\
v_3 & \in \sigma_{\text{high}} : \\
& \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right)^2 - 0 + \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right)^2 - 2 \left( \frac{\sqrt{2}t}{\sqrt{2}t} \right) \sqrt{2}t \\
& = \beta^2 \left( \frac{1}{\sqrt{2}t} + \frac{1}{\sqrt{2}t} - \frac{\sqrt{2}t}{\sqrt{2}t} \right) \leq 0 \quad \text{since } \beta \leq 1
\end{align*}
\]

We call bottom part of the ellipse, the counterclockwise arc from \( p \) to the contact point, and top part the following arc from the contact point to the intersection with the y-axis.

We show that the bottom part of \( \sigma' \) is below the bottom part of \( \sigma_{\text{high}} \). We apply a vertical affine transformation that flattens \( \sigma_{\text{high}} \) until its contact point becomes \( q' \). The new ellipse clearly has its bottom part lower since the transformation lowered every point. Then we shift horizontally the center into \( c' \), maintaining the points \( p \) and \( q' \). Since that makes the aspect ratio grow, here again we lowered the bottom part. So the bottom part of \( \sigma' \) is below the bottom part of \( \sigma_{\text{high}} \).

On the other hand we apply a homothetic transformation on \( \sigma_{\text{low}} \) centered on its contact point such that the length of the horizontal axis is the same as the length as \( \sigma' \), followed by a vertical translation until the contact point coincides with \( q' \), finally completed by a vertical affine transformation that makes it reach the correct aspect ratio, that is greater. All these transformations make the upper part of the ellipse go upward. We deduce that any ellipse tangent to the right side of the square and whose center has abscissa smaller than \( \frac{1}{2} t \) contains \( tr_2 \).

Then we can go to ellipses tangent to the top side of the square. The proof is quite identical so we do not develop it but keep in mind that the important point is that \( v_3 \) belongs to circle centered at \((0, \sqrt{2}t)\) because \( v_3 \) lies on the parabola \( y = 2\sqrt{2}t x^2 \), that is above the circle for \( y < \sqrt{2}t \).

Above arguments proved that any ellipse whose center is in the upper right corner of the triangle contains either \((pv_1v_2)\) or \((pv_3v_4)\). By extension, we deduce that any ellipse contains at least one of the 8 triangles \( tr_i \).

So we get:

\[
P \left( \left[ pq \right] \in G_{E(U[\beta,1]}(X) \mid \left[ pq \right] > t \right) \\
\leq P \left( \exists i \in [1, \ldots, 8], tr_i \cap X = \emptyset \right) \\
= 4 \left( P \left( tr_1 \cap X = \emptyset \right) + P \left( tr_2 \cap X = \emptyset \right) \right) \\
= 4 \left( e^{-\lambda \sqrt{2}t \beta^2} + e^{-\lambda \sqrt{2}t \beta^2 t^2} \right) \\
= \Theta \left( e^{-\lambda \sqrt{2}t \beta^2 \left( \frac{t}{2} \right)^2} \right)
\]
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denotes the polar coordinates of the center $c$. 

$J(\rho, \varphi, \theta_q, \theta_r) = \begin{pmatrix} 
\cos \varphi + \cos \theta_q & -\rho \sin \varphi & -\rho \sin \theta_q & 0 \\
\sin \varphi + \sin \theta_q & \rho \cos \varphi & \rho \cos \theta_q & 0 \\
\cos \varphi + \cos \theta_r & -\rho \sin \varphi & 0 & -\rho \sin \theta_r \\
\sin \varphi + \sin \theta_r & \rho \cos \varphi & 0 & \rho \cos \theta_r 
\end{pmatrix},$

and has the following determinant:

$$
det(J(\rho, \varphi, \theta_q, \theta_r)) = \begin{vmatrix} 
\cos \varphi + \cos \theta_q & -\rho \sin \varphi & -\rho \sin \theta_q & 0 \\
\sin \varphi + \sin \theta_q & \rho \cos \varphi & \rho \cos \theta_q & 0 \\
\cos \varphi + \cos \theta_r & -\rho \sin \varphi & 0 & -\rho \sin \theta_r \\
\sin \varphi + \sin \theta_r & \rho \cos \varphi & 0 & \rho \cos \theta_r 
\end{vmatrix}.
$$

We develop from the coefficient that is the only not zero in a column,

$$
\begin{align*}
&= (\cos \varphi + \cos \theta_q) (-\rho \sin \theta_q) (-\rho^2 \sin \varphi \cos \theta_r + \rho^2 \cos \varphi \sin \theta_r) \\
&- (\sin \varphi + \sin \theta_q) (\rho \cos \theta_q) (-\rho^2 \sin \varphi \cos \theta_r + \rho^2 \cos \varphi \sin \theta_r) \\
&+ (\cos \varphi + \cos \theta_r) (\rho \cos \theta_q) (-\rho^2 \sin \varphi \cos \theta_q + \rho^2 \cos \varphi \sin \theta_q) \\
&- (\sin \varphi + \sin \theta_r) (-\rho \sin \theta_r) (-\rho^2 \sin \varphi \cos \theta_q + \rho^2 \cos \varphi \sin \theta_q) \\
&= \rho^3 ((-\cos \varphi \cos \theta_q - \cos^2 \theta_q) (-\sin \varphi \cos \theta_r + \cos \varphi \sin \theta_r) \\
&- (\sin \varphi \sin \theta_q + \sin^2 \theta_q) (-\sin \varphi \cos \theta_q + \cos \varphi \sin \theta_q) \\
&+ (\cos \varphi \cos \theta_r + \cos^2 \theta_r) (-\sin \varphi \cos \theta_q + \cos \varphi \sin \theta_q) \\
&- (-\sin \varphi \sin \theta_r - \sin^2 \theta_r) (-\sin \varphi \cos \theta_q + \cos \varphi \sin \theta_q)).
\end{align*}
$$

\[
\begin{align*}
E[\text{deg}(p, Del)] &= \frac{1}{2} \int_{\mathbb{R}^2} \int_{\mathbb{R}^2} \lambda^2 e^{-\lambda D(p, q)} dr dq.
\end{align*}
\]

We use a Blaschke-Petkantschin like variables substitution [5] Theorem 7.2.7 from $\mathbb{R}^4$ to $\mathbb{R}^+ \times [0, 2\pi]^3$, to express the parameterization of $q$ and $r$ into $(\rho, \varphi, \theta_q, \theta_r)$ where $(\rho, \varphi)$ denotes the polar coordinates of the center $c$ of the circle circumscribing $p$, $q$, and $r$, and $\theta_q$ and $\theta_r$ denote the angles of the points $q$ and $r$ from $c$ to the horizontal line (see Figure 12).

\[
\begin{align*}
x_q &= \rho (\cos \varphi + \cos \theta_q), \quad y_q = \rho (\sin \varphi + \sin \theta_q), \\
x_r &= \rho (\cos \varphi + \cos \theta_r), \quad y_r = \rho (\sin \varphi + \sin \theta_r).
\end{align*}
\]

The Jacobian matrix $J$ of the transformation can be written:

\[
\begin{align*}
\frac{\Delta}{\Delta'} &= \begin{vmatrix} 
\cos \varphi + \cos \theta_q & -\rho \sin \varphi & -\rho \sin \theta_q & 0 \\
\sin \varphi + \sin \theta_q & \rho \cos \varphi & \rho \cos \theta_q & 0 \\
\cos \varphi + \cos \theta_r & -\rho \sin \varphi & 0 & -\rho \sin \theta_r \\
\sin \varphi + \sin \theta_r & \rho \cos \varphi & 0 & \rho \cos \theta_r 
\end{vmatrix},
\end{align*}
\]

and has the following determinant:

\[
\det(J(\rho, \varphi, \theta_q, \theta_r)) = \begin{vmatrix} 
\cos \varphi + \cos \theta_q & -\rho \sin \varphi & -\rho \sin \theta_q & 0 \\
\sin \varphi + \sin \theta_q & \rho \cos \varphi & \rho \cos \theta_q & 0 \\
\cos \varphi + \cos \theta_r & -\rho \sin \varphi & 0 & -\rho \sin \theta_r \\
\sin \varphi + \sin \theta_r & \rho \cos \varphi & 0 & \rho \cos \theta_r 
\end{vmatrix}.
\]
We factorize by the right factor,
\[
\begin{align*}
= \rho^3 \left( -\cos \varphi \cos \theta_y - \cos^2 \theta_y - \sin \varphi \sin \theta_y - \sin^2 \theta_y \\
+ (\cos \varphi \cos \theta_y + \cos^2 \theta_y + \sin \varphi \sin \theta_y + \sin^2 \theta_y) \\
- (\sin \varphi \cos \theta_y + \cos \varphi \sin \theta_y) \right)
\end{align*}
\]
We distribute the 1, develop, and many terms cancel each other,
\[
= \rho^3 \left( \sin \theta_y \cos \theta_y - \cos \theta_y \sin \theta_y + \sin \varphi \cos \theta_y \\
- \cos \varphi \sin \theta_y + \sin \varphi \cos \theta_y + \cos \varphi \sin \theta_y \right).
\]
Finally we apply the formulae: \( \cos a \sin b - \cos b \sin a = \sin(a-b) \), on the three well-chosen pairs of terms,
\[
= \rho^3 \left( \sin \theta_y \cos \theta_y + \sin \varphi \cos \theta_y \right) \\
= \rho^3 \left( \sin (\pi - \theta_y - \varphi) + \sin \varphi \right) \cos \theta_y \\
= 4\rho^3 \sin \left( \frac{\pi - \theta_y}{2} \right) \sin \theta_y \cos \theta_y,
\]
where the last line derives from the formula: \( \sin a + \sin b = \sin \frac{a+b}{2} \sin \frac{a-b}{2} \) when \( a + b = \pi \). So that we get:
\[
\begin{align*}
E \left[ \log (p, D) \right] \\
= \frac{1}{2} \int_{-\pi}^{\pi} \int_{0}^{\pi} \int_{0}^{2\pi} \lambda e^{-\lambda \rho^2} \left| \det (J (\rho, \varphi, \theta_x, \theta_y)) \right| d\theta_x d\theta_y d\varphi d\rho \\
= \int_{\pi}^{\rho^3} \lambda e^{-\lambda \rho^2} \frac{2\pi}{2} \left( \frac{\pi - \theta_y}{2} \right) \sin \theta_y \cos \theta_y d\varphi d\rho \\
\end{align*}
\]
simplified by the translation \( \theta_y, \theta_x \mapsto \theta_y - \pi - \varphi, \theta_x - \pi + \varphi \) applied in the \((2\pi, 2\pi)\)-periodic function \( \sin \left( \frac{\pi - (\theta_y - \theta_x)}{2} \right) \sin \left( \frac{\pi + \theta_x}{2} \right) \sin \left( \frac{\pi - \theta_x}{2} \right) \sin \left( \frac{\pi + \theta_x}{2} \right) \) and \( \int_{-\pi}^{\pi} \frac{\pi}{\pi} \int_{0}^{\pi} \frac{\pi}{\pi} \int_{0}^{2\pi} \frac{\pi}{\pi} \int_{0}^{2\pi} \frac{\pi}{\pi} \right),
\]
\[
\begin{align*}
= \frac{1}{\pi} \int_{0}^{\pi} \frac{\pi}{\pi} \int_{0}^{2\pi} \frac{\pi}{\pi} \int_{0}^{2\pi} \frac{\pi}{\pi} \right),
\end{align*}
\]
Proposition 9 For a given \( q \in \mathbb{R}^2 \) and for \( \alpha \in \mathbb{R}^+ \), consider the ellipse \( r_c(p, q) \) parameterized by \( c = \left( \alpha \frac{x_q}{2}, \frac{y_q}{2} \right) \).

The geometric center of \( r_c(p, q) \) is the midpoint of \([pq]\), and its area is \( \frac{\pi}{4} \left( \alpha x_q^2 + \frac{y_q^2}{2} \right) \).

Proof of Proposition 9 We note \( E_c(x, y) := \alpha^2 x^2 - 2xx_c + y^2 - 2yy_c \) with \( \alpha^2 = \frac{2x_x + y^2 + 2x_y y_c}{x_x} \). If \( y_c = \frac{y_q}{2} \), then \( \alpha^2 x_q^2 - 2xx_c = 0 \), and so \( x_c = \frac{\alpha x_q}{2} \).

\[
E_c(x, y) = \alpha^2 x^2 - 2xx_c + y^2 - 2yy_c \\
= \alpha^2 (x^2 - xx_c) + y^2 - yy_c \\
= \alpha^2 \left( x^2 - \frac{x_q}{2} \right)^2 + \left( y - \frac{y_q}{2} \right)^2 - \frac{\alpha^2 x_q^2}{4} - \frac{y_q^2}{4}.
\]
Dividing by \( \frac{\alpha^2 x_q^2 + y_q^2}{4} \), another equation of \( r_c(p, q) \) is:
\[
\begin{align*}
\frac{4\alpha^2}{\alpha^2 x_q^2 + y_q^2} (x - \frac{x_q}{2})^2 + \frac{4}{\alpha^2 x_q^2 + y_q^2} (y - \frac{y_q}{2})^2 - 1 < 0.
\end{align*}
\]
We identify, with that expression, that \( r_c(p, q) \) is the translation by the vector \( \frac{\pi}{4} \alpha \) of the ellipse defined by:
\[
\frac{4\alpha^2}{\alpha^2 x_q^2 + y_q^2} x^2 + \frac{4}{\alpha^2 x_q^2 + y_q^2} y^2 - 1 = 0,
\]
whose center is \( p \), and area is \( \frac{\pi}{4} \left( \alpha x_q^2 + \frac{y_q^2}{2} \right) \).

\[\square\]

\textbf{Lemma 16} Let \( t > 0 \), \( \beta \in (0, 1) \) and
\[
I_\beta(t) = \int_R \int_R e^{-t \left( x^2 + y^2 \right)} \left( \beta^2 x^2 + y^2 \right) \, dy \, dx,
\]
\[
I_\beta(t) = \frac{1}{t} I_\beta(1) \leq \frac{\pi}{t} \left( 1 + \log \left( \frac{\beta}{2} \right) \right).
\]

\textbf{Proof of Lemma 16} We apply, in the integral, the variables substitution:
\[
(x, y) = \left( \frac{1}{\sqrt{t}} X, \frac{1}{\sqrt{t}} Y \right)
\]
with Jacobian determinant \( \frac{1}{t} \),
\[
I_\beta(t) = \int_R \int_R e^{-t \left( X^2 + Y^2 \right)} \left( \beta^2 X^2 + Y^2 \right) \, dY \, dX
\]
\[
= \frac{1}{t} I_\beta(1).
\]

Then we compute an upper bound:
\[
I_\beta(1) = \int_R \int_R e^{-t \left( x^2 + y^2 \right)} \left( \beta^2 x^2 + y^2 \right) \, dy \, dx
\]
\[
= \int_R \int_R e^{-t \left( x^2 + y^2 \right)} \left( \beta^2 x^2 + y^2 \right) \, dy \, dx
\]
\[
= \int_0^{\frac{\pi}{2}} \int_0^{\frac{\pi}{2}} e^{-t \beta^2 \cos^2 \theta + \sin^2 \theta} \, dr \, d\theta
\]
\[
= 2 \int_0^{\frac{\pi}{2}} \left( \beta^2 \cos^2 \theta + \sin^2 \theta \right)^{-\frac{1}{2}} \, d\theta.
\]
On \([0, \frac{\pi}{2}]\), \( (\beta^2 \cos^2 \theta + \sin^2 \theta)^{-\frac{1}{2}} \) is smaller than both \( \frac{1}{\beta} \) and \( \frac{1}{\beta} \) on the one hand, because \( (\beta^2 \cos^2 \theta + \sin^2 \theta)^{-\frac{1}{2}} \) decreases from \( \frac{1}{\beta} \) to 1, on the other hand, because \( (\beta^2 \cos^2 \theta + \sin^2 \theta)^{-\frac{1}{2}} \geq \sin \theta \geq \frac{\pi}{\beta} \theta \), so that:
\[
I_\beta(1) \leq 2 \int_0^{\frac{\pi}{2}} \min \left( \frac{1}{\beta}, \frac{\pi}{2} \right) \, d\theta
\]
\[
= 2 \left( \int_0^{\frac{\pi}{2}} \frac{1}{\beta} \, d\theta + \int_\frac{\pi}{2}^{\frac{\pi}{2}} \frac{\pi}{2} \, d\theta \right)
\]
\[
= \pi \left( 1 - \ln(\beta) \right).
\]
\[\square\]