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Unsupervised Speech Enhancement using
Dynamical Variational Autoencoders

Xiaoyu Bie,1 Simon Leglaive,2 Member, IEEE, Xavier Alameda-Pineda,1 Senior Member, IEEE, Laurent Girin3

Abstract—Dynamical variational autoencoders (DVAEs) are a
class of deep generative models with latent variables, dedicated
to model time series of high-dimensional data. DVAEs can be
considered as extensions of the variational autoencoder (VAE)
that include temporal dependencies between successive observed
and/or latent vectors. Previous work has shown the interest of
using DVAEs over the VAE for speech spectrograms modeling.
Independently, the VAE has been successfully applied to speech
enhancement in noise, in an unsupervised noise-agnostic set-
up that requires neither noise samples nor noisy speech sam-
ples at training time, but only requires clean speech signals.
In this paper, we extend these works to DVAE-based single-
channel unsupervised speech enhancement, hence exploiting both
speech signals unsupervised representation learning and dynam-
ics modeling. We propose an unsupervised speech enhancement
algorithm that combines a DVAE speech prior pre-trained on
clean speech signals with a noise model based on nonnegative
matrix factorization, and we derive a variational expectation-
maximization (VEM) algorithm to perform speech enhancement.
The algorithm is presented with the most general DVAE formu-
lation and is then applied with three specific DVAE models to
illustrate the versatility of the framework. Experimental results
show that the proposed DVAE-based approach outperforms
its VAE-based counterpart, as well as several supervised and
unsupervised noise-dependent baselines, especially when the noise
type is unseen during training.

Index Terms—Speech enhancement, dynamical variational au-
toencoders, nonnegative matrix factorization, variational infer-
ence.

I. INTRODUCTION

SPEECH enhancement is a classical and fundamental prob-
lem in speech processing [1], [2], which aims to recover

the clean speech signal from a noisy recording. Classical
signal-processing-based solutions include spectral subtraction
[3] and Wiener filtering [4] (which use noise and clean speech
power spectral density estimates obtained from the noisy
signal), and the short-time spectral amplitude estimator [5].

Recently, the advances in deep learning (DL) have opened
new possibilities to tackle this task. The most widely studied
approach to DL-based speech enhancement is that of a regres-
sion problem in the time-frequency (TF) domain where a deep
neural network (DNN) is trained to map an input noisy speech
signal into an output clean speech signal or into a denoising
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TF mask that is applied on the noisy signal (see a review in
[6]). We can refer to this general approach as a noisy-to-clean
mapping (N2C). Recent works have considered N2C directly
in the time domain instead of the TF domain [7] or leveraging
generative adversarial networks (GANs) [8]–[10].

In the N2C approach, model training is typically done in
a supervised manner using a parallel noisy-clean dataset, i.e.,
with noisy and clean versions of the same speech signal. Such
parallel dataset must be prepared beforehand, the noisy version
being obtained by summing the clean speech signal with noise.
With a large amount of training data, DNNs can efficiently
learn the N2C denoising mapping [6], [11]. However, super-
vised methods, whether they work in the TF domain or in
the time domain, tend to have difficulties for generalizing to
noise types and acoustic conditions that were not seen during
training. And it is difficult, not to say impossible, to generate a
dataset that includes all possible types and levels of noise (e.g.,
urban noise vs. office noise) and all possible acoustic condi-
tions (e.g., different recording equipments, varying mouth-to-
microphone distance and orientation, different reverberation
characteristics, etc.).

Recent works in DL-based speech enhancement have tried
to relax the constraints regarding the degree of supervision to
ease the design of datasets and/or improve the generalization
capability of the models. In the present speech enhancement
context, relaxing the degree of supervision means that we
go from methods using carefully aligned parallel noisy-clean
data to methods using non-parallel noisy-clean data (i.e.,
the noisy examples are not the noisy version of the clean
examples), which are easier to prepare, or noisy-only data,
which are both easy to record and prepare, or clean-only data,
which are not so easy to record, but which can lead to good
generalization capabilities, as seen below. For example, the
GANs employed in [12] and [13] use non-parallel noisy and
clean speech examples. In the present context, such methods
that do not require a parallel noisy-clean dataset, are referred
to as unsupervised. They can be divided into two groups.

Unsupervised noise-dependent methods use noise examples
or noisy speech examples only (they do not use clean speech
signals). For example, a noisy-to-noisy (N2N) mapping ap-
proach, originally proposed for image denoising in [14], was
applied to speech enhancement in [15], [16]. In this approach,
the DNN input is still a noisy signal but the output clean signal
is replaced with another noisy version of the same clean signal.
This is supported by theoretical considerations: If the noises
in the noisy input and output are zero-mean and uncorrelated,
and an infinite number of examples is provided to the DNN,
the latter will learn to output an average denoised version
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of the signal. The motivation for adopting this approach for
speech enhancement is that clean audio signals are difficult
and expensive to record (in studio condition) compared to
noisy speech signals. However, the required assumptions are
not met for audio signals. Not only the different channels
of multichannel recordings do not contain the exact same
clean speech signal, but they also contain correlated noise
[17]–[20]. Moreover, in their experiments, the authors of
[15], [16] have to rely on simulated clean speech plus noise
signals, which questions the interest of the N2N approach
compared to the conventional N2C mapping. However, the
N2N approach inspired the more realistic noisy-target training
method (NyTT) [21], in which noisy speech and extra noise
is used. In the training step, the NyTT input is noisy speech
further corrupted by an additional noise and the network is
trained to recover the noisy speech at the output. Then in
the test step, the network is supposed to recover the clean
speech signal from a noisy speech input. Although NyTT lacks
theoretical support, it was shown to obtain good results in
practice [21]. In a different spirit, another approach not using
clean speech signals is the MetricGAN-U method proposed
by Fu et al. [22], an unsupervised version of their previous
model MetricGAN [9], [10]. MetricGAN-U relies on the
non-intrusive speech quality metric DNSMOS [23], which
does not require using the clean speech signal, in contrast
to the intrusive PESQ metric [24] used in MetricGAN. One
problem with the unsupervised noise-dependent methods in
general is that they learn the noise characteristics and acoustic
conditions, and thus may generalize poorly to unseen noise
and acoustic conditions, just like supervised N2C methods.

Alternatively, unsupervised noise-agnostic methods are
based on a (deep) model of clean speech signals and do
not learn the noise characteristics during training. Instead, the
latter are estimated at test time on each speech sequence to
denoise, hence conceptually letting the speech enhancement
method the potential to adapt to any kind of noise. This
setting was originally referred to as semi-supervised in the
audio source separation literature [25]–[27], because it exploits
a dataset of isolated signals for one of the sources in the
mixture. This dataset is thus labeled with the class of the
sound source, e.g., clean speech for speech enhancement. In
the present paper, we choose to call this setting unsupervised
because in the machine learning literature, semi-supervised
refers to methods that are trained from both labeled and unla-
beled datasets (e.g., [28]). In this context, a semi-supervised
speech enhancement method would be trained from both a
labeled dataset of noisy and clean speech signal pairs, and an
unlabeled dataset containing only noisy or clean speech. While
very interesting, this setting is not considered in this paper.

Examples of unsupervised noise-agnostic methods include
that of Bando et al. [29], who proposed to use a variational
autoencoder (VAE) [30], [31] to learn a prior distribution
of the clean speech signals. At test time, the noise signal
is modeled with Bayesian nonnegative matrix factorization
(NMF) [32] whose parameters, as well as the VAE latent
variables, are estimated with a Markov chain Monte Carlo
(MCMC) algorithm, including a sampling of the NMF param-
eters and the VAE latent variables. The same general approach

was considered and extended in [33] within an expectation-
maximization optimization framework, in [34] with an alpha-
stable noise model, in [35] with efficient inference and learning
algorithms, and in [36]–[38] for a multi-channel configuration.
More recently, a guided VAE was proposed in [39], where
the clean speech prior is defined conditionally on a voice
activity detection or an ideal binary mask. This guiding
information is provided by a supervised classifier, separately
trained on noisy speech signals. Other supervised extensions
of the speech enhancement framework combining a VAE clean
speech model and an NMF noise model include [40] and [41].

Most of the above VAE-based unsupervised noise-agnostic
speech enhancement methods focused on exploiting different
distributions and algorithms. Very few works dealt with the
inherent limitation of the VAE to handle sequential data
correlated in time, as is the case of speech data. To the
best of our knowledge, only two papers proposed generative
approaches to speech enhancement based on VAE variants that
can learn temporal dependencies: A recurrent VAE (RVAE)
based on recurrent neural networks (RNNs) was proposed in
[42] and stochastic temporal convolutional networks (TCNs)
[43], [44] were used in [45], allowing the latent variables
to have both hierarchical and temporal dependencies. Yet, a
series of works have focused on developing extensions of the
original VAE for time series (completely independently of the
speech enhancement problem). The deep Kalman filter (DKF)
[46], [47] is a DNN-based state-space model that combines a
VAE with a non-linear first-order Markov model on the latent
vectors. The variational RNN (VRNN) [48] and the stochastic
RNN (SRNN) [49] are other temporal extensions of the
VAE, with more complex temporal dependencies between the
observed and latent data sequences, implemented with DNNs
and RNNs. Actually, RVAE, DKF, VRNN, SRNN, and several
other models [50]–[53] can all be seen as particular instances
of a general class of models called dynamical variational
autoencoders (DVAEs), which have been recently reviewed in
[54]. In the present paper, we propose an unsupervised noise-
agnostic speech enhancement algorithm based on the modeling
of the clean speech signal with a DVAE and the use of the
variational inference methodology [55]–[57]. We present this
algorithm in the general context of the DVAE class of models,
and then we apply it on three specific DVAE models in our
experiments: RVAE (extending our preliminary work in [42]),
DKF, and SRNN. To our knowledge, the present paper is the
first in-depth study on the use of DVAEs, as a general class
of models, for unsupervised speech enhancement.

The rest of the paper is organized as follows. Section II
presents the technical background of DVAE models and their
application to speech signals modeling. Section III presents
the proposed DVAE-based speech enhancement algorithm.
Section IV presents a series of experiments conducted with
the three example DVAE models and their comparison with
several state-of-the-art supervised and unsupervised speech en-
hancement methods. This includes cross-dataset experiments
that investigate the generalization capabilities of the methods
to unseen types of noise. Section V concludes the paper.
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II. DVAE AND SPEECH MODELING

In this section, we first review the standard VAE and
its extensions to temporal models, which are referred to as
DVAEs. Then, we briefly introduce speech modeling using
DVAE models. In the end of this section, we describe the
practical implementation of three typical DVAE models.

A. VAEs and DVAEs

In a VAE [30], [31], an observed variable s of high
dimension F is assumed to be generated from an unobserved,
or latent, random variable z of low dimension L ≪ F .
Let pθ(s, z) = pθs(s|z)pθz(z) be the parametric generative
model of their joint distribution, where θ = θs ∪ θz denotes
the set of parameters. In general, the latent vector z is
assumed to be generated from a very simple prior distribu-
tion, typically the multivariate standard Gaussian distribution
pθz(z) = N (z;0,I) (in that case, θz = ∅). The parameters of
pθs(s|z) are provided by a complex nonlinear function of z,
implemented with a deep neural network (DNN) (and θs is
the set of parameters of this DNN).

Given a dataset S = {sn}Nn=1 of N i.i.d. samples of s, a
probabilistic model is traditionally optimized by maximizing
the log-marginal likelihood (also called evidence), log pθ(S) =∑N

n=1 log pθ(sn), over the parameter set θ. In the VAE case,
the complexity of pθs(s|z) makes the marginalization over
the latent variable, and thus the computation of log pθ(S),
intractable, and the same for the posterior distribution pθ(z|s).
Therefore, instead of directly maximizing log pθ(S), an infer-
ence model qϕ(z|s) ≈ pθ(z|s) is introduced, which is also
defined by a DNN (of parameters ϕ). Then, the following
evidence lower bound (ELBO) is computed:

L(θ,ϕ;S) =
N∑

n=1

Eqϕ(zn|sn)
[
log pθ(sn,zn)− log qϕ(zn|sn)

]
= log pθ(S)−

N∑
n=1

DKL
(
qϕ(zn|sn)||pθ(zn|sn)

)
, (1)

where DKL(.) denotes the Kullback-Leibler (KL) divergence,
which is always non-negative. The generative model pθs(s|z)
and the inference model qϕ(z|s) are jointly trained by maxi-
mizing the ELBO with respect to θs and ϕ, using stochastic
gradient descent combined with sampling [30], [31].

While the vanilla VAE assumes statistical independence
among observation vectors, DVAEs can be seen as an exten-
sion of the VAE for modeling sequential data correlated in time
[54]. A DVAE keeps the global encoder-decoder philosophy
of the VAE, but considers a sequence of (high-dimensional)
observed random vectors s1:T = {st}Tt=1 and a corresponding
sequence of (low-dimensional) latent vectors z1:T = {zt}Tt=1.
A DVAE is thus defined by the joint probability density
function (pdf) of observed and latent sequences pθ(s1:T , z1:T ),

which can be factorized using the chain rule:1

pθ(s1:T , z1:T ) =

T∏
t=1

pθ(st, zt|s1:t−1,z1:t−1) (2)

=

T∏
t=1

pθs(st|s1:t−1,z1:t)pθz(zt|s1:t−1,z1:t−1).

(3)

As for the VAE, the exact posterior distribution pθ(z1:T |x1:T )
is not analytically tractable. Consequently, an approximate
posterior distribution qϕ(z1:T |x1:T ) is introduced and it can
be factorized using the chain rule as:

qϕ(z1:T |s1:T ) =
T∏

t=1

qϕ(zt|z1:t−1,s1:T ). (4)

Chaining the inference and generation, the training of DVAEs
is done by maximizing the ELBO on a set of training vector
sequences, the ELBO being here defined by (for a single
observed and latent data sequence):

L(θ,ϕ; s1:T ) = Eqϕ(z1:T |s1:T ) [ln pθ(s1:T ,z1:T )

− ln qϕ(z1:T |s1:T )] .
(5)

When writing a joint distribution as a product of conditional
distributions using the chain rule, a specific ordering of the
variables has to be chosen. Among different possibilities, we
chose a causal ordering to write the factorization in (2) and
(3): The generation of st and zt uses their past values s1:t−1

and z1:t−1 (plus zt for generating xt). In the DVAE literature,
almost all models are causal [54]. Each of them can be seen
as a special case of the general expression (3) where the
dependencies in pθ(st|s1:t−1,z1:t) and pθ(zt|s1:t−1,z1:t−1)
are simplified, which may also affect the choice of the infer-
ence model qϕ(z1:T |s1:T ) in (4). In addition, a given DVAE
model can have different implementations with various types
of DNNs, see [54] for an extensive discussion on this topic.

B. Speech modeling using DVAEs

The VAE and the DVAE class of models have been used to
model different kinds of data. In this subsection, we discuss
the use of DVAEs for modeling speech signals in the short-
term Fourier transform (STFT) domain. Fig. 1 illustrates this
process. Let s1:T = {st ∈ CF }Tt=1 denote an F ×T sequence
of complex-valued STFT frames, where t is the time-frame
index. Each vector st = {sft ∈ C}Ff=1 represents the speech
short-term spectrum at time index t, and f is the frequency bin.
As indicated above, s1:T is associated with an L×T sequence
of latent variables z1:T = {zt ∈ RL}Tt=1, with L≪ F .

In speech and audio processing, the Fourier coefficients in
st ∈ CF are usually assumed to be independent and distributed
according to a complex Gaussian circularly symmetric dis-
tribution [58] (denoted below by Nc), whose variance vary
over time and frequency [5], [59] (the circularly symmetric
assumption means that the phase follows a uniform distribution

1Here and in all the following, we take the convention that s1:0 = z1:0 =
∅. For t = 1 the first term of the product in (2) and (3) is thus pθ(s1, z1)
and pθ(s1|z1)pθ(z1), respectively.
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Fig. 1. Speech analysis-resynthesis with a DVAE model in the STFT domain. The speech power spectrogram is used as input to the DVAE and the output
is the variance of a complex Gaussian model. The audio waveform is reconstructed by inverse STFT using the phase of the original signal.

in [0, 2π)). Thus, for all time frames t ∈ {1, . . . ,T}, the DVAE
generative model of speech signal is defined as follows:

pθs(st|s1:t−1,z1:t) = Nc (st;0,Σθs,t) , (6)

pθz(zt|s1:t−1,z1:t−1) = N
(
zt;µθz,t,Σθz,t

)
, (7)

where the diagonal covariance matrix Σθs,t = diag{vθs,t}
is provided by a DNN that takes as input the conditioning
variables in (6), namely (s1:t−1, z1:t). Similarly, µθz,t and
Σθz,t = diag{vθz,t} are provided by a DNN that takes as in-
put the conditioning variables in (7), namely (s1:t−1, z1:t−1).2

We denote by θ = θs ∪ θz the parameters of the DNNs
involved in (6) and (7).

As for the inference model, it is given by:

qϕ(zt|z1:t−1, s1:T ) = N (zt;µϕ,t,Σϕ,t), (8)

where µϕ,t and Σϕ,t = diag{vϕ,t} are provided by a DNN
taking (z1:t−1, s1:T ) as input and whose parameters are
denoted by ϕ.

Even if the complex-valued vector sequence s1:t−1 or s1:T
is used as a conditioning variable in (6)-(8), in practice we use
the modulus-squared values of these variables at the encoder
and decoder input. In other words, the DVAE encoder and
decoder distribution parameters are computed using sequences
of vectors with entries equal to |sft|2, as illustrated in Fig. 1.
Note that the modulus-squared of data is homogeneous with
the decoder output (the variance vector vθs,t).

Given the generative model (6), (7) and the inference model
(8), we can develop the ELBO in (5) as follows (for one data
sequence):

L(θ,ϕ; s1:T )
c
= −

F,T∑
f,t=1

Eqϕ(z1:t|s1:T )

[
dIS(|sft|2, vθs,ft)

]
+

1

2

L,T∑
l,t=1

[
ln

vϕ,lt

vθz,lt
− vϕ,lt + (µϕ,lt − µθz,lt)

2

vθz,lt

]
, (9)

where c
= denotes equality up to an additive constant w.r.t. θ

and ϕ, dIS(q,p) = q/p− ln(q/p)− 1 is the Itakura-Saito (IS)
divergence [32], vθs,ft ∈ R+ is the f -th entry of vθs,t, and
{µϕ,lt ∈ R, µθz,lt ∈ R, vϕ,lt ∈ R+, vθz,lt ∈ R+} are the l-th
entry of {µϕ,t,µθz,t,vϕ,t,vθz,t}, respectively.

2It is important to note that, in DVAEs, a parameter of a distribution is
always a function of the variables that come after the conditioning bar. In the
rest of the paper, we will generally omit to rewrite these variables in the right-
hand-side of the probabilistic modeling equations, for concision, but we may
punctually make these dependencies explicit when it eases the understanding.

C. Three representative DVAE models

In this subsection, we briefly present three DVAE models,
namely DKF, RVAE, and SRNN, which are representative of
the versatility of the DVAE class (see the review in [54]) and
which we used in practice in our speech enhancement method,
with results reported in Section IV.

1) DKF: As briefly stated in the introduction, DKF [46],
[47] is the simplest DVAE model, following the structure of
a basic state-space model with a first-order Markov model
on the latent vectors, i.e., zt is generated from zt−1, and an
instantaneous observation model, i.e., st is generated from zt:

pθ(s1:T , z1:T ) =

T∏
t=1

pθs(st|zt)pθz(zt|zt−1). (10)

The inference model is defined by:

qϕ(z1:T |s1:T ) =
T∏

t=1

qϕ(zt|zt−1, st:T ). (11)

2) RVAE: As opposed to DKF, RVAE [42] does not con-
sider any dynamical model for the latent vectors, which are
assumed i.i.d., with p(zt) = N (zt;0, I). This prior therefore
lacks parameters and does not involve a neural network, as
in standard VAEs. However, the observation model in RVAE
is more complex than in DKF, as st is generated from the
current and previous latent variables z1:t. Formally, the RVAE
generative and inference models are defined by:

pθ(s1:T , z1:T ) =

T∏
t=1

pθs(st|z1:t)p(zt), (12)

qϕ(z1:T |s1:T ) =
T∏

t=1

qϕ(zt|z1:t−1, st:T ). (13)

RVAE is the only model that was presented in the literature
with both a causal and non-causal form [42], [54]. The non-
causal form is obtained by simply replacing z1:t with z1:T in
(12) and by replacing st:T with s1:T in (13).

3) SRNN: In SRNN [49], the latent vector zt is generated
not only from zt−1 (as in DKF), but also from s1:t−1. And
st is generated not only from zt (as in DKF) but also from
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Fig. 2. Overview of the proposed speech enhancement method. The pre-trained DVAE is used within a VEM algorithm for speech enhancement. The DVAE
encoder is fine-tuned during the E-step and the mixture parameters are estimated in the M-step (red arrows), see Section III-C and Algorithm 1. The clean
speech signal is estimated by filtering the noisy signal with a Wiener filter combining the DVAE output parameters and the estimated mixture parameters
(green arrows).

s1:t−1, so that SRNN actually corresponds to an autoregressive
model. The generative and inference models are defined by:

pθ(s1:T , z1:T ) =

T∏
t=1

pθs(st|zt, s1:t−1)pθz(zt|zt−1, s1:t−1),

(14)

qϕ(z1:T |s1:T ) =
T∏

t=1

qϕ(zt|zt−1, s1:T ). (15)

III. DVAE FOR SPEECH ENHANCEMENT

This section presents the proposed unsupervised noise-
agnostic DVAE-based speech enhancement algorithm, where
the clean speech signal is modeled with a DVAE and the
noise is modeled with nonnegative matrix factorization (NMF)
[32]. It is an extended version of the algorithm proposed in
[42] for the RVAE model, with a more general formulation
applicable to any other DVAE model. The proposed method
is illustrated in Fig. 2. We assume that the DVAE-based
clean speech generative and inference models defined in (6)-
(7) and (8), respectively, have been learned, i.e., the DNN
parameters θ and ϕ have been estimated from a dataset of
clean speech signals during an independent training stage (see
Section II-B). The objective of speech enhancement is to use
this pre-trained DVAE model to estimate the clean speech
signal when only the noisy mixture is observed. This is done
with a variational expectation-maximization (VEM) algorithm
[55]–[57]. We recall that this method is unsupervised, since no
pair of clean and noisy speech examples are used. Moreover
it is noise-agnostic since it does not make any assumption on
the noise type, except that it can be modeled with an NMF
model, and the noise model NMF parameters are estimated
independently for each noisy sequence to process.

In the rest of this section, we first introduce the noise
and mixture models, then we develop the general strategy to
estimate the clean speech signal modeled by a DVAE when
only the mixture signal is available, and finally we present
the VEM algorithm used to estimate the remaining unknown

model parameters. Throughout this section, s1:T = {st ∈
CF }Tt=1, b1:T = {bt ∈ CF }Tt=1, and x1:T = {xt ∈ CF }Tt=1

respectively denote the STFT of the clean speech signal, the
noise signal, and the noisy speech signal.

A. Noise and mixture models

As in [33], [42], we consider a Gaussian noise model with
NMF parameterization of the variance [32]. Independently for
all time frames t ∈ {1,...,T}, we define:

p(bt) = Nc(bt;0,Σb,t), (16)

where Σb,t = diag{(WbHb):,t} with Wb ∈ RF×K
+ and Hb ∈

RK×T
+ . The rank of the factorization K is usually chosen such

that K(F + T )≪ FT .
We consider that the noisy speech is a mixture of the noise

defined in (16) and the clean speech defined in (6) and (7):

xt =
√
gtst + bt, (17)

where gt ∈ R+ is a frame-dependent frequency-independent
gain parameter scaling the speech signal level at each time
frame. This parameter enables to take into account the po-
tentially different loudness between the clean speech training
examples used to learn the DVAE model and the speech signal
in the test noisy sequence we have to denoise [33].

From (6), (16) and (17), and by assuming the independence
of the speech and noise signals, we have for all t ∈ {1,...,T}:

pθx(xt | s1:t−1, z1:t) = Nc (xt;0,Σθx,t) , (18)

where Σθx,t = diag{gtvθs,t+(WbHb):,t} and θx is the union
of the speech generative model parameters θs and the mixture
model parameters φ = {g = [g1, . . . , gT ]

T ,Wb,Hb}. As
already mentioned in Section II-B, vθs,t is actually a function
of (s1:t−1, z1:t). Note that it is clear from (16) and (17) that
given the clean speech frame st, the noisy speech frame xt is
characterized by:

pφ(xt | st) = Nc (xt;
√
gtst,Σb,t) . (19)
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B. Speech reconstruction

Now we consider the problem of reconstructing the clean
speech signal from the observed mixture signal, which consists
in computing the following posterior mean vector:

ŝt = Epθ(st|x1:T )[st]. (20)

However, we cannot write the posterior pθ(st|x1:T ) analyti-
cally, which makes the above expectation intractable. How-
ever, leveraging the speech model defined previously, we can
approximate it by introducing random variables that are then
marginalized.

1) Introducing the past and current latent variables: We
start from marginalizing with respect to z1:t:

pθ(st|x1:T ) =

∫
pθ(st|z1:t,x1:T )pθ(z1:t|x1:T )dz1:t

= Epθ(z1:t|x1:T )[pθ(st|z1:t,x1:T )]. (21)

Using (21) to rewrite (20), the estimate of the clean speech
signal at time t is given by:

ŝt = Epθ(z1:t|x1:T )

[
Epθ(st|z1:t,x1:T )[st]

]
. (22)

Let us now focus on the inner expectation, taken with respect
to pθ(st|z1:t,x1:T ). We will come back later on the outer
expectation taken with respect to pθ(z1:t|x1:T ). Using Bayes
rule, we have:

pθ(st|z1:t,x1:T ) =
pθ(x1:T |st, z1:t)pθ(st|z1:t)pθ(z1:t)

pθ(z1:t,x1:T )
(23)

∝ pθ(x1:T |st, z1:t)pθ(st|z1:t) (24)
≈ pθ(xt|st)pθ(st|z1:t). (25)

The exact computation of pθ(x1:T |st, z1:t) requires the
marginalisation of pθ(x1:T ,s1:t−1,t+1:T , zt+1:T |st, z1:t) w.r.t.
the undesired variables. This would require not only marginal-
ising from future latent codes, but also from past and future
clean speech, which is clearly not feasible. Instead, we approx-
imate (24) with (25) by considering only the signal mixture
model pθ(xt|st), as defined in (19).

2) Introducing the past speech vectors: Then, it comes to
estimating pθ(st|z1:t) in (25). To do so, we introduce and then
marginalize the past speech vectors s1:t−1:

pθ(st|z1:t) =
∫

pθ(st|s1:t−1, z1:t)pθ(s1:t−1|z1:t)ds1:t−1

=

∫
pθ(st|s1:t−1, z1:t)

[
t−1∏
τ=1

pθ(sτ |s1:τ−1, z1:τ )

]
ds1:t−1

= E∏t−1
τ=1 pθ(sτ |s1:τ−1,z1:τ )

[ pθ(st|s1:t−1, z1:t) ] , (26)

where in the second line we used the fact that sτ is condition-
ally independent of zτ+1:t.

When computing (26), we are facing two problems: First,
the expectation is intractable; and second, in a speech en-
hancement framework, we do not have access to the past
ground-truth clean speech vectors s1:t−1 (as opposed to the
DVAE training procedure which is done using sequences of

clean speech signals). Therefore, we approximate pθ(st|z1:t)
as follows:

pθ(st|z1:t) ≈ pθ(st|s̃1:t−1, z1:t)

= Nc

(
st;0,Σθs,t(s̃1:t−1, z1:t)

)
,

(27)

where Σθs,t(s̃1:t−1, z1:t) = diag{vθs,t(s̃1:t−1, z1:t)} and s̃t is
computed recursively as s̃t = vθs,t(s̃1:t−1, z1:t).3 In practice,
the decoder output at time frame t − 1 is re-injected at the
decoder input at the next time frame t. This part of the process
is necessary only for SRNN, and more generally for any
autoregressive DVAE. For non-autoregressive DVAE models,
such as RVAE and DKF, Σθs,t is only computed from the
sequence of latent vectors.

3) Computing the conditional posterior: Substituting (19)
and (27) into (25), we have:

pθ(st|z1:t,x1:T ) ≈ Nc (xt;
√
gtst,Σb,t)Nc (st;0,Σθs,t)

= Nc (st;ms,t,Σs,t) , (28)

where

ms,t =
√
gtΣθs,t (gtΣθs,t +Σb,t)

−1
xt, (29)

Σs,t = Σθs,tΣb,t(gtΣθs,t +Σb,t)
−1. (30)

Finally, from (22), (28) and (29), the estimate of the clean
speech signal is given by:

ŝt ≈ Epθ(z1:t|x1:T )

[√
gtΣθs,t (gtΣθs,t +Σb,t)

−1
]
xt, (31)

where we recall that Σθs,t is actually a function of
(s̃1:t−1, z1:t). This speech signal estimate can be seen as the
output of a “probabilistic” Wiener filter, i.e., a Wiener filter
averaged over all possible realizations of the latent variables
according to their posterior distribution pθ(z1:t|x1:T ).

The expectation in (31) is intractable, but similarly as before
we can approximate it by

ŝt ≈
√
gtΣθs,t (gtΣθs,t +Σb,t)

−1
xt, (32)

where Σθs,t = Σθs,t(s̃1:t−1,z̃1:t) and z̃1:t is sampled from
pθ(z1:t|x1:T ). This posterior distribution is also intractable.
We thus propose to use instead a variational approximation
qϕ′(z1:T |x1:T ) whose parameters ϕ′ need to be jointly esti-
mated together with the noisy mixture model parameters φ.
In the next section, we propose a VEM algorithm to do that.
This generalizes the algorithm developed for RVAE in [42] to
the whole class of DVAE models.

C. VEM algorithm for model parameters estimation

Now that we have an expression for the clean speech signal
estimate, what remains to be estimated is the set of mixture
model parameters φ (the NMF noise model parameters and
the gains) and the parameters ϕ′ of the variational distribution
qϕ′(z1:T |x1:T ). Using a VEM algorithm, we will maximize

3Here we explicitly write the dependency of the covariance matrix on
s̃1:t−1 and z1:t, to make the use of the DVAE model clear. In the following
we will omit it again for concision of presentation.
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the following ELBO defined for the noisy speech observations
x1:T :

L(ϕ′,φ;x1:T ) = Eqϕ′ (z1:T |x1:T )[ ln pφ(x1:T , z1:T )

− ln qϕ′(z1:T |x1:T )]. (33)

It can be shown that this corresponds to (i) maximizing
with respect to φ a lower bound of the intractable log-
marginal likelihood ln pφ(x1:T ), and (ii) minimizing with
respect to ϕ′ the KL divergence between the variational
distribution qϕ′(z1:T |x1:T ) and the intractable exact posterior
pθ(z1:T |x1:T ) [55]. The proposed VEM algorithm thus con-
sists in iterating between the following variational E and M
steps.

1) Variational E-step: We consider a variational distribu-
tion of the same form as the DVAE inference model:

qϕ′(z1:T |x1:T ) =
T∏

t=1

qϕ′(zt|z1:t−1,x1:T ), (34)

where qϕ′(zt|z1:t−1,x1:T ) is defined as in (8), except that st
is replaced by xt. The noisy speech frames can be considered
as out-of-sample data for the DVAE model trained on clean
speech signals [60]. Therefore, similarly as in [42], we can
fine-tune the pre-trained DVAE inference network on the noisy
speech test signal, by maximizing the ELBO in (33) w.r.t. ϕ′.
This objective function can be developed by marginalizing and
sampling, similarly to what was done in Section III-B. This
leads to the following expression:

L(ϕ′,φ⋆;x1:T )
c
= −

F∑
f=1

T∑
t=1

Eqϕ′

[
ln vφ⋆,ft +

|xft|2

vφ⋆,ft

]
+

1

2

L∑
l=1

T∑
t=1

[
ln vϕ′,lt − ln vθz,lt −

vϕ′,lt + (µϕ′,lt − µθz,lt)
2

vθz,lt

]
,

(35)

where xft denotes the f -th entry of xt, φ⋆ denotes the current
estimate of the mixture model parameters, and vφ⋆,ft is the
f -th diagonal entry of Σθx,t, whose expectation is intractable
and is approximated with:

vφ⋆,ft = gtvθs,ft(s̃1:t−1, z̃1:t) + (WbHb)ft. (36)

We remind that s̃1:t−1 is computed recursively from the
output of the decoder network, as explained after equation
(27), and z̃1:t is recursively sampled from qϕ′(z1:t|x1:T ) =∏t

τ=1 qϕ′(zτ |z1:τ−1,x1:T ), as defined in (34). During the
variational E-step, the parameters ϕ′ are updated with a
gradient ascent technique, and we denote by ϕ′⋆ the resulting
parameters that will be fixed in the M-step.

We recall that the recursive computation of s̃t is required
only for SRNN (actually for the DVAE models with an
autoregressive form). DKF and RVAE, as non-autoregressive
models, do not require estimating these quantities. They only
require the sampling of the latent variables z̃1:t.

2) M-step: The M-step consists in maximizing L(ϕ′⋆,φ)
w.r.t φ under a non-negativity constraint. Replacing the in-
tractable expectation in (35) with a Monte Carlo estimate (us-
ing one single sample), the M-step can be recast as minimizing
the following criterion [33]:

C(φ) =
F∑

f=1

T∑
t=1

dIS
(
|xft|2, vφ,ft

)
, (37)

where vφ,ft is defined in (36). This optimization problem can
be tackled using a majorize-minimize approach [61], which
leads to the multiplicative update rules derived in [33] using
the methodology proposed in [62]:

Hb ← Hb ⊙

W⊤
b

(
|X|⊙2 ⊙ (Vx)

⊙−2
)

W⊤
b (Vx)

⊙−1

⊙1/2

, (38)

Wb ←Wb ⊙


(
|X|⊙2 ⊙ (Vx)

⊙−2
)
H⊤

b

(Vx)
⊙−1

H⊤
b

⊙1/2

, (39)

g⊤ ← g⊤⊙

1⊤
[
|X|⊙2 ⊙

(
Vs ⊙ (Vx)

⊙−2
)]

1⊤
[(

Vs ⊙ (Vx)
⊙−1

)]
⊙1/2

, (40)

where ⊙ denotes element-wise multiplication and exponen-
tiation, and matrix division is also element-wise, Vs,Vx ∈
RF×T

+ are the matrices of entries vθs,ft and vφ,ft respectively,
X ∈ CF×T is the matrix of entries xft and 1 is an all-ones
column vector of dimension F . Note that non-negativity is
ensured provided that these parameters are initialized with
non-negative values.

D. Summary

In summary, the clean speech signal estimation consists
in approximating the posterior pθ(st|x1:T ) and taking the
mean of the resulting approximate distribution (i.e., the Wiener
filter output). The estimation of the involved parameters is
made with the VEM algorithm, which consists in iteratively
fine-tuning the inference network of the pre-trained DVAE
(E-step) and updating the mixture model parameters φ (M-
step). The complete proposed speech enhancement method is
summarized in Algorithm 1. For non-causal DVAEs, we can
simply replace z1:t with z1:T when generating st.

IV. EXPERIMENTS

A. Datasets

We use the WSJ0-QUT dataset and the VoiceBank-
DEMAND (VB-DMD) dataset, described below. Each dataset
has a “clean” version used to pre-train the DVAE models and a
“noisy” version used to test the proposed speech enhancement
algorithm and the reference methods. The clean and noisy
versions are actually used together to compute the speech en-
hancement objective performance measures (see Section IV-B)
and for the training of the supervised reference methods. When
using only the clean version, we refer to it as WSJ0 or VB.
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Algorithm 1 DVAE-based unsupervised speech enhancement
Inputs:
▷ Pre-trained DVAE model: pθ(z1:T , s1:T ) and
qϕ(z1:T |s1:T )
▷ Noisy speech STFT x1:T

Initialization:
▷ Initialize NMF noise parameters Hb and Wb with random
nonnegative values
▷ Initialize gain parameters g = 1
▷ Initialize qϕ′(z1:t|x1:T ) with pre-trained inference net-
work qϕ(z1:t|s1:T )
while stopping criterion not reached do

E-step:
▷ Fine-tune qϕ′(z1:T |x1:T ) by maximizing (35) w.r.t. ϕ′

▷ Sample z̃1:T from qϕ′(z1:T |x1:T )
▷ Compute Σθs,t for t = 1 to T using the DVAE

decoder
M-step:
▷ Update Hb, Wb and g using (38)-(40)

end while
Output:
▷ Compute the clean speech signal estimate ŝt for t = 1 to
T using (32)

1) WSJ0-QUT: We used the Wall Street Journal dataset
(WSJ0) [63], which is composed of 16kHz clean speech
signals (read Wall Street Journal news). WSJ0-QUT is the
noisy version already presented and used in [42]. It was
obtained by mixing clean speech signals from WSJ0 with
various types of noise signals from the QUT-NOISE dataset
[64], with three signal-to-noise ratio (SNR) values: −5, 0, and
5 dB. The full description of the dataset, including training/test
splits and noise types, can be found in [42]. Note that we
mixed the speech and noise signals using the ITU-R BS.1770-
4 protocol [65]. An SNR computed with this protocol is 2.5 dB
lower (in average) than that computed with sums of squared
signal samples.

2) VB-DMD: We also used the publicly available VB-DMD
dataset [66]. This dataset contains a training set with 11,572
utterances performed by 28 speakers and a test set with 824
utterances performed by 2 speakers, different from the training
set. The noisy train set consists of mixture signals mixed at
four different SNRs, namely 15, 10, 5, and 0 dB, whereas the
noisy test speech signals are corrupted with 17.5, 12.5, 7.5,
and 2.5 dB SNR and different noise types. The full description
of the dataset, including training/test splits and noise types,
can be found in [66]. Following [22], we also selected two
speakers (p226 and p287) from the clean training set as the
validation set for the training of the DVAEs.

3) Data preprocessing: In all our experiments, the STFT
was computed with a 64-ms sine window (1,024 samples)
and a 75%-overlap (256 samples hop length), resulting in
a sequence of 513-dimensional discrete Fourier coefficients
(for positive frequencies). The DVAEs were trained with
STFT power spectrograms of clean speech signals extracted
from either WSJ0 or VB, and obtained with the following

preprocessing. We first removed the silence at the beginning
and ending of the files, using an energy-based voice activity
detection threshold of −30 dB. The waveform signal was then
normalized by its maximum absolute value. We set T = 50,
meaning that speech segments of 0.8s were used to train the
DVAE models. In summary, each training data sequence is
a 513 × 50 STFT power spectrogram. For WSJ0, this data
preprocessing resulted in a set of Ntr = 93,393 training
sequences (representing about 20.8 hours of speech signal)
and Nval = 7,775 validation sequences (about 1.7 hours). For
VB, we obtained Ntr = 29,389 training sequences (6.5 hours)
and Nval = 2,152 validation sequences (0.5 hour). For the
evaluation of the speech enhancement methods, we used the
STFT spectrogram of each complete noisy test sequence (with
normalization), which can be of variable length, most often
larger than 2s. For WSJ0-QUT, the total duration of the test
dataset is 1.5 hours, and for VB-DMD it is 0.6 hour.

B. Evaluation metrics

We used three metrics to evaluate the quality of the esti-
mated speech signals: The scale-invariant signal-to-distortion
ratio (SI-SDR) in dB [67], the perceptual evaluation of
speech quality (PESQ) score [24], and the extended short-
time objective intelligibility (ESTOI) score (in [0, 1]) [68].
The PESQ measure is declined in three different variants,
depending on different protocols:4 the narrow-band PESQ
MOS value (PESQ MOS, in [−0.5, 4.5]), the narrow-band
PESQ LQ0 value (PESQ NB, in [1, 5]), and the wide-band
PESQ LQ0 value (PESQ WB, in [1, 5]). We report all of them
in the following experiments. For all measures, a higher value
indicates a better result.

C. Models implementation

Here we present the implementation of the three example
DVAEs that we used in practice in the proposed DVAE-
based speech enhancement algorithm, namely DKF, RVAE,
and SRNN. As indicated in [54], we can have various imple-
mentations for each DVAE model, thus we only present the
model configurations that showed the best performance in our
experiments (for the latent space dimension selected below).

1) Dimension of the latent space: In the present experi-
ments, we set L = 16. We recall that the data dimension is
F = 513. We also recall that zt is a real-valued vector that
is modeled by a Gaussian distribution, so the DNNs modeling
zt has to output two L-dimensional vectors, the mean and
variance vectors, for both inference and generation (except
for RVAE since zt is assumed i.i.d. with a standard Gaussian
distribution and no DNN is used for its generation). In contrast,
st is a complex-valued vector modeled by a circular complex
Gaussian distribution, which only leaves one F -dimensional
variance vector to be provided by the decoder DNN. To
guarantee the positivity of the entries of this output variance
vector, we used log-parameterization (the output is the log-
variance in R, which is then converted to variance by taking

4See the explanation for ‘pesq’ at https://github.com/ludlows/python-pesq
and for ‘pypesq’ and https://github.com/vBaiCai/python-pesq.
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(a) DKF (b) RVAE (c) SRNN
Fig. 3. Model implementation for the (a) deep Kalman filter (DKF) [46], [47], (b) recurrent variational autoencoder (RVAE) [42], and (c) stochastic recurrent
neural network (SRNN) [49]. Each model consists of an inference (encoder) network (in red) and a generation (decoder) network (in blue). SRNN has a
shared module between encoder and decoder (in green). CF: combiner function, GTF: gated transition function (see [46] for details), RNN: recurrent neural
network, BRNN: bidirectional RNN, MLP: multi-layer perceptron,

⊕
: vector concatenation. All RNNs are implemented with LSTM networks.

the exponential). The last layer predicting the mean and log-
variance parameters is always a linear layer, with a dimension
corresponding to that of zt (16) or st (513). We omit this in
the following description for simplicity.

2) DKF: Fig. 3(a) summarizes our implementation of DKF.
The layers providing the parameters of the inference and
generative models of zt are respectively implemented with the
specific combiner function and gated transition function de-
scribed in [47]. For the inference model, we used a backward
long short-term memory (LSTM) [69] layer with an internal
state of dimension 128 to accumulate the information from
st:T in (11). Before being fed into the recurrent layer, each
vector st passes through a multi-layer perceptron (MLP) with
one hidden layer of dimension 256 and a tanh activation. The
variance parameters of the generative model of st are provided
by an MLP with 4 hidden layers of dimension 32, 64, 128 and
256, with a tanh activation function.

3) RVAE: We implemented the non-causal version of RVAE
as schematized in Fig. 3(b). The inference model includes a
bidirectional LSTM (BLSTM) layer with an internal state of
dimension 128 to process the complete sequence s1:T and
an LSTM layer to process the sampled past latent vectors
sequence z1:t−1. The output of these two layers are then
concatenated and mapped into the parameters of the inference
model over zt by an MLP. The generative part of the model
includes a BLSTM layer with an internal state of dimension
128, which takes the sampled z1:T as input. The output of
this BLSTM layer is finally mapped to the parameters of the
generative model over st by a single linear layer.

4) SRNN: SRNN is quite different from the two previous
models. As shown in Fig. 3(c), the inference and generative
models share a recurrent internal state vector

−→
h t (module in

green) that is encoding the information from the past observed
vectors s1:t−1. This shared module is composed of an MLP
with one layer of dimension 256 followed by a forward LSTM.

The dimension of
−→
h t is 128. For inference, the concatenation

of
−→
h t and st is fed into a one-layer MLP of dimension 256

followed by a backward LSTM that provides the vector ←−g t

(of dimension 128). This vector is then concatenated with the
sample of zt−1 and fed into an MLP with two hidden layers of
dimension 64 and 32. For the generative part, we concatenate
the shared state

−→
h t with the sampled latent vector at the

previous or current time frame. An MLP with two hidden
layers of dimension 64 and 32 is used for the generation of
zt, and an MLP with one hidden layer of dimension 128 is
used for the generation of st. All MLP hidden layers use the
tanh activation function.

D. DVAEs pre-training

For the pre-training of the three DVAE models on clean
speech signals, we used the Adam optimizer [70] with a
learning rate of 1e−3 and β1 = 0.9, β2 = 0.99. On both
datasets, we trained each model with a batch size of 128 during
300 epochs and kept the model snapshot with lowest validation
loss. We applied a linear KL annealing for the first 20 epochs
to warm-up the latent space [71].

As an autoregressive model, SRNN deserves a particular
treatment during pre-training. Indeed, in the conventional
training of autoregressive models, the ground-truth past clean
speech vectors s1:t−1 are used to generate the current one st,
a strategy sometimes referred to as “teacher forcing” in the
literature [72]. We have seen in Section III-B2 that it is not
possible to do that in the proposed speech enhancement algo-
rithm, where s1:t−1 is replaced by its proxy s̃1:t−1 (recursively
computed from the decoder output). It is shown in [54] that
directly using s̃1:t−1 in the SRNN model trained with s1:t−1

significantly decreases the quality of the reconstructed speech
spectrogram, due to the mismatch between train and test condi-
tions. To avoid such a mismatch (here between DVAE training
and speech enhancement conditions), we trained SRNN using
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TABLE I
RESULTS OF THE SPEECH ANALYSIS-RESYNTHESIS EXPERIMENT,
AVERAGED OVER THE TEST SUBSET OF WSJ0 AND VOICEBANK.

Models Dataset SI-SDR (dB) PESQ MOS PESQ WB PESQ NB ESTOI

VAE WSJ0 8.0 3.33 2.95 3.31 0.89
DKF WSJ0 9.0 3.55 3.39 3.61 0.91
RVAE WSJ0 9.8 3.65 3.57 3.75 0.92
SRNN WSJ0 8.2 3.48 3.24 3.52 0.90

VAE VB 8.6 3.22 2.79 3.15 0.88
DKF VB 9.4 3.35 2.96 3.34 0.90
RVAE VB 9.6 3.41 3.00 3.42 0.90
SRNN VB 9.1 3.39 2.99 3.39 0.89

s̃1:t−1 (instead of s1:t−1) to generate st. Such a training is
difficult in practice and to make it efficient, we adopted a
“scheduled sampling” approach [73], i.e., we progressively
replace s1:t−1 with s̃1:t−1, with a proportion going from 0%
to 100% along the training iterations. That is, at the beginning
of the training, st is generated completely from s1:t−1 and zt.
Then the probability to use s̃1:t−1 increases during the training
procedure. Finally, st is generated completely from s̃1:t−1 and
zt. This takes 80 epochs after the KL annealing step.

Before we examine the speech enhancement performance,
we can rapidly compare the speech modeling capacities of
the three selected DVAE models (and the vanilla VAE) after
their pre-training, by conducting a speech analysis-resynthesis
experiment (i.e., chaining of the encoder and decoder) similar
to [74]. The overall pipeline is shown in Fig. 1. For the
VAE model, we used the baseline architecture already used
in [42]. The results presented in Table I were obtained with
the models being trained on the WSJ0 or VB train subsets
and averaged over the corresponding test subsets. For SI-SDR
scores, the noise is the modeling noise, i.e., the difference
between original and reconstructed signal. We can see from
Table I that all DVAE models outperform the VAE for all
metrics, both on WSJ0 and VB, showing the benefits of
introducing dynamics into VAE-based speech modeling.

E. DVAE-VEM algorithm settings

The rank of the NMF in the noise model (16) is set to
K = 8. Wb and Hb were randomly initialized from a uniform
distribution in [0,1] and g was initialized with an all-ones
vector. In the E-step of the VEM algorithm, the encoder of
the DVAE models is fine-tuned using the Adam optimizer [70]
with a learning rate of 1e−3. Fig. 4 illustrates the influence
of the number of VEM iterations on the performance of the
different DVAE models on the two test datasets. We observe
that the performance of most models plateaus from 300 and
100 iterations for WSJ0-QUT and VB-DMD respectively.
We fixed the number of iterations to these values as they
represent a global optimal trade-off between performance and
complexity and are neither beneficial nor disadvantageous for
a particular DVAE model.

F. Baselines

Regarding baseline supervised methods, we used Open-
Unmix (UMX) and MetricGAN+. UMX is an open-source
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Fig. 4. Performance of the proposed DVAE-based speech enhancement
method (and VAE baseline) as a function of the number of VEM iterations,
for the WSJ0-QUT (top) and VB-DMD (bottom) test datasets. All DVAE
models are pre-trained on the corresponding dataset of clean speech signals
(WSJ0 and VB, respectively).

method based on a BLSTM network. It was originally pro-
posed for music source separation [76] and was later adapted
for speech enhancement [75]. MetricGAN+ [10] also adopts
BLSTMs for mask-based prediction of the clean speech. In
addition, it introduces a metric network that is trained to ap-
proximate the PESQ evaluation score, and then MetricGAN+
is trained to maximise this proxy of the PESQ score.

Regarding baseline unsupervised methods, we choose VAE-
VEM [42], MetricGAN-U [22] and NyTT [21]. VAE-VEM,
referred to as VAE-FFNN in [42], uses the same optimization
methodology as our approach, except there is no temporal
model. In practice, we tried with different model complexities
for the VAE, and we report the one exhibiting the best perfor-
mance. MetricGAN-U is the unsupervised version of Metric-
GAN+. Since the supervision in MetricGAN+ comes from the
PESQ score computation using the paired enhanced and clean
speech signal, MetricGAN-U adopts a non-intrusive speech
quality metric instead, namely the DNSMOS measure [23], to
bypass the paired supervision. Two versions of MetricGAN-U
were proposed by the authors: the “full” one is trained entirely
without supervision, while the “half” version monitors the
PESQ measure to perform early-stopping. Since PESQ is an
intrusive measure, this version of MetricGAN-U can be seen
as weakly supervised (supervision is used only for validation
and not for training per se) [22]. NyTT is based on a noisy
speech target training strategy, where the network is trained to
remove an additional noise added to the noisy speech. Since
there is no need for noisy/clean speech pairs, NyTT can also be
considered as an unsupervised speech enhancement method.
It should be noted that both MetricGAN-U and NyTT are
trained using noisy speech as input, so the resulting model
is noise-dependent. This contrasts with the proposed method
where only clean speech is used for the DVAE pre-training,
resulting in a noise-agnostic speech enhancement method.
Finally, we could not re-train MetricGAN-U or NyTT. Indeed,

This article has been accepted for publication in IEEE/ACM Transactions on Audio, Speech and Language Processing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TASLP.2022.3207349

ACCEPTED MANUSCRIPT / CLEAN COPY



SUBMITTED TO IEEE TASLP, VOL. XX, NO. YY, 2022 11

TABLE II
SPEECH ENHANCEMENT RESULTS OBTAINED WITH MODELS TRAINED AND TESTED ON CORRESPONDING DATASETS. * INDICATES THE IMPLEMENTATION
PROVIDED BY THE AUTHORS AND RE-TRAINED. THE “SUPERVISION” COLUMN INDICATES WHETHER THE TRAINING IS SUPERVISED (S), UNSUPERVISED

NOISE-DEPENDENT (UD) OR NOISE-AGNOSTIC (UA).

Method Supervision Parameters Train subset Test subset SI-SDR (dB) PESQ MOS PESQ WB PESQ NB ESTOI

Noisy mixture - - - WSJ0-QUT −2.6 1.83 1.14 1.57 0.50

VAE-VEM [42] UA 0.14M WSJ0 WSJ0-QUT 5.0 2.13 1.45 1.86 0.58
Proposed DKF-VEM UA 0.52M WSJ0 WSJ0-QUT 5.1 2.23 1.46 1.95 0.62
Proposed RVAE-VEM UA 1.06M WSJ0 WSJ0-QUT 5.8 2.27 1.54 1.98 0.62
Proposed SRNN-VEM UA 0.88M WSJ0 WSJ0-QUT 5.2 2.23 1.48 1.95 0.63

UMX* [75] S 1.55M WSJ0-QUT WSJ0-QUT 5.7 2.16 1.38 1.83 0.63
MetricGAN+* [10] S 1.90M WSJ0-QUT WSJ0-QUT 3.6 2.83 2.18 2.61 0.60

Noisy mixture - - - VB-DMD 8.4 3.02 1.97 2.88 0.79

NyTT [21] UD - VB-DMD + Extra noise VB-DMD 17.7 - 2.30 - -
NyTT [21] UD - VB-DMD VB-DMD 12.1 - 1.74 - -
MetricGAN-U (full) [22] UD 1.90M VB-DMD VB-DMD 6.5 3.13 2.13 3.03 0.74
MetricGAN-U (half) [22] UD 1.90M VB-DMD VB-DMD 8.2 3.20 2.45 3.11 0.77
VAE-VEM [42] UA 0.14M VB VB-DMD 16.4 3.18 2.37 3.10 0.80
Proposed DKF-VEM UA 0.52M VB VB-DMD 16.9 3.22 2.42 3.14 0.81
Proposed RVAE-VEM UA 1.06M VB VB-DMD 17.1 3.23 2.48 3.15 0.81
Proposed SRNN-VEM UA 0.88M VB VB-DMD 14.2 3.20 2.32 3.12 0.80

UMX [75] S 1.55M VB-DMD VB-DMD 14.0 3.18 2.35 3.08 0.83
MetricGAN+ [10] S 1.90M VB-DMD VB-DMD 8.5 3.59 3.13 3.63 0.83

since MetricGAN-U uses the DNSMOS service, each training
epoch needs 2 days for evaluation, which is impractical.
Regarding NyTT, we cannot retrain it since there is no public
release of the code.

G. Speech enhancement results

The speech enhancement scores obtained with the proposed
method (for the three DVAE models) and with the baseline
methods are reported in Tables II and III, along with the
capacity of the models, reported in terms of number of
parameters. Table II shows the results obtained when the test
subset “corresponds” to the train subset, i.e., it originates from
the same dataset (WSJ0 or WSJ0-QUT in the upper half of
the table, and VB or VB-DMD in the lower half). Table III
shows the results obtained with cross-dataset experiments
conducted to evaluate the generalization capability of the
different models. This means that WSJ0 or WSJ0-QUT is used
for training and VB-DMD is used for testing, or alternatively,
VB or VB-DMD is used for training and WSJ0-QUT is used
for testing. Baseline models marked with * in Table II were
retrained using the implementation provided by the authors.
Other baseline results are obtained from the corresponding
papers or from the pre-trained models if available. It can be
seen that the number of parameters for the three DVAE models
is lower than that of all the baselines but the VAE-VEM
method. Among the DVAE models, RVAE is the one with
the highest number of parameters (1.06M for RVAE, 0.88M
for SRNN and 0.52M for DKF).

From the results in Table II, we first observe that the
proposed DVAE-VEM algorithm outperforms the VAE-based
counterpart for all three DVAE models, except SRNN-VEM
on the VB dataset. This is consistent with the results of the
analysis-resynthesis experiment and this shows the interest
of modeling the speech signal dynamics within the proposed

speech enhancement method. Among the three tested DVAE
models, RVAE performs the best for all evaluation metrics,
except in terms of ESTOI on the WSJ0-QUT dataset, where
SRNN obtains a slightly better score.

When comparing with the baseline unsupervised methods,
hence only on the VB-DMD dataset, the proposed method
achieves competitive results. Even if the highest SI-SDR
performance is achieved by NyTT (17.7 dB), this is possibly
due to the use of large amounts of noise, given that its
performance drops significantly (12.1 dB) when only the noise
from the DMD dataset is used. The proposed RVAE-VEM
algorithm reaches very similar performance (17.1 dB) without
training on any kind of noise. In terms of PESQ WB, the
proposed approaches outperform NyTT independently of the
amount of noise used at training time. Similar conclusions
are drawn when comparing to MetricGAN-U, in which case
the performance difference in terms of SI-SDR is very large
(+8 to +10 dB). Remarkably, the proposed method achieves
competitive performance with, and sometimes outperforms,
MetricGAN-U (half) in terms of PESQ WB score, even
though MetricGAN-U (half) uses the PESQ WB score on
the validation set as a training stop criterion. In this regard,
MetricGAN-U (half) is expected to exhibit higher PESQ WB
values than MetricGAN-U (full).

When comparing with the supervised methods, we see that
MetricGAN+ obtains PESQ scores that are significantly higher
(e.g., 3.59 and 2.83 PESQ NB on VB-DMD and WSJ0-QUT
respectively) than those of all the other methods (RVAE-VEM
reaches a maximum of 3.23 and 2.27 on VB-DMD and WSJ0-
QUT). This can be explained by the fact that PESQ is the
criterion optimized during the MetricGAN+ model training.
In contrast, when it is evaluated with other metrics, the results
obtained by this method are considerably worse, especially in
terms SI-SDR for which MetricGAN+ performs the worst. We
found that this may be due to the fact that the energy in the

This article has been accepted for publication in IEEE/ACM Transactions on Audio, Speech and Language Processing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TASLP.2022.3207349

ACCEPTED MANUSCRIPT / CLEAN COPY



SUBMITTED TO IEEE TASLP, VOL. XX, NO. YY, 2022 12

TABLE III
SPEECH ENHANCEMENT RESULTS WITH MODELS TRAINED AND TESTED ON DIFFERENT DATASETS. THE “SUPERVISION” COLUMN INDICATES WHETHER

THE TRAINING IS SUPERVISED (S), UNSUPERVISED NOISE-DEPENDENT (UD) OR NOISE-AGNOSTIC (UA).

Method Supervision Parameters Train subset Test subset SI-SDR (dB) PESQ MOS PESQ WB PESQ NB ESTOI

Noisy mixture - - - WSJ0-QUT −2.6 1.83 1.14 1.57 0.50

MetricGAN-U (full) [22] UD 1.90M VB-DMD WSJ0-QUT −2.3 1.91 1.18 1.63 0.50
MetricGAN-U (half) [22] UD 1.90M VB-DMD WSJ0-QUT −1.6 2.01 1.25 1.71 0.49
VAE-VEM [42] UA 0.14M VB WSJ0-QUT 3.8 1.89 1.31 1.68 0.54
Proposed DKF-VEM UA 0.52M VB WSJ0-QUT 3.5 2.08 1.32 1.80 0.57
Proposed RVAE-VEM UA 1.06M VB WSJ0-QUT 4.3 2.12 1.37 1.84 0.57
Proposed SRNN-VEM UA 0.88M VB WSJ0-QUT 4.6 2.21 1.42 1.91 0.61

UMX [75] S 1.55M VB-DMD WSJ0-QUT 4.1 2.06 1.34 1.76 0.61
MetricGAN+ [10] S 1.90M VB-DMD WSJ0-QUT 1.8 2.31 1.61 2.02 0.56

Noisy mixture - - - VB-DMD 8.4 3.02 1.97 2.88 0.79

VAE-VEM [42] UA 0.14M WSJ0 VB-DMD 15.0 3.16 2.27 3.06 0.79
Proposed DKF-VEM UA 0.52M WSJ0 VB-DMD 16.8 3.17 2.34 3.08 0.81
Proposed RVAE-VEM UA 1.06M WSJ0 VB-DMD 17.3 3.21 2.41 3.13 0.81
Proposed SRNN-VEM UA 0.88M WSJ0 VB-DMD 16.8 3.17 2.34 3.08 0.81

UMX* [75] S 1.55M WSJ0-QUT VB-DMD 10.4 3.10 2.21 2.98 0.78
MetricGAN+* [10] S 1.90M WSJ0-QUT VB-DMD 3.9 3.41 2.51 3.39 0.73

speech signal estimated by MetricGAN+ is mostly concen-
trated in the low-frequency part of the spectrum, whereas the
mid- and high-frequency parts are poorly recovered. Regarding
UMX, we observe that its performance is systematically under
the one of the proposed method, in terms of SI-SDR or any
of the PESQ measures for both datasets.

To evaluate the generalization capability of the different
models, we report in Table III their performance obtained
when the training set and test set originate from different
corpora. It is unsurprising that the performance of supervised
methods significantly decreases in this setting. For example,
MetricGAN+ obtains a PESQ WB value of 3.13 on the VB-
DMD test dataset when trained on the VB-DMD train dataset,
whereas it drops to 2.51 when trained on the WSJ0-QUT. In
the same vein, UMX goes from 14.0 dB SI-SDR to 10.4 dB
SI-SDR. Similary behavior is found for the other metrics and
datasets. As for the unsupervised noise-dependent methods,
we can also see a significant decrease of performance. For
example, Metric-GAN-U (trained on VB-DMD and provided
by the authors) obtains a negative SI-SDR when tested on
WSJ0-QUT. In contrast, the proposed DVAE-VEM algorithm
is much less affected by the dataset mismatch (for all DKF,
RVAE, and SRNN models). Even if, generally speaking, we
observe a mild decrease in performance when the training
and test sets do not match, the proposed method occasionally
exhibits better performance when tested in a different dataset.
For example, the RVAE-VEM algorithm tested on VB-DMD
with RVAE trained on WSJ0 obtains 17.3 dB of SI-SDR,
which is even better than when RVAE is trained on VB (17.1
dB). This is probably because the WSJ0 dataset is larger than
the VB dataset. RVAE-VEM performs the best when trained on
WSJ0 and tested on VB-DMD, while SRNN-VEM performs
the best when trained on VB and tested on WSJ0-QUT. Over-
all, we can conclude that the proposed DVAE-based speech
enhancement method exhibits competitive performance when
compared to other supervised and unsupervised methods in
the “corresponding dataset” setting, and superior performance
in the cross-dataset setting.

Fig. 5. Detailed performance of RVAE-VEM, UMX and MetricGAN+ on the
VB-DMD dataset for different input SNRs. The blue and orange violin plots
correspond to a training of the models on the VB-DMD and the WSJ0-QUT
datasets, respectively.

Complementary to the above experimental analysis, we
present in Fig. 5 violin plots showing the full distribution
of the results obtained with RVAE-VEM, UMX and Metric-
GAN+, when evaluated on the VB-DMD dataset and trained
either on the corresponding training set or on the WSJ0-QUT
dataset. The results are presented separately for different test
SNRs. As expected, we observe that the performance of all
methods degrades as the SNR decreases. We can also see
that the proposed method (RVAE) is much less affected by
the mismatch between training and test sets, compared with
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supervised methods (UMX and MetricGAN+) for which the
distributions of the results clearly shift down.

At the light of the presented results, we extract the following
concluding remarks. When there is no mismatch between
the training and test datasets, the proposed method achieves
state-of-the-art performance in unsupervised speech enhance-
ment, and competitive results when compared with super-
vised speech enhancement methods (often outperforming them
depending on the metric). As for cross-dataset experiments,
where the training and test sets are coming from different
datasets, we observe that the performance of the supervised
methods is severely affected by the dataset mismatch, whereas
the performance of the proposed unsupervised method is very
robust to it. Overall, the results obtained in the various settings
demonstrate the interest of the proposed DVAE-VEM method-
ology for speech enhancement. Audio examples and code are
available at https://team.inria.fr/robotlearn/unsupervised-spee
ch-enhancement-using-dynamical-variational-auto-encoders.

V. CONCLUSION

In this paper, we have proposed a general framework for
unsupervised speech enhancement based on DVAEs. In our
framework, the DVAEs are used to model the clean speech
signal, while the noise is modeled via NMF. While DVAEs are
pre-trained with a clean speech dataset, the noise parameters
are estimated at test time, together with the clean speech, from
the noisy speech sequence to process. To achieve that, we have
derived a VEM algorithm for the most general formulation of a
DVAE model, which can then be easily adapted to particular
instances of DVAEs. We have illustrated this principle with
DKF, RVAE and SRNN, and this can be extended to other
DVAE models, e.g., STORN [51] or VRNN [48].

We have evaluated the speech enhancement performance
obtained with those three example DVAEs. The proposed ap-
proach exhibits superior or competitive performance compared
to supervised and unsupervised state-of-the-art methods when
the training and test datasets are from the same corpora,
and outperforms them on cross-dataset settings, i.e., when
the training and test datasets are from different corpora. The
RVAE model provided the best performance among the tested
DVAEs. SRNN shows a great potential, provided that it is
trained with scheduled sampling in order to reduce the gap
between the training and speech enhancement conditions. If
this gap could be further decreased, we believe that it could
have even better performance than RVAE. This aspect should
be further investigated, possibly including other autoregressive
models in the DVAE family (e.g., VRNN [48]).

So far, the good performance of the proposed iterative
DVAE-VEM algorithm comes at the cost of a high compu-
tational time. Indeed, processing one second of audio with
100 iterations of the algorithm takes approximately 14, 25
and 21 seconds for DKF, RVAE and SRNN, respectively,
using a single core of an Intel Xeon Gold 6230 at 2.1GHz.
Future work will include developing fast DVAE-based speech
enhancement algorithms, for instance inspiring from [35].
Also, so far, the inference with DVAEs is non-causal, meaning
that past, present, and future noisy speech observations are

required to enhance a given speech frame. Causal DVAE-
based speech enhancement can also be investigated, but is
out of the scope of this paper. Future work also includes
using other powerful encoder-decoder networks, e.g., TCNs
[44] and the Transformer [77], in the present unsupervised
speech enhancement framework. The DVAE models may be
further boosted with more expressive latent variables, e.g.,
introducing hierarchical multi-scale structure and normalizing
flows [78]. We also plan to extend the proposed method to a
multi-modal framework, using the speaker’s lips motion and
visual appearance, in the continuation of VAE-based audio-
visual speech enhancement [79].
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