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Abstract. Multi-Frame classification applications are constituted by in-
stances composed by a package of image frames, such as videos, which fre-
quently require very high computational re-sources. Furthermore, when
the input instances contain a large proportion of noise, then the incor-
poration of noise filtering pre-processing techniques are considered es-
sential. In this work, we propose an AutoEncoder Convolutional Neural
Network model for Multi-Frame input applications. The AutoEncoder
model aims to reduce the huge dimensional size of the initial instances,
compress useful information while simultaneously remove the noise from
each frame. Finally, a Convolutional Neural Network classification model
is applied on the new transformed and compressed data instances. As a
case study scenario for the proposed framework, we utilize Ultrasound
images (image slices/frames extracted from every patient via a portable
ultrasound device) for Sarcopenia detection. Based on our experimental
re-sults the proposed framework outperforms traditional approaches.

Keywords: AutoEncoders · Deep learning · Transfer learning · Com-
puter vision · Image classification · Sarcopenia detection · Ultrasound

1 Introduction

Multi-Frame (MF) input data mining applications require a significant amount
of computational resources. A MF instance can be considered as a package of
images arranged in time or space, such as videos or image slices extracted from
3D objects. One fast and light approach solution for solving such MF prob-
lems could be via the utilization of a CNN model applied only on one image
slice/frame per MF instance. Nevertheless, by such an approach it is obvious
that significant information from the initial MF instance is lost. Another com-
mon and efficient approach in terms of computation speed and accuracy lies on
utilizing a CNN, which takes as input every image frame via a Multi-Channel
(MC) input layer [19]. Nevertheless, when the initial dataset contains a large
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ratio of noisy instances, the incorporation of pre-processing noise filtering tech-
niques is considered essential [18].

In order to reduce the high dimensional input size of such applications and
create an efficient prediction framework in terms of accuracy, robustness, and
computation cost, the incorporation of dimensionality reductions algorithms be-
comes imperative. AutoEncoders (AE) constitute a popular dimensional reduc-
tion algorithm proved to filter out noise from an initial feature space; thus, create
more robust final feature representations [18].

In this work, we propose an AutoEncoder Convolutional Neural Network
framework (AE-CNN) for noisy MF input applications. More specifically, an Au-
toEncoder model will transform every input image frame into a new compressed
image representation. Then, a concatenation layer will create a new composite
image constituted by all the encoded image frames. As a result, the initial MF
input instance is transformed into a compressed 2D flattened image. Finally, this
flattened image is used as input into a common CNN prediction model. As a case
study scenario, we utilize MF Ultrasound images (image slices/frames extracted
from every patient via an ultrasound device) for Sarcopenia detection.

Ultrasound scanning for sarcopenia diagnosis is an emerging imaging tool
which recently has attracted a lot of interest [1, 2, 8, 10, 12, 17]. Compared to
traditional Computed Tomography (CT) scans and Magnetic Resonance Imag-
ing (MRI), which are considered the gold standards in the detection of low
muscle mass in sarcopenia, the low cost and the portability characteristic of ul-
trasound device are two of the greatest advantages of this diagnostic method.
Full-body Dual Energy X-ray Absorptiometry (DXA) is widely used for the diag-
nosis of sarcopenia. However, DXA machines are not portable, limiting their use
in the community, the measurements might be influenced by hydration status
and the full-body scan exposes the subject to ionizing radiation. Contrarywise,
ultrasound is a widely available, non-ionizing, low-cost and portable imaging
modality, which could allow the large-scale screening of the population. A com-
mon disadvantage of MRI, CT and DXA is the training requirements for the
staff, whereas the acquisition of ultra-sound images for muscle measurements
can be done by minimally qualified staff and eventually be augmented by com-
puter aided systems. Recently in [2], the authors developed a non-automatic
sarcopenia detection system with 4 degrees of freedom to scan the human thigh
with ultrasound probe and determine if he/she has sarcopenia by inspecting the
length of muscle thickness in the thigh by ultrasound image.

Nevertheless, in the literature there is a great lack of research works, which
actually managed to efficiently incorporate artificial intelligence methodologies,
in order to make the ultrasound diagnosis for sarcopenia fully automatic. This is
probably due to the fact that there is lack of medical data instances for efficiently
training a DL model (such over of 100 instances) and because such images have
a high proportion of noise comparing to CT scans, which is in general a more
powerful but with a high cost diagnostic tool.

The main contributions of this work are summarized as follows: First, we
managed to develop a fully automatic Ultrasound scanning detection system for
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sarcopenia detection based on DL algorithms. Second, we propose the idea of
combining an AutoEncoder and a CNN prediction model as a general tool for
removing noise from instances and compressing the huge dimensional size of the
initial MF input instances, without degrading the final prediction performance.
As a result, the proposed prediction model will be an efficient way for addressing
noisy MF applications which require also high computational resources.

The remainder of this paper is organized as follows: Section 2 describes
the proposed framework and Section 3 presents the utilized dataset. Section 4
presents our experimental results and Section 5 summarizes our conclusive re-
marks.

2 Proposed framework

A high-level description of the proposed framework is presented in Figure 1. For
every input case, the ultrasound device extracts high frequency spatial multi-
ple image frames. In order to build a fast and computationally efficient total
prediction framework, we subsampled the initial high frequency MF input and
created a lower frequency MF input composed by 9 frames per instance. It is
worth mentioning that a lower number of frames (1 and 4) was leading to per-
formance degradation while a higher number (16, 25, 36, . . . ) was leading to a
rapid increase in terms of computational costs.

More specifically, an AutoEncoder (AE) model is trained via the whole set of
single-frame images. When AE training procedure finishes, the proposed frame-
work is composed by three main phases as presented in Figure 1

In first phase, the trained AE model is applied on every instance’s frame (Fri)
(nine frames in total per input case) in order to compress useful information and
also remove the noise from each frame, creating H × W image representations
Fi (where H and W is the height and the width size of every image). In second
phase, the output images of the AE model are concatenated together via a
Concatenation Layer (CL) building a 2D Flattened Image (FI) 3H×3W . Finally,
in the third phase, the flattened images are utilized for training a common CNN
classification model.

Figure 2 presents three additional different approaches in which our proposed
model (AE-FI-CNN) will be compared with and are described in brief as follows:
By removing the AE from the AE-FI-CNN model, then the FI is created via the
raw unprocessed ultrasound frames. This means that the CNN model will be
trained with the raw FI (FI-CNN) as presented in Figure 2(a). Furthermore, by
removing the AE and CL and replacing them with a Multi-Channel (MC) layer
(MC-CNN), then the CNN model can be trained via the whole set of raw MF
instances at once (each channel will take as input each frame) as presented in
Figure 2(c). It is worth mentioning that the utilization of a MC-CNN model is
the main baseline approach for solving such MF applications [19]. Finally, by in-
terjecting the AE into the MC-CNN topology then the MC-CNN will be trained
via the AE’s pre-processed frames (AE-MC-CNN) as presented in Figure 2(b).
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Fig. 1. Main pipeline of proposed Multi-Frame AutoEncoder Convolutional Neural
Network model applied on the Ultrasound Sarcopenia detection problem.

2.1 AutoEncoders

AutoEncoders (AE) are unsupervised dimensionality reduction techniques con-
stituted by artificial neural networks able to create a compressed knowledge
representation of the original input. They can be used for reducing and com-
pressing the dimension size of an initial feature space removing also noise and
thus extracting and composing robust features [18].

More specifically, AE are composed by two main neural networks subcompo-
nents, called Encoder and Decoder. The Encoder component is responsible for
encoding an initial input feature space into a lower dimension one, while the De-
coder component is responsible for reconstructing the compressed feature space
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Fig. 2. Baseline approaches: (a) FI-CNN, (b) AE-MC-CNN and (c) MC-CNN multi-
frame frameworks

into the initial one. Finally, the Encoder’s output can be used as a robust and
compressed feature representation for feeding a new classification model.

Figure 3 presents the architecture of the utilized AE topology of the proposed
prediction framework. The Encoder component (left symmetric part of the whole
topology) is constituted by three batches of blocks. The first block is composed by
a 2D convolutional layer of 32 filters with 3×3 kernel size, a batch normalization
layer, a ReLU activation layer, and a 2D max pooling layer with 2 × 2 kernel
size. The second block is composed by a 2D convolutional layer of 8 filters with
3 × 3 kernel size, a batch normalization layer, a ReLU activation layer, and a
2D max pooling layer with 2 × 2 kernel size. The third block is composed by a
2D convolutional layer of 1 filter with 3 × 3 kernel size, a batch normalization
layer and a Sigmoid activation layer. In the Decoder (right symmetric part of
the topology), the main difference is that the max pooling layer is replaced by
a 2 × 2 upsampling layer.

We recall that the output of the Encoder is the compressed image representa-
tion Fi, which is used as input into the CNN classification model. The Decoder
was only utilized during the initial AE training procedure. During inference
mode, the Decoder is totally discarded since in our proposed framework we uti-
lized only the Encoder component, in order to compress the initial multi-frame
images and filter out the noise.
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Fig. 3. The utilized AutoEncoder’s architecture

2.2 Convolutional Neural Networks and Transfer Learning

Convolutional Neural Networks (CNNs) are a type of artificial neural networks
mainly constituted by convolutional layers which are responsible for extract-
ing and creating features from raw data matrices (such as images). They have
proved to be very efficient feature extractors achieving remarkable performance
especially in image classification problems [6, 9, 11].

Nowadays, the state of the art approach for solving automatic image recog-
nition tasks is mainly based on utilizing pre-trained CNNs models [16]. These
models can be used for inheriting their feature extraction knowledge into a small
neural network without the need of training a new CNN model from scratch.
This procedure is also known as Transfer Learning. Some widely used and ef-
ficient pre-trained CNN topologies are ResNet [5], Xception [4], and DenseNet
[7].

ResNet (also called Residual Network), is a pretrained CNN model composed
by residual blocks of 3× 3 and 1× 1 convolution filters and identity connections
which transfer their input directly to the end of each residual block. This type
of connections is well known for addressing the degradation problem, which is
mainly caused by exceedingly large network depths.

Xception is another pretrained CNN model, which relies solely on depth-wise
separable convolution layers. Xception architecture is based on the hypothesis
that the mapping of cross-channels and spatial correlations in the feature maps
of convolutional neural networks can been entirely decoupled [4].

DenseNet is a modified version of ResNet and is implemented by dense blocks
connecting each layer to every other layer in a feedforward way. This leads to
plenty of advantages such as parameter efficiency, feature reuse and implicit deep
supervision. DenseNets have proved to be superior comparing to most state-of-
the-art CNNs [7].

3 Dataset

The utilized dataset was taken from the Rehabilitation Department of Patras
University Hospital. It has exams for Sarcopenia detection based on multi-
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frame image slices taken for every patient/subject using the GE Logiq P9 ultra-
sound system equipped with the ML6-15 linear array transducer (GE Healthcare
GmbH, Freiburg, Germany). More specifically, the dataset is composed by 1100
cases, from various muscle groups, of which 17% were detected with sarcopenia.
The ultrasound images were acquired according to the protocol described by
Barotsis et al. [3].

4 Experimental results

In this section, we present our experimental results regarding the proposed
framework for sarcopenia detection based on ultrasound multi-frame image slices.
In order to provide a higher visibility of the utilized shortcuts in this work, we
summarized them in Table 1.

Model Acronyms

Auto Encoder AE
Flattened Image FI
Multi-Frame MF
Multi-Chanel MC
Concatenation Layer CL
Convolutional Neural Network CNN

Table 1. List of acronyms and abbreviations for the utilized prediction models

We utilized as CNN models a custom architecture, ResNet, Xception, and
Dense-Net. Table 2 presents our experimental results for every utilized model.
The Multi-Channel CNN (MC-CNN) models refer to the CNN models applied
on the raw multi-frame inputs, the AutoEncoder Multi-Channel CNN (AE-MC-
CNN) models refer to the CNN models applied on the transformed multi-frame
inputs via the AE model, the FI-CNN models refer to the CNN models applied
on the Flattened Images (FI), while finally the AE-FI-CNN (it is the proposed
prediction frame-work) refer to the CNN models applied on the transformed
flattened images via the AE model. Finally, Figures 4 and 5 present two examples
with the original image with dimension 1024×1024 and the corresponding output
of the encoder (encoded) with dimension 256 × 256.

The validation of our experimental simulations was based on the following
performance metrics: Accuracy (Acc), Area Under the Curve (AUC) Geometric
Mean (GM), F1-score (F1), Sensitivity (Sen), and Specificity (Spe) [15]. Addi-
tionally, we splitted the initial dataset into a 75% and 25% ratio for creating a
training and a test set respectively maintaining also the same balance ratio of
the corresponding classes.



8 E. Pintelas et al.

(a) Original (b) Encoded

Fig. 4. Example of the application of encoder (a) original image with dimension
1024x1024 and (b) encoded image with dimension 256x256

(a) Original (b) Encoded

Fig. 5. Example of the application of encoder (a) original image with dimension
1024x1024 and (b) encoded image with dimension 256x256
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Based on our experimental results, we are able to conclude that the proposed
AE-FI-CNN framework significantly outperforms every other approach for every
utilized CNN topology (Custom CNN, ResNet, Xception, and DenseNet). More
specifically, the AE-FI-DenseNet model managed to achieve the higher overall
performance.

It is also revealed that the incorporation of the AE model managed to drasti-
cally improve the overall performance of every CNN model for both approaches
(MC and FI) especially for the Sensitivity score. However, it leaded to a slight
performance degradation for the Specificity score. The Sensitivity score, for this
specific application case study scenario measures the accuracy for the sarcope-
nia cases. At this point, it is essential to mention that since this case study is
based on a medical application, the Sensitivity score is considered as the most
important metric; this is because it is vital for the patients that the model will
correctly classify the sarcopenia instances. On the other hand, the Specificity
score, for this specific application case study scenario measures the accuracy for
classifying correctly the healthy subjects, which is in general a much less signif-
icant matter. It is obvious that the misclassification of the healthy subjects is
not as vital as the misclassification of the sarcopenia ones.

Model Acc AUC GM F1 Sen Spe

MC-CUSTOM CNN 83.71% 0.662 33.24 0.185 0.109 0.987
FI-CUSTOM CNN 84.85% 0.739 33.47 0.196 0.109 1.000
AE-MC-CUSTOM CNN 46.75% 0.252 28.86 0.089 0.152 0.531
AE-FI-CUSTOM CNN 87.09% 0.675 67.04 0.545 0.457 0.955

MC-RESNET 80.04% 0.639 32.48 0.156 0.109 0.942
FI-RESNET 77.03% 0.667 56.98 0.354 0.370 0.853
AE-MC-RESNET 80.04% 0.766 73.64 0.518 0.620 0.835
AE-FI-RESNET 81.16% 0.816 74.23 0.532 0.630 0.848

MC-XCEPTION 75.67% 0.546 49.83 0.283 0.283 0.853
FI-XCEPTION 65.20% 0.490 51.99 0.266 0.370 0.710
AE-MC-XCEPTION 79.67% 0.682 45.28 0.267 0.217 0.915
AE-FI-XCEPTION 84.40% 0.784 71.24 0.543 0.543 0.906

MC-DENSENET 83.03% 0.709 43.99 0.281 0.196 0.960
FI-DENSENET 77.47% 0.655 44.61 0.247 0.217 0.888
AE-MC-DENSENET 84.14% 0.612 29.87 0.157 0.087 0.996
AE-FI-DENSENET 90.70% 0.802 76.72 0.684 0.587 0.973

Table 2. Performance results of utilized models

At this point, it is worth mentioning that the performance metrics AUC and
GM as well as the balance between Sen and Spe present the information provided
by a confusion matrix in compact form; hence, they constitute the proper metrics
to evaluate the ability of model of not overfitting the training data.
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5 Conclusions and future work

In this work, we proposed an AutoEncoder Convolutional Neural Network frame-
work (AE-CNN) for Sarcopenia detection based on multi-frame ultrasound image
slices. An AutoEncoder model was used for transforming every initial input im-
age frame into a new compressed image representation, filtering out the noise.
Next, a new composite flattened image was constructed via the concatenation
of every AE transformed image frame and finally it was fed into a CNN fi-
nal classification model. The experimental results revealed the efficiency of the
proposed framework since it managed to significantly outperform every other
approach for every utilized CNN architecture and thus establish it as a very
promising tool for automatically detecting Sarcopenia from Ultrasound scans.
Such technique might allow a fast and large-scale screening of the population for
the early detection in sarcopenia. Additionally, it might lead to a fast, easy and
user-independent method for the follow-up of patients suffering from sarcopenia
and the assessment of the efficacy of therapeutic interventions.

It is also revealed that the incorporation of the AE component for removing
the noise and compressing every image frame managed to drastically increase
the performance results of the final CNN model, comparing to the common
approach which utilize the image frames in their raw form. Finally, the proposed
FI construction from the multi-frame input instance led also to a performance
increase comparing to the MC approach [19] (feeding of every image frame into
a different CNNs input channel).

Nevertheless, one minor limitation of our approach is that the AE initial
training requires a significant amount of computational resources. However, from
our perspective, the main limitation is that the proposed framework is inherently
Black Box model meaning that no explanation and interpretation of the model’s
final prediction mechanism can be given. Explainability and Interpretability are
two exceedingly significant issues, especially in medical applications [13, 14].

In future work, we intent to include other information such as gender, age and
also incorporate ensemble learning philosophy, such as averaging and stacking
[20] into the proposed AutoEncoder CNN model in order to further improve
the performance results. Finally, we also aim to incorporate transfer learning
into an intrinsic interpretable machine learning model, such as a linear Logistic
Regression model, in order to provide a significant degree of explainability [13,
14] into the whole proposed framework.
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