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A two-step optimised BERT-based NLP
algorithm for extracting sentiment from financial

news

Rapheal Olaniyan, Daniel Stamate, and Ida Pu

Data Science & Soft Computing Lab, and
Computing Department, Goldsmiths, University of London

Abstract. Sentiment analysis involving the identification of sentiment
polarities from textual data is a very popular area of research. Many
research works that have explored and extracted sentiments from tex-
tual data such as financial news have been able to do so by employing
Bidirectional Encoder Representations from Transformers (BERT) based
algorithms in applications with high computational needs, and also by
manually labelling sample data with help from financial experts. We
propose an approach which makes possible the development of quality
Natural Language Processing (NLP) models without the need for high
computing power, or for inputs from financial experts on labelling fo-
cused dataset for NLP model development. Our approach introduces a
two-step optimised BERT-based NLP model for extracting sentiments
from financial news. Our work shows that with little effort that involves
manually labelling a small but relevant and focused sample data of finan-
cial news, one could achieve a high performing and accurate multi-class
NLP model on financial news.

Keywords: Sentiment analysis · Financial news · NLP · Transfer
learning · Classification · Two-step optimised BERT.

1 Introduction

The internet is full of online expressions which could be in the form of so-
cial blogs, financial news, or other kinds of textual expressions - thanks to the
advancement in computer systems. With this advancement comes the ease of
accessing, storing and processing large amounts of textual data. And now, sen-
timent analysis which helps to detect the element of feelings in textual data has
become popular due to its vast applicability in areas such as artificial intelli-
gence, stock market trading, politics, psychology, among others (Qie et al. [13],
Bechara [2] and Hatfield [3]). For example, the polarity of sentiment extracted
from textual data can be identified using sentiment analysis. This may be cat-
egorised as factual, positive reflecting a happy state of mind, negative referring
to sad mood, or neutral. In addition, one may also use sentiment analysis to
assess the degrees of polarised sentiments by scoring the different polarities of
sentiments.
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Sentiment analysis in the domain of finance, especially where the sentiments
obtained are used to improve the predictive power of stock market predictive
models, is of utmost importance. The predictive value of sentiments is highly
time-sensitive with respect to first mover advantage in the face of market im-
perfection (Vayanos and Wang [11]). That is, one would expect the prices of the
stock market to reflect all available information. As new information becomes
available, players in the market adjust their positions and this new information
becomes fully incorporated into the prices. There is a gap between these two
points of information arrival and the time when prices reflect the new informa-
tion. This short time window is termed as market imperfection (Vayanos and
Wang [11]). This aspect supports the rationale behind the time sensitivity of
the statistical significance of sentiment variables. Financial news could be the
source of new information, expressed as sentiment, which has proved to be use-
ful in enhancing stock market prediction with statistical and machine learning
approaches (Smales [20], Shiller [25], Olaniyan et al. [26], and Marechal et al.
[12]). Advanced NLP approaches are powerful tools that can be used to reliably
and effectively extract sentiment polarity information from financial news, and
we propose such a novel approach here based on adapting and extending the
BERT algorithm [16].

Worryingly, it appears difficult - or so it seems - applying supervised NLP
methods in this domain for two obvious reasons: 1) Developing NLP classification
models requires a significant amount of effort to correctly label a huge amount of
the training data to be used in the model training development. 2) The model to
develop depends on the domain-specific corpus for learning transfer as opposed
to any general corpora which are not well-suited for supervised tasks.

As a result of these concerns NLP transfer learning methods have become
a popular choice. They have been proven to be very promising and advanced
the state of the art across natural language tasks. Moreover, the foundation
of these models, the language model (LM) pre-training, is considered effective
as the initial step required when developing natural language models (Dai and
Le [4], Dolan and Brockett [28], Howard and Ruder [18], Baevski et al. [1]).
The rationale for this choice of models is that they learn contextualized text
representations by predicting words based on their contexts using very large
corpora, and can be fine-tuned to adapt to downstream tasks (Peters et al.
[21]). The challenge from the paucity of labelled data is avoided as the LM
does not depend on it - rather it predicts words from contexts based on the
semantic information it has learnt. And the fine-tuning of the NLP transfer
learning methods on labelled data uses the semantic information learnt to predict
labels. Here is where the problem lies: the fine-tuning of the NLP model on
reliable labelled downstream tasks.

Manually labelling data for fine-tuning is a difficult task. First, it requires
much time and effort. Second, the manually labelled data must be reliable and
representative. Table 1 presents the experimental results on Financial Phrase-
Bank [14] of 4845 financial news that were randomly selected from LexisNexis
database and annotated by 16 financial experts. Interestingly, all the partici-
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pants were able to agree on just 46% of the data’s sentiment polarities. This
clearly confirms the inherent challenge in manually labelling financial news data
and, as a result, fine-tuning of models would suffer as a consequence.

Table 1. This table was taken from Araci [8]. Distribtution of sentiment labels and
agreement levels in Financial PhraseBank

Agreement level Positive Negative Neutral Count

100% %25.2 %13.4 %61.4 2262
75%-99% %26.6 %9.8 %63.6 1191
66%-74% %36.7 %12.3 %50.9 765
50%-65% %31.1 %14.4 %54.5 627
All %28.1 %12.4 %59.4 4845

Our framework is therefore centred on developing a reliable high-performing
NLP model with no exposure to any of these aforementioned challenges.

The rest of this paper is structured as follows: Section 2 introduces our pro-
posed approach. Section 3 presents the basis of the NLP model that would be
used in this work. Section 4 provides information about the data sources, the
various datasets, and the methodology applied. Results from the use of the pri-
mary model are presented in Section 5. Section 6 details the rationales behind
the use of the secondary model that we propose, and presents some empirical
findings about why any NLP models with very high level of accuracy may per-
form poorly on real life data. Finally, section 7 provides the conclusion to our
work.

2 Proposed approach

Considering these challenges our research focus is centred on developing a reliable
NLP model for sentence polarity identification of financial news and we aim to
achieve this with very minimal effort. In fact, our proposed two-step optimised
BERT-based model overcomes these challenges. The main contributions of this
work are therefore highlighted below:

1. We propose a two-step approach that includes: (a) a primary model that
relies on the labelled data from the experiment results on Financial Phrase-
Bank and an optimised BERT-based NLP model called the Roberta NLP
introduced by Liu et al. [30], and (b) a secondary model that combines the
experimental results and a small data sample of financial news data that has
been manually labelled by us and validated with the primary model. This is
to ensure that the secondary model has been fine-tuned with focused data.

2. We evaluate the primary model, and compare it with other related works
in terms of their respective degrees of accuracy. The aim of this comparison
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is to see how the model fine-tuned with just the experimental results would
perform on the financial news data related to the constituents of the S&P
500 index. The data is obtained from Intrinio platform [15].

3. We evaluate the results of the secondary model and compare with the pri-
mary model with the aim of assessing if the results obtained from both
models are statistically different. Findings from the results would help us to
understand the relevance of the secondary model especially when it is trained
on focused data. In addition, we aim to assess the quality of our proposed
two-step BERT-based model that does not rely on high computing power
and on inputs from financial experts on manually labelling focused data for
fine-tuning.

We use the BERT model introduced by Devlin et al. [16] as the framework for
developing our proposed two-step optimised NLP model. As the name implies
the centre-piece of the BERT model is the transformer which was first published
by Vaswani et al. [6] and which is a great breakthrough in the world of language
modelling. The section that follows will detail the BERT-based NLP framework.

3 BERT NLP

The likes of convolutional neural networks (CNN) and Long-Short Term Memory
(LSTM) are useful language modelling but there are some constraints around
them. One of these constraints is their poor performance when it comes to pro-
cessing long sentences - the probability of learning the contextual relations be-
tween words when they are far away from each other diminishes linearly (Kalch-
brenner et al. [23]) or exponentially (Gehring et al. [17]) depending on the lan-
guage model used. Although some transduction models -models that convert
input sequence of elements into another output sequence - have been able to
overcome this challenge through the coupling of neural nets with an attention
learning mechanism that facilitates attention learning of specific words with the
notion that these words could be embedded with contextual relevance (Bah-
danau et al. [9], Kim et al. [29], Parikh et al. [5] ). Another common problem
with these transduction models is their inflexibility to parallel computation of
tasks or their inefficient flexibility to it. This is where the transformer plays the
leading role whereby it does not depend on any coupling of neural nets with at-
tention mechanism. It uses its inherent self-attention mechanism solely to draw
the contextual relations between input and output and it also allows for efficient
parallel computation of input and output (Devlin et al. [16]).

In the wake of the transformer many language model pre-trainings have
sprung up and results from research works support the fact that these models
are effective for enhancing NLP-related undertakings (Peters et al. [21], Howard
and Ruder [18]). These models are applicable in a broad range of tasks such as
named entity recognition (Li et al. [19]), sentiment analysis( Sun et al. [7]), text
summarisation (Miller [10]), among others.

Most of the pre-training-based models are unidirectional - from the left to
the right - in learning the general language representations. Devlin et al. [16]
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state that such architectural constraint limits the choice of architectures in the
first place and are sub-optimal for sentence-level tasks. In view of this BERT
is proposed for fine-tuning because of its uniquely bidirectional approach for
general language representations.

The optimised version of the pre-trained BERT model will be used in this
work as originally presented by Liu et al. [30] for developing the primary model.
This model will be the basis upon which our secondary model is developed.

4 Methodology

In the process of conducting sentiment analysis on financial news we source for
financial news data from Intrinio platform [15]. The data collected covers the
period September 2012 and July 2019 and this comprises 1.05 million records
- our interest is to extract multiclass sentiment polarities from this data. The
financial news data collected are related only to the constituents of the S &P 500
index. Our aim is to identify the sentiment polarities from this data by applying
our proposed NLP model. Extra care is required in ensuring that false positives
and false negatives are minimised. In doing this we propose a two-step optimised
BERT-based NLP model where the first step is to produce the primary model
that explores both the labelled data from the experimental results on Financial
PhraseBank and an optimised BERT-based NLP model. The level of accuracy of
the model would be examined to see if it qualifies enough to become our primary
model. More specifically, we employ the Roberta NLP model which is considered
the optimised version of the BERT model. We train the optimised BERT-based
NLP model with the experimental results on the financial PhraseBank dataset
which is the dataset used also in [24] and [8]. The dataset consists of 4,845
financial news that were randomly selected from the LexisNexis database. In the
process of manually labelling the financial news data 16 financial professionals
were asked to participate. 47% (2263 of the 4845) of the financial news had 100%
agreements from all the participants. This implies that some sentences were
assigned different labels by different participants. Clearly, this is a confirmation
that manual labelling is complex and challenging to correctly assign true labels
due to varyingly and subjectively contextual perspectives. It is also laborious to
manually label a high volume of sentences for developing training models.

In view of these issues we resolve to using only the financial news with 100%
agreement level from all the participants totalling 2263 sentences in training our
primary model. The summary of the selected sample data is presented in Table
2.

The second step in our approach is to develop the secondary model that ex-
plores combined datasets from two data sources: a) the same dataset used in the
primary model which is the experimental results from the Financial PhraseBank,
and b) a small sample dataset of 2,000 records from [15] that has been manually
labelled by us and also validated by the developed primary model. The aim is
to see if by including focused labelled data the secondary model will outperform
the primary model. Clearly, the primary model is a key and integral part of the
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Table 2. Experimental results on the Financial PhraseBank dataset containing the
2263 financial news with 100% agreement level labelled by the 16 financial professionals.

V alue Polarity Count
0 Neutral 1390
1 Positive 570
-1 Negative 303
Grand total 2263

secondary model. Attention would therefore be paid to the degree of accuracy
of the model with the assumption that a high degree would constitute its accep-
tance as a basis for developing the secondary model. Recall that 16 professionals
were involved in the experimental labelled results on the Financial PhraseBank.
One of the possible reasons for involving many financial professionals was to
ensure that the experimental results produced were reliable and of high quality
in the labelling task.

Understandably, going through at least the same level of effort of involving
many financial experts in the manual labelling is resource-consuming and time-
taking. As a result, we are proposing the two-step NLP approach that we consider
to be effective both in labelling and in model training. It is worth mentioning
that the manual labelling of sentences itself is challenging not just in regard to
the volume of sentences to label but also in correctly labelling sentences because
sometimes there seems to be a very thin line among the classes e.g. positive and
neutral for example.

Below are some examples:

1. InvestorPlace Stock Market News Stock Advice amp Trading Tips Apple
NASDAQ AAPL will be reporting its third quarter earnings on July. Apple
stock has performed well since the start of June posting a gain since June
but on July all bets are off.

2. Why Apple Stock May Be a Case of Near-Term Pain, Long-Term Gain
3. UPDATE -Ireland invests disputed Apple taxes in low-risk bonds
4. American CEO reiterates confidence in Max return by mid-August despite

unclear timetable from Boeing, FAA
5. UPDATE -Apple explores moving -% of production capacity from China -

Nikkei

Manually labelling over 1 million financial news would be very laborious and
we would expect a lot of disagreements in labelling some news among us, if we
were to perform this task: hence, the need to manually label a small sample and
use the trained model to validate the results of our labelled news. Where we
have disagreements in the results between our manual labelling and the trained
model, we review carefully in order to identify the true labels. We are more
interested in the false positives and negatives from the model’s results so that
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we could review the sentences that we consider to be wrongly labelled and add
the reviewed sentences to the training data and finally obtain the secondary
model. Eventually with help from the trained primary model, we have 2,000
labelled news - that have been randomly selected from [15] - to be added to the
original training data. Our secondary model is therefore trained by combining
the 2,000 labelled news that have been reviewed and the experimental results on
the financial PhraseBank. The trained secondary model is then applied to over
1 million financial news data in order to obtain sentence polarities which could
be positive, neutral or negative.

5 Primary NLP model

Before the BERT NLP model could be used it has to go through two key steps.
First, the BERT would have to be pre-trained like every other language model
so that they could learn the contextual relations between words. Pre-training
a model on a very large corpus is a very resource-consuming effort especially
with the amount of time and computing architecture capacity required. For
example, most of the BERT pre-training exercises were conducted on the Google
cloud([16], [31]) and Amazon cloud([8]) translating to the high dependence of
the pre-training stage on high computing machines. Devlin et al. [16] pre-trained
the model using the corpus that contained the combination of the BooksCorpus
(800M words) (Zhu et al. [31]) and English Wikipedia (2,500M words).

The second stage would require that the pre-trained model goes through
supervised learning where the training dataset contains texts and their respective
labels e.g. “The US stock market is bullish” is the text and the label is “positive”.
The results predicted using the trained BERT-based models have been promising
and this accounts for its popularity.

Araci [8] examined if by both pre-training(unsupervised learning) and train-
ing (supervised learning) the BERT on downstream tasks could improve further
the BERT model. In the process, the author pre-trained the BERT model on the
financial news data obtained from Reuters at first, and then trained the model
using the experimental results on the financial PhraseBank dataset which was
the same data used in [24]. Findings showed that such process could improve the
model performance by 15% in accuracy.

Liu et al. [30] revisited the work done by [16] and concluded that the pre-
trained BERT was not at its optimal level. They pre-trained the model all over
and finally obtained the optimised BERT model. In view of this development we
would be using the optimised BERT model to compare the results with the Araci
[8]’s. Findings from this work would help us to answer the following questions:

1. Is pre-training the BERT model with targeted downstream task necessary
as opposed to the huge corpus of BooksCorpus (800M words) and English
Wikipedia used to pre-train the BERT?

2. Is the downstream data used by [24] and [8] for the supervised model training
and evaluation representative enough of the financial news?
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Table 3. Most of the information in this table was taken from Araci [8] with reference
to Malo et al. [24], Krishnamoorthy [27] and Maia et al.[22] regarding the results using
LPS, HSC and FinSSLX respectively. The last row added by us represents the results
obtained from the optimised BERT-based model - this report was based on a 5-fold
cross-validation results.

Data with 100 % agreement
Model Loss Accuracy F1 Score
LSTM 0.57 0.81 0.74
LSTM with ELMo 0.50 0.84 0.77
ULMFit 0.20 0.93 0.91
LPS - 0.79 0.80
HSC - 0.83 0.86
FinSSLX - 0.91 0.88
FinBERT 0.13 0.97 0.95
ROBERTA 0.12 0.97 0.97

As shown in Table 3 the optimised BERT-based model appears to have
achieved the same level of accuracy as the FinBERT model. The optimised
BERT is only trained with the downstream tasks and the results show that
it performs as highly accurate as the FinBERT’s which was proposed by [8]. In
view of this it would be hard to conclude that pre-training the BERT model
with downstream tasks would improve the accuracy level of the BERT as [8] has
claimed.

The optimised BERT model performs well with a very high level of accuracy
when trained on the Financial PhraseBank dataset. Would this trained model
perform well on real life data? To answer the question, we apply the trained
primary model on a new financial news data in order to evaluate its reliability
when applied to real life situation. This task is addressed in the next section.

6 Secondary NLP model

We use the experimental results on the Financial PhraseBank data to train
the optimised BERT model and this achieves a high accuracy level of 97% as
presented in Table 3. In order to assess how representative the training data
is, we evaluate the predicted results obtained from the trained model (primary
model) on a new set of financial news obtained from [15]. If the results obtained
show at least 90% level of accuracy on the new data, we would conclude that the
training data is highly representative of the financial news and that the model
is reliable without the need for the proposed secondary model.

In this process we start by manually labelling 3000 financial news randomly
sourced from [15]. We understand the concern that we might not be 100% accu-
rate in the manual labelling; hence, the need to rely on the primary model for
the validation of the manual labels and the review and correction of the labels
that appear as false positives and false negatives.



Title Suppressed Due to Excessive Length 9

Table 4. This report represents the out-of-sample evalutation results from the primary
model when applied to new focused data.

Class Precision Recall F1-Score Support
-1 0.93 0.93 0.93 42
0 0.86 0.59 0.70 63
1 0.77 0.93 0.84 91

Table 5. This report represents the out-of-sample confusion matrix obtained from the
primary model when applied to new focused data. The confusion matrix leads to an
accuracy of 82%.

True Label

Label -1 0 1 Total
-1 39 1 2 42

Predicted Label 0 2 37 24 63
1 1 5 85 91

Total 42 43 111 196

The results from the model are presented in Tables 4 and 5. The results show
that when the trained primary model is applied to predict the sentiments from
a different sample data the level of accuracy drops significantly to 82%. On this
ground we conclude that the initial sample data - the experimental results on
the Financial PhraseBank dataset - is short of being considered as a representa-
tive of the financial news in general. Considering this we develop the secondary
model which is the second step of our proposed two-step optimised BERT-based
NLP model. The secondary model clearly shows improvement judging by the
performances presented in Tables 6 and 7, including an overall accuracy of 99%.
We should note that in repeated test experiments we obtained accuracies of at
least 97

Table 6. This report represents the out-of-sample evalutation results from the sec-
ondary model when applied to new focused data.

Class Precision Recall F1-Score Support
-1 0.98 1.0 0.99 42
0 1.0 1.0 1.0 63
1 1.0 0.99 0.99 91
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Table 7. This table represents the confusion matrix obtained from the secondary model
when applied to new focused data. The confusion matrix leads to an accuracy of 99%

True Label

Label -1 0 1 Total
-1 42 0 0 42

Predicted Label 0 0 63 0 63
1 1 0 90 91

Total 43 63 90 196

7 Discussion and conclusion

The use of BERT models in NLP modelling has gained huge popularity and we
have been able to demonstrate promising results from it. Many research works
have been developed using the BERT family. Some of them have attempted to
improve on the BERT-related work by proposing that pre-training the BERT
models on downstream tasks would provide improved results (Araci [8]). This
suggested approach is clearly laboriously resource-consuming in that one would
have to source for pre-training downstream tasks and that input from experts
would be required on manually labelling sample data for model fine-tuning.

We acknowledge how arduous manually labelling a high volume of financial
news data for training NLP models could be and the need to involve financial
professional experts in the labelling effort. In view of these challenges, we have
proposed a two-step optimised BERT-based approach which has the tendency of
minimising the impacts of not including these two requirements. That is, with
our proposed approach we would need to manually label just a small sample
of focused financial news data. And noting that our manually labelled training
data might contain some false labels our approach has therefore considered such
occurrence by searching for false labels (otherwise known as mismatches between
the results from the primary model and our manual labels) and correcting before
they are fed into the secondary model which is the second step of our proposed
model. This is done by establishing a primary model developed by first training
the optimised BERT model using the experimental results from the Financial
PhraseBank news data. The trained primary model is then applied to the small
sample of 3000 manually labelled news for validation. In doing so false matches
between the manual labelling and the results from the primary model are iden-
tified and reviewed. The manually labelled data - reviewed and true matches -
are then added to the initial training data resulting in a combined training data
which would then be used to re-train an optimised BERT model. This becomes
the trained secondary model. The rationale for these two steps is that the trained
primary model on its own is not sufficient due to the misrepresentation of the
initial training data as shown by its low accuracy level of 82%. But with the sec-
ondary model that has been developed with more focused data and little manual
input we are able to achieve a high accuracy of over 97%. This is achieved with
a minimal and manageable effort. Our paper can be further extended to explore
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the relationship between financial sentiments and the stock markets. This can
be achieved by using our model to extract the sentiment polarities from financial
news.
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