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Abstract. Keyphrase extraction is a fundamental task in information manage-

ment, which is often used as a preliminary step in various information retrieval 

and natural language processing tasks. The main contribution of this paper lies 

in providing a comparative assessment of prominent multilingual unsupervised 

keyphrase extraction methods that build on statistical (RAKE, YAKE), graph-

based (TextRank, SingleRank) and deep learning (KeyBERT) methods. For the 

experimentations reported in this paper, we employ well-known datasets de-

signed for keyphrase extraction from five different natural languages (English, 

French, Spanish, Portuguese and Polish). We use the F1 score and a partial 

match evaluation framework, aiming to investigate whether the number of 

terms of the documents and the language of each dataset affect the accuracy of 

the selected methods. Our experimental results reveal a set of insights about the 

suitability of the selected methods in texts of different sizes, as well as the per-

formance of these methods in datasets of different languages. 

Keywords: Natural Language Processing, Keyphrase Extraction, Unsupervised 

Learning, Deep Learning, Graph-based Models, Empirical Research. 

1 Introduction 

Keyphrase (or keyword) extraction (KE) is a fundamental task in information man-

agement systems; it has been defined as the process of extracting keyphrases from a 

document, i.e. a set of phrases consisting of one or more words that are considered to 

be meaningful and representative for a document (Hasan and Ng, 2010). Various 

Information Retrieval (IR) and Natural Language Processing (NLP) tasks - such as 

text classification, text categorization, text summarization and generation of recom-

mendations based on textual descriptions - greatly benefit from the use of KE meth-

ods (Wan and Xiao, 2008a). A variety of supervised and unsupervised KE methods 

have been proposed so far in the literature, with both categories demonstrating certain 

advantages and drawbacks. Supervised KE methods demonstrate higher F1 scores 

than their unsupervised counterparts, but fail to operate on large document collections 
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with no predefined keyphrases, mainly due to the sheer size of manual work needed 

by human annotators.  

In this paper, we focus on a selected set of prominent unsupervised KE methods. 

This selection takes into account recent literature reviews (Papagiannopoulou and 

Tsoumakas, 2020; Campos et al., 2020) and a promising deep learning method. These 

methods are classified into three categories, upon the approach they build on, namely 

statistical, graph-based, or deep learning. Statistical methods considered include TF-

IDF (Term Frequency - Inverse Document Frequency) (Hasan and Ng, 2010), RAKE 

(Rapid Automatic Keyword Extraction) (Rose et al. 2010), and YAKE (Yet Another 

Keyword Extractor) (Campos et al. 2020). Graph-based methods include TextRank 

(Mihalcea and Tarau, 2004) and SingleRank (Wan and Xiao, 2008b). Finally, the 

deep learning approach elaborated is KeyBERT (Grootendorst, 2020). 

We assess the selected KE methods through a partial match evaluation framework 

proposed by Rousseau and Vazirgiannis (2015), which calculates the partial F1 score 

for each document and the final mean F1 score for each dataset. For our experimenta-

tions, we use a set of datasets consisting of multiple documents of different length, 

from five natural languages, namely English, French, Spanish, Portuguese and Polish. 

The contribution of this paper lies in: (i) the assessment of prominent un-

supervised KE methods based on three different approaches; (ii) the assessment of the 

selected methods on datasets of different size of documents, topics, and language; (iii) 

the investigation of whether the language of each dataset affects the accuracy of the 

selected methods. The remainder of the paper is organized as follows: Section 2 de-

scribes the unsupervised KE methods assessed. Section 3 presents the proposed par-

tial match evaluation framework and the outcome of the comparative assessment of 

the selected methods. Concluding remarks and future work directions are outlined in 

Section 4. 

2 Related Work: Unsupervised Keyphrase Extraction 

According to Papagiannopoulou and Tsoumakas (2020), unsupervised KE methods 

follow a common three-step methodology. Firstly, they select the candidate lexical 

units by applying a set of heuristics, mostly to filter out unnecessary units from the 

input text. Secondly, they rank the aforementioned units by utilizing certain syntac-

tic/semantic relationships with other candidate units. Finally, keyphrases are extracted 

based on the ranked list of candidate words. This section describes the most promi-

nent KE methods that build on statistical, graph-based and deep learning methods. For 

all mathematical formulations given below, |x| denotes the number of elements found 

in a set x. 

2.1 Statistical Methods 

TF-IDF is one of the most common baseline methods in the literature. This method 

computes a TF-IDF score for each term of a document, based on its frequency in this 

document and the number of other documents that include it. It is: 
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  𝑇𝐹 − 𝐼𝐷𝐹𝑡 =  𝑇𝐹𝑡 × log (
|𝐷|

|𝑑 ∊ 𝐷 ∶ 𝑡 ∊ 𝑑 |
) (1) 

where TF-IDFt is the homonym score for term t, TFt is its term frequency, |D| the 

number of documents, and |d ∊ D: t ∊ d | the number of documents where t is includ-

ed. Due to the increased runtime in large datasets, since for each term every document 

in the collection must be traversed and iterated upon its terms, we have slightly al-

tered this method by employing the TfidfVectorizer class of scikit-learn; instead of 

|D|, we consider the total number of sentences in a document and the total number of 

sentences where t appears in.  

RAKE is a prominent statistics-based method (Rose et al. 2010), which uses a list 

of stopwords and a set of phrase / word delimiters that are used in a combined manner 

in order to divide the text into candidate keyphrases, while maintaining the sequence 

of terms as they occur in text. By using these candidate keyphrases, the method builds 

a term co-occurrence matrix, which is used to calculate the significance of keyphrase 

as the sum of three metric scores, namely keyphrase frequency, keyphrase degree (the 

number of other candidate keyphrases that appear alongside the considered 

keyphrase), and ratio of degree to frequency.  

A third method of this category is YAKE (Campos et al., 2020), which apart from 

term frequency utilizes new statistical metrics that consider context and terms spread 

throughout the document. YAKE first splits the text into individual terms and then 

calculates a score S(t) for each individual term t. This score relies on five metrics: 

Tcase (casing aspect of a term, which considers uppercase terms and terms with their 

first letter capitalized, excluding those at the beginning of a sentence, to be more sig-

nificant than others), Tpos (the positional of a term, which favors words found near the 

start of the document), TFnorm (term frequency normalization), Trel (term relatedness to 

context, which computes the number of different terms that occur on the left and right 

side of the term), and Tdifsent (which measures how often a term appears in different 

sentences). S(t) is computed using the formula: 

 𝑆(𝑡) =  
𝑇𝑟𝑒𝑙 ∗ 𝑇𝑝𝑜𝑠  

𝑇𝑐𝑎𝑠𝑒 + 
𝑇𝐹𝑛𝑜𝑟𝑚

𝑇𝑟𝑒𝑙
 + 

𝑇𝑑𝑖𝑓𝑠𝑒𝑛𝑡

𝑇𝑟𝑒𝑙
 
 (2) 

As soon as this equation is calculated for each term, a sequence of 1, 2 … n-gram 

candidate keyphrases is produced by utilizing a sliding window of n-grams. For each 

candidate keyphrase (ck), a score S(ck) is calculated. It is noted that for smaller values 

of S(ck), the quality of the ck is increased. 

 𝑆(𝑐𝑘) =  
∏ 𝑆(𝑡) 𝑡 ∊ 𝑐𝑘

𝑇𝐹(𝑐𝑘) ∗ (1 + ∑ 𝑆(𝑡 𝑡 ∊ 𝑐𝑘 ))
 (3) 

2.2 Graph-based methods 

Graph-based unsupervised KE methods represent a document as a graph, where can-

didate keyphrases are represented as nodes and the connections between them as edg-

es. After the construction of the document graph, these methods rely on graph 
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measures that consider various graph structural properties to rank the candidate 

phrases and select the top-N among them.  

TextRank (Mihalcea and Tarau, 2004) is one of the most well-known KE methods. 

It starts by assigning part-of-speech (POS) tags for each term in the text, then the 

nouns and adjectives are selected for the candidate list. Each candidate keyphrase is 

added to the graph as a node. Edges are added between terms that are present in a 

sliding window of N terms. In the case of undirected and unweighted edges, the Tex-

tRank score (𝑆(𝑣𝑖)) for each node (𝑣𝑖) is described by the following recursive formu-

la: 

 𝑆(𝑣𝑖) = (1 –  𝑑) +  𝑑 ×  ∑
1

|𝛤(𝑣𝑗)|𝑣𝑗 ∊ 𝛤(𝑣𝑖)  𝑆(𝑣𝑗)   (4) 

where 𝑑 is the damping factor, set to 0.85 as proposed in (Hasan and Ng, 2010) and 

𝛤(𝑣𝑗) denotes the set of neighboring nodes of 𝑣𝑗 . When Equation (4) converges, the 

nodes are sorted in descending order by their calculated scores.  

SingleRank (Wan and Xiao, 2008b) is similar to TextRank, with three key differ-

ences (Hasan and Ng, 2010). Firstly, TextRank supports weighted graphs with a 

slightly different formula than the one stated above (each weighted edge has the same 

pre-defined weight); on the contrary, in SingleRank each edge has a weight equal to 

the number of times the connected terms co-occurred in the same sliding window. 

Secondly, while in TextRank only the highest ranking terms are considered in the 

candidate keyphrase forming process, low ranked terms can also participate in Sin-

gleRank. This causes candidate keyphrases to not be ranked up by individual terms, 

rather by the sum of all terms forming a keyphrase. The resulting score is then used in 

descending order to obtain the top-N highest scored candidate keyphrases. Thirdly, 

SingleRank employs a larger window size (usually 10), instead of smaller window 

sizes used by TextRank (with 2 as minimum). The mathematical formulation of the 

SingleRank weighted score (𝑊𝑆(𝑣𝑖)) is nearly identical to the weighted version of 

TextRank, the major difference being that the weight of an edge between two 

nodes 𝑣𝑖 and 𝑣𝑗 is replaced by the number of co-occurrences (𝑐𝑖𝑗) between these 

nodes.   

 𝑊𝑆(𝑣𝑖) =  (1 –  𝑑) +  𝑑 𝑥 ∑
𝑐𝑖𝑗

∑ 𝑐𝑗𝑘𝑣𝑘 ∊ 𝛤(𝑣𝑗) 
𝑣𝑗 ∊ 𝛤(𝑣𝑖)  𝑊𝑆(𝑣𝑗)   (5) 

2.3 Deep Learning Methods 

Recent advances in deep learning enabled researchers to augment classical KE meth-

ods, which utilize only graph and statistical measures, by employing word embed-

dings as a means to capture the semantic relationships between terms in the text, and 

thus improve the quality of the extracted keyphrases. 

KeyBERT (Grootendorst, 2020) relies on BERT-based pre-trained models of word 

embeddings to augment the quality of the extracted keyphrases. BERT, which stands 

for Bidirectional Encoder Representations from Transformers, is the original model 

developed by Google researchers (Devlin et al. 2019). It was made to improve state-
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of-the-art NLP tasks. In the scope of this paper, we utilize a similar multilingual pre-

trained model for unsupervised KE, as described below. 

Firstly, for each document the model creates a list of candidate keyphrases, by us-

ing the CountVectorizer class of scikit-learn. This class implements a simple bag-

of-words implementation, which measures the frequency of these keyphrases. 

Secondly, a document embedding vector based on the words of the document and 

an embedding vector for each candidate keyphrase are produced. These embeddings 

are produced by utilizing the sentence-transformer package, introduced in (Reimers 

and Gurevych, 2019), which is built by using the popular pytorch deep learning py-

thon library (pytorch.org). The aforementioned package comes with many pre-

trained BERT-based models; in this paper, we opt for the pretrained model called 

distiluse-base-multilingual-cased-v2, which is based on Distilbert (Sanh et al. 

2019). Distilbert is a multilingual knowledge distilled model made after the original 

multilingual Universal Sentence Encoder (MUSE) (Yang et al. 2020). While the orig-

inal MUSE model supports only 16 languages, this distilled model supports more than 

50 languages. 

Thirdly, after the production of the required embedding vectors, for each candidate 

keyphrase, a pairwise cosine similarity score is calculated between the former and the 

embedding vector of the document. Afterwards the keyphrases are sorted based on 

their similarity score, in descending order, as a way of ranking them. The basic idea is 

that keyphrases, which have a vector representation highly similar to the one of the 

document, are the most representative of the document. In contrast with other meth-

ods, KeyBERT includes an extra diversification step of the results. This diversifica-

tion step of the results is applied using either the Maximal Marginal Relevance or 

Max Sum Similarity measure. Both of these measures require certain parameters to 

balance out the number of similar keyphrases without reducing the overall accuracy 

of the model. 

Maximal Marginal Relevance. As mentioned in the previous section, to remedy the 

shortcomings of highly similar results, a diversification step is applied using the Max-

imal Marginal Relevance (MMR) measure described in (Bennani-Smires et al., 2018). 

This measure, which is also leveraged by KeyBERT, is: 

MMR =  𝑎𝑟𝑔𝑚𝑎𝑥𝐶𝑖 ∊ 𝐶\𝐾 [𝜆 ∗  𝑐𝑜�̃�𝑠𝑖𝑚(𝐶𝑖 , 𝑑𝑜𝑐)

− (1 − 𝜆) 𝑚𝑎𝑥𝐶𝑗 ∊ 𝐾 𝑐𝑜�̃�𝑠𝑖𝑚(𝐶𝑖 , 𝐶𝑗)] (6)  

  

where 𝐶 is the set of candidate phrases, 𝐾 is the set of extracted keyphrases, 𝑑𝑜𝑐 is the 

document embedding vector, 𝐶𝑖, 𝐶𝑗 are the embedding vectors of candidate keyphrases 

i, j respectively, 𝑐𝑜�̃�𝑠𝑖𝑚 the normalized cosine similarity function, applied between two 

vectors, and 𝜆 is a parameter that controls the relevance and the diversity of the candi-

date keyphrases. A value of 𝜆 = 0.5, ensures balance among them. Grootendorst 

(2020), suggests a value of 𝜆 = 0.7 to ensure more diversification in the final list of 

extracted keywords.  
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Max Sum Similarity. The second measure for applying diversification to the candi-

date keyphrases is Max Sum Similarity (Grootendorst, 2020). This measure selects 

similar keyphrases to the document, which when considered in pairs are mostly dissim-

ilar to one another. This measure gains its name from the summing of the vector cosine 

similarities for each pair of terms found in every pair of candidate phrases. The most 

dissimilar pairs with the maximum sum of distance between their vector representa-

tions are considered. To control the number of dissimilar pairs found in the final list of 

extracted keywords, the author uses a parameter for his method called nr_candidates, 

which selects the number of unique candidate phrases. 

3 Experiments 

For the implementation and evaluation of the selected KE methods, we used the Py-

thon programming language. The full code, datasets, and evaluation results of our 

experiments are freely available at https://github.com/NC0DER/KeyphraseExtraction. 

3.1 Datasets 

To test how well multilingual unsupervised KE methods work, we chose five datasets 

from five different natural languages, which can be found online at 

https://github.com/NC0DER/KeyphraseExtraction/tree/main/Datasets. Specifically: 

• For English, we opted for the validation subset (500 documents) out of the entire 

Hulth dataset (Hulth 2003), which contains 2000 abstracts of computer science pa-

pers. Specifically, we used the uncontrolled keyphrases, since they appear more of-

ten in the text. 

• For French, we opted for WikiNews (Bougouin et al. 2013), which contains 100 

documents from French news articles published from May to December 2012. 

• For Portuguese, we opted for 110-PT-BN-KP (Marujo et al. 2012), which contains 

110 transcripted text documents from 8 broadcast news programs talking about 

various subjects such as politics, sports, finance and other. 

• For Polish, we opted for pak2018 (Campos et al. 2020) which contains 50 abstracts 

from scientific articles. 

• For Spanish, we opted for a small subset of Cacic and Wicc (Aquino and Lanzarini, 

2015) datasets. Wicc is composed of 1640 computer science scientific articles pub-

lished between 1999 and 2012, while Cacic contains 888 scientific papers between 

2005 and 2013. When we manually inspected all those datasets, we noticed that 

both Cacic and Wicc had a low number of keyphrases found as-is in the text; for 

this reason, we selected a small subset out of both datasets (57 and 78 documents, 

respectively); these documents were selected because their associated keyphrase 

files had at least one keyphrase present in each document. 
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3.2 Experimental Setup 

For our experiments, we start by calculating TfidifVectorizer (see Section 2.1). For 

the other two statistical methods, we employ a popular implementation of RAKE 

(https://github.com/fabianvf/python-rake) and the official implementation of YAKE 

(https://github.com/LIAAD/yake). For graph-based methods, we use the implementations 

of TextRank and SingleRank available at https://github.com/DerwenAI/pytextrank and 

https://github.com/boudinfl/pke (Boudin, 2016). For the deep learning method, we use 

the official implementation of KeyBERT (Grootendorst, 2020) available at 

https://github.com/MaartenGr/KeyBERT. 

Regarding their parametric setup, all methods are set to produce n-grams of size 

ranging from 1 to 3. For each method, the top-10 keyphrases are extracted and then 

compared with the manually assigned keyphrases, as analytically described in Section 

3.3. A list of parameters, which are set for each KE method, can be seen below: 

Table 1. Parameter configurations for each of the unsupervised KE methods. 

Method Parameters Approach 

TfidfVectorizer 
ngram_range = (1, 3), 

top_n = 10 
Statistical 

RAKE top_n = 10 Statistical 

YAKE (seqm) 

n = 3, top_n = 10,  

dedupLim = 0.9, 

dedupFunc = 'seqm',  

windowsSize = 1 

Statistical 

TextRank top_n = 10 Graph-based 

SingleRank top_n = 10 Graph-based 

KeyBERT (mmr) 

ngram_range = (1, 3), 

top_n = 10, 

method = 'mmr',  

diversity = 0.7 

Deep Learning 

 

KeyBERT (maxsum) 

ngram_range = (1, 3), 

top_n = 10, 

method = 'maxsum',  

diversity = 0.7 

Deep Learning 

 

On a sidenote, the parameters (method, diversity) of KeyBERT refer to the di-

versification measures explained in Section 2.3. YAKE uses the term deduplication 

function (dedupFunc) for its diversification measure. In their work, Campos et al. 

(2020) consider various such functions, with the best being the sequence matcher 

(seqm), after extensive evaluation. For both methods, we use the recommended pa-

rameters of their respective authors for optimal use. 

3.3 Evaluation 

To evaluate the selected methods, we adopt the partial match framework pro-posed by 

Rousseau and Vazirgiannis (2015). The rationale behind this framework is that while 
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KE methods often form the correct keyphrase, when tested under exact matching the 

tests often yield low results. According to this framework, the following metrics are 

defined: 

 Partial Precision =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑘𝑒𝑦𝑝ℎ𝑟𝑎𝑠𝑒𝑠 

𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑒𝑑 𝑘𝑒𝑦𝑝ℎ𝑟𝑎𝑠𝑒𝑠
 (7) 

 Partial Recall =  
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑒𝑑 𝑘𝑒𝑦𝑝ℎ𝑟𝑎𝑠𝑒𝑠 

𝑡𝑜𝑡𝑎𝑙 𝑎𝑚𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑘𝑒𝑦𝑝ℎ𝑟𝑎𝑠𝑒𝑠
 (8) 

We also note that the partial F1 score (pF1), which is the harmonic mean be-tween 

the partial precision and recall, is defined as: 

 pF1 =  
2 ∗ 𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑃𝑎𝑟𝑡𝑖𝑎𝑙 𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

The number of partially matched keyphrases corresponds to the number of extracted 

keyphrases that partially match with those assigned by human authors. The total num-

ber of extracted keyphrases is equal to the number of top-N extracted keyphrases, 

which is set to 10 in our experiments. The total number of assigned keyphrases corre-

spond to the number of keyphrases manually assigned by human annotators of the 

specific dataset. 

Table 2. Statistics of each dataset; Words per Document (W/D), Text Category based on W/D 

(Mean) and Number of Documents. 

Dataset 
W/D 

(Mean) 

W/D  

(Max) 

W/D  

(Min) 

Text  

Category 

Number of 

Documents 

Cacic (57) 3894 6301 1713 
Long  

(Full texts) 
57 

Wicc (78) 1863 4347 10 
Long  

(Full texts) 
78 

110-PT-BN-

KP (110) 
301 955 13 

Medium 

(News  

Articles) 

110 

WikiNews 

(100) 
282 1026 126 

Medium 

(News  

Articles) 

100 

Hulth  

Validation 

(500) 

119 285 16 
Short  

(Abstracts) 
500 

pak2018 

(50) 
97 170 55 

Short  

(Abstracts) 
50 

 

Before we compare the keyphrases between the human annotators and those extracted 

from the KE methods, we lowercase all keyphrases, remove punctuation marks and 

apply stemming. For stemming, we use the Snowball Stemmer found in the NLTK 

toolkit (https://www.nltk.org/), due to its ability to stem texts from different languages, 

such as English, French, Spanish, Portuguese and others. Since this stemmer does not 

support the Polish language, we use the pystempel stemmer for the Polish dataset 
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(https://pypi.org/project/pystempel/). The parameter configurations are summarized in 

Table 1. Statistics of each dataset are presented in Table 2, while the experimental 

results are shown in Table 3. The code of all experimentations reported in this paper 

can be found on the following GitHub repository: 

https://github.com/NC0DER/KeyphraseExtraction. 

Table 3. Partial F1 score at 10 extracted keywords (pF1@10), per KE method, for each diversi-

fication measure. Bold font indicates the best combination of method (and measure if it uses 

any) in brackets. 

Dataset 

(pF1@10) 

TfidfVec-

torizer 
Rake 

Yake 

(Seqm) 

KeyBERT 

(MMR) 

KeyBERT 

(MaxSum) 

Text-

Rank 

Single-

Rank 

Cacic (57) 0.077 0.212 0.213 0.206 0.316 0.244 0.266 

Wicc (78) 0.043 0.201 0.231 0.233 0.270 0.256 0.266 

110-PT-

BN-KP 

(110) 

0.187 0.252 0.333 0.248 0.380 0.297 0.336 

WikiNews 

(100) 
0.242 0.387 0.578 0.373 0.567 0.490 0.522 

Hulth 

Validation 

(500) 

0.378 0.593 0.541 0.493 0.580 0.618 0.629 

pak2018 

(50) 
0.085 0.177 0.173 0.158 0.159 0.202 0.205 

 

As shown in Table 3, KeyBERT achieves the highest F1 score for the Spanish (Cacic, 

Wicc) and Portuguese (110-PT-BN-KP) datasets. For the English (Hulth Validation) and 

Polish (pak2018) datasets, the graph-based methods achieve the best results. For the 

French (WikiNews) dataset, YAKE has the best performance. YAKE also achieves the 

best results among all statistical methods. It is also noted that, throughout all datasets, 

SingleRank outperforms TextRank. 

Moreover, our experimentations indicate that the best method for long texts is 

KeyBERT (MaxSum) and for short texts is SingleRank. We also conclude that Sin-

gleRank is able to model the correlations between the words more accurately than 

other methods for short texts. However, in long texts, significant keyphrases that do 

not appear as often as others are not extracted. This is due to the fact that graph-based 

methods rely on co-occurrence of terms, thus a suboptimal ranking of non-frequent 

keyphrases is produced. Furthermore, we conclude that KeyBERT increases the quali-

ty of extracted keyphrases on long texts for two reasons: (i) it utilizes word embed-

dings, which are able to capture contextual similarity between terms; (ii) it employs a 

selected diversification method, which leads to a richer set of keyphrases.  

Finally, we observe that the language of a dataset does not affect the accuracy of 

any of the selected methods. As seen in Tables 2 and 3, for datasets belonging to the 

same text category, even for different natural languages, the selected methods are 

ranked similarly. 
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4 Conclusions 

We have comparatively assessed a set of unsupervised multilingual KE methods 

across different datasets. Our experimental results reveal that the deep learning meth-

od (KeyBERT) employed is more suitable for long sized texts, whereas the graph-

based methods are more suitable for short sized texts. A known technical limitation of 

KeyBERT is that it does not work for extremely short texts, i.e. texts with less than  

2 * top-N unique terms. 

A limitation of this work is certainly the limited number of employed datasets. Ad-

ditional datasets will be considered in future work, aiming to further validate the out-

comes of this paper. Future work directions also include: (i) the use of larger pre-

trained BERT models, aiming to improve the contextual similarity between terms; (ii) 

the fine-tuning of these models for domain-specific applications; (iii) the comparative 

evaluation of additional unsupervised deep learning KE methods, including  

EmbedRank (Bennani-Smires et al., 2018), Key2Vec (Mahata et al., 2018) and Refer-

ence Vector Algorithm (Papagiannopoulou and Tsoumakas, 2018).  
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