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Abstract. Biomedical Named Entity Recognition is a difficult task,
aimed to identify all named entities in medical literature. The impor-
tance of the task becomes apparent as these entities are used to identify
key features, enable better search results and can accelerate the process
of reviewing related evidence to a medical case. This practice is known as
Evidence-Based Medicine (EBM) and is globally used by medical prac-
titioners who do not have the time to read all the latest developments
in their respective fields. In this paper we propose a methodology which
achieves state-of-the-art results in a plethora of Biomedical Named En-
tity Recognition datasets, with a lightweight approach that requires min-
imal training. Our model is end-to-end and capable of efficiently model-
ing significantly longer sequences than previous models, benefiting from
inter-sentence dependencies.

Keywords: Natural Language Processing - Deep Learning - Biomedical
Named Entity Recognition - Evidence Based Medicine.

1 Introduction

Named Entity Recognition (NER) refers to the Natural Language Processing
(NLP) task of identifying all the Named Entities in a span of text. It can be
used as an Information Extraction (IE) tool, to identify important entities in
texts, but also finds uses in many downstream tasks such as question answering,
summarization, information retrieval and knowledge graph construction [20].
When the source information is from documents in the clinical domain, this task
is separately identified as Biomedical Named Entity Recognition (BioNER) and
the focal point is to identify entities of interest in that domain.

The entities that are recognized by BioNER systems are focused on either
Disease, Chemicals, Genes, Molecules of Cells and Drugs, or a combination of
the above. As a result, BioNER’s domain of application extends that of classic
NER systems to domain specific tasks such as, adverse drug event extraction
[10], drug-drug interactions [35] and protein-protein interactions [27].

Daily, a staggering number of new research is published in the plethora of
biomedical fields, with the number of articles of interest to a medical practitioner
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increasing exponentially. Evidence-Based Medicine (EBM) is the practice with
which medical practitioners identify all the relevant previous research, usually
in the form of Clinical Trials (CTs) or Randomized Control Trials (RCTs), to
create informed treatment plans. The most dominant method to achieve this is
through the PICO Framework, named after its elements Population, Interven-
tion, Comparator and Outcome [21].

A combination of advancements in both Deep Learning (DL) and Natural
Language Processing (NLP) techniques has contributed significantly in the in-
creased performance of modern BioNER systems [11/5/33]. In comparison to
general purpose Named Entity Recognition (NER), BioNER systems suffer in
performance due to the high variance and complexity of terms found in medical
literature [3]. This complexity is worsened in the case of EBM, in which a term,
e.g. "high blood sugar”, can be identified in multiple classes, i.e. Population or
Outcome in this case, depending on the context of the study.

Current state-of-the-art approaches across all entity domains, attempt to
identify the entities described in a sequence, in a sentence by sentence man-
ner. With such an approach, inter-sentence dependencies are never considered.
Consequently, in cases such as EBM, in which entities can change their class
depending on the document’s context, considering such dependencies can be
the determining factor between for example identifying “high blood sugar” as a
Population rather than an Outcome or vice-versa.

In this work, we propose a state-of-the-art, transformer based, BioNER model.
Our approach is based on Transformers, requires minimal training as it makes
use of transfer learning techniques and can effectively model significantly longer
sequences than traditional models. Effectively, we are able to model abstracts in-
stead of sentences in one pass, utilizing long term dependencies during both train-
ing and inference. We evaluate our model in both Disease, Chemicals, Molecules
of Cells (cell lines, genes and proteins) and EBM data, where we showcase an
overall performance increase compared to the previous state-of-the-art.

2 Related Work

Biomedical Named Entity Recognition has been of significant research inter-
est due to its distinctive applications in a plethora of scientific fields [20]. For
that reason, there is an abundance of research works and datasets that refer to
different field of bio-medicine [I2]. Two major categories of interest have been
identified in BioNER, for the task of Named Entity Recognition, identifying a
specific entity type [115], and identifying all specified entity types using multiple
datasets [13133].

The first category is more limited in scope, with their contributions mainly
focused on architectural changes that improve the performance when identifying
a specific entity category. A significant number of research has been completed
in such models [12], with the most recent models attempting to tackle the dis-
tinct issue in BioNER of longer entity sequences. In [I1]], they propose a model
architecture to create a combination of unary and pairwise hidden states to
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increase the models expressiveness over longer entity sequences. A different ap-
proach introduces a combinatorial embedding [5], making use of two character
level architectures and a word level architecture to create token representations.
The expressiveness of Recurrent Neural Networks (RNNs), and more specifically
Bidirectional Long Short-term Memory (BiLSTM) networks for the main model
architecture has been the key component to both studies.

The focus of the second category has been on developing a more general
BioNER system which is not bound to one entity type. Due to the plurality of
entities and their different scopes, these entities are only identified to their high-
est level, i.e. Disease, Drugs, Chemical Compounds. In order to effective identify
all entities, an ensemble of entity specific models based on BiLSTMs is intro-
duced in [32]. The model is later extended with the use of Flair embeddings [33],
to further increase its performance. Levering the pre-trained BioBERT model
to extract more informed word representations, a multi-task learning approach
is introduced in [I3], with entity specific layers to handle multiple entity predic-
tions. A significant flaw to such approaches is that while the test set is a union
of the respective single entity dataset test sets, each sequence still only identifies
one entity, making it easier for the respective models to build dependencies.

Evidence-Based Medicine approaches, much like the second category attempt
to identify more than one entity type in each sequence. However, instead of
generic bio-medicine terms, the entities are identified using the PICO Frame-
work, and as such approached with a variety of ways. The best performing NER
EBM system [26], is introducing a deep BiLSTM-based model with residual
connections to model the intersequence dependencies. The current state-of-the-
art model [25] is solving EBM as a Question-Answering task, using the whole
documents as context to extract the PICO entities.

3 LongSeq: Our proposed approach

LongSeq is an end-to-end Transformer-based model that enables the effective
modeling of longer sequences in each step, resulting in better overall performance.
In comparison to traditional RNN based approaches, LongSeq does not suffer
from vanishing gradient when modeling very long sequences [23], due to the
Transformer-based architecture.

Furthermore, our approach is faster to train overall, requiring both less time
per iteration as well as less training epochs than traditional approaches. This is
achieved with a combination of a pre-trained language model for word represen-
tations as well as computationally efficient transformer architectures that can
model such long sequences. As a result, it can model dependencies past the sen-
tence scope of previous approaches, which can be efficiently used by Conditional
Random Fields (CRF) during prediction [18].

3.1 Our model

Our proposed model, is an end-to-end Transformer-based model consisting of a
pre-trained BERT model to create contextualized word representations, stacked
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Fig. 1. LongSeq model architecture

Transformer encoders and a CRF layer to handle predictions. Fig. [1] illustrates
the architecture of LongSeq.

Our model takes as input a sequence of tokens W = (wy,...,w;), where 1
is the max number of tokens in each input. This sequence is transformed into
an embeddings sequence X = (z1,...,z,) after being passed through a BERT
model, such that z; € R"*48ERT where n is the number of vectors in the final
sequence after preprocessing and padding and dggrr is the BERT embeddings
size. Each vector in X is forwarded through N stacked Transformer encoder
layers, each with h number of attention heads, in order to create better repre-
sentations of the input sequence. The resulting vector is of size X € R™*dene,
with dg,. being the encoder’s hidden size, which will be passed through a pro-
jection layer for dimensionality reduction to X € R™*?rrei  followed by a CRF
layer that handles predictions. The CRF uses the Viterbi algorithm to efficiently
predict the most likely sequence of labels [18].

3.2 Transformer Encoders

LongSeq is modularly designed to use a number of different Transformer archi-
tectures. In our approach, we experiment with four different Transformer encoder
architectures designed for computational efficiency via changes to their attention
mechanisms.

A Transformer can represent both an Encoder and a Decoder layer, with some
architectural differences. However, in our approach we are only interested in the
Encoder component. Each Transformer encoder has two sub-layers blocks, each
wrapped with a normalization layer and a residual connection around them. The
first block consists of a multi-headed self attention mechanism and the second
consists of a position-wise fully connected feed-forward layer. Each layer takes
as input a vector X € R"X%ene where n is the sequence length and the dg,. is
the model specific hidden size, and outputs a similar sized vector. Formalized,
the Transformer encoder can be expressed as:

E 4 = LayerNorm(MultiHeadSelfAttention(X)) + X (1)
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Fig. 2. Transformer Encoder layer [29]

Ep = LayerNorm(PositionFFN(FE4)) + Ea (2)

where X is the input vector and E'g will become the input (X) in the follow-
ing Transformer layer. Detailed architectural information are provided in [29].
However, the Multi-headed self attention mechanism proposed in [29] is ineffi-
cient, leading to quadratic computational complexity — O(n?). This is attributed
to the dense operation in each attention head in which each element in the se-
quence learns to gather from the other tokens in the sequence. As a result, the
bigger the input sequence, the more computationally demanding is the model.
In our model, except from Vanilla Transformers, we consider three alternative
Transformer architectures, which change the attention mechanism to introduce
different forms of sparsity in order to reduce the computational complexity.
Reformer [15] is based on locality sensitive hashing (LSH). Consequently, the
query-keys are hashed into buckets using a random projection. The intuition
behind the LSH is that nearby vectors should maintain similar hash, and hence
require less computations leading to a computational complexity of O(n log(n)).
In a different approach, Longformer [2] introduces a combination of local sliding
windowed attention and task-specific global attention. The introduced sparsity
in the attention mechanism lowers the original quadratic computation complex-
ity to O(n x w)), where w is the window size. The last architecture we experi-
mented with, is Linformer [30], which uses a low rank projection technique on
the length dimension to project the dimensional keys and values in the Query,
Key, Value attention scheme to a lower dimension (k). As a result, the compu-
tational complexity of Linformer is O(n) due to k being sufficiently small and
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stable. A detailed survey on the efficiency of different Transformer architectures,
including the aforementioned, has been conducted in [28].

4 Experiments

To evaluate the effectiveness of our approach, we compare the performance of
our model on four datasets, with four different scopes (EBM, Diseases, Molecules
of Cells, Chemicals). The models are tested while modeling sentence-level input
as well as whole abstracts.

4.1 Data and Processing

In using four benchmark datasets, we attempt to cover the majority of biomedical
fields. As shown in Table[l} in this study we use EBM-NLP [22], NCBI-Disease
[8], INLPBA [I4] and SCAI-Chemicals [I7], covering four different biomedical
entity categories. All of the aforementioned datasets are from abstracts of publi-
cations from PubMed/MEDLINE. With the exception of EBM-NLP, which poses
the restriction that the abstracts must come from CTs or RCTs type studies,
the other datasets are collected using MeSH terms to limit the search results.

Table 1. Dataset characteristics

# of # of Max words Max words % over

Dataset Entities Sents Absts per Sent per Abst 512 tokens
EBM-NLP PICO 53397 4982 241 838 1.69%
NCBI-Disease |Disease 7421 793 124 501 0%
JNLPBA Gene & Proteins 24716 2404 208 645 0.41%
SCAI-Chemicals|Chemicals 965 100 169 666 8.08%

Sent(s) is used to identify Sentence(s) and Abst(s) is used to identify Abstract(s).

EBM-NLP is annotated under the PICO scheme, identifying Population, In-
tervention/Comparator and Outcome as the three main classes. Its inherited dif-
ficulty stems from the possible change in entity class of a span of text, depending
on the context. Similarly, NCBI-Disease is used to evaluate the performance of
our approach on identifying Disease class entities in medical documents. Both
of these datasets annotate entities on a higher level, which contain specific sub-
classes for their entity types. SCAI-Chemical identifies eight classes of Chemicals
(IUPAC, PART, TRIVIAL, ABB, SUM, FAMILY, MODIFIER and TRIVIAL-
VAR). Finally JNLPBA is consisted of five classes of Molecules of Cells (DNA,
RNA, CellLine, CellType, Protein).

In all datasets we use, Inside-Outside (IO) annotations scheme, as we are
not dealing with nested entities. Furthermore, we tokenize all documents us-
ing BERT’s Byte-Pair Encoding (BPE) tokenizer, and adding the special CLS
and SEP tokens appropriately. Lastly, we apply padding to 512 tokens when
necessary.
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4.2 Experimental Setup

We train LongSeq on all datasets previously described, taking as input either
sentences (LongSeqsent) or whole abstracts (LongSeqqpst). We are also using
different transformer encoders, each with its own set of parameters, depending
on the dataset.

In all models we experimented with different batch sizes {6,8,16,32}, learning
rates {3e-3,3e-4,3e-5} and training epochs {2,4,6,8,10}. SciBERT [I] was used for
word embeddings, with dggrr = 768. Our final models are trained for 6 epochs
with a learning rate of 3e-5. Having two input scopes, we used different batch
sizes to consider the same amount of context per training step, with LongSeqsent
having a batch size of 32 and LongSeqqps; having a batch size of 4.

For all transformer encoders we considered combinations of {2,4,6,8} number
of layers (N) and {2,4,6,8} number of heads (h), regardless of input scope. In our
final models, Vanilla Transformer and Reformer both have N = 6 and h = 6.
Longformer [2] has N = 4, h = 4 and uses the sliding chunks attention approach
with a window size w = 256. Finally, Linformer [30] is defined with N =4, h =4
and k = 512 where k is a special parameter to define the projection length inside
the sparse attention mechanism. In all models we define a maximum sequence
length of 512 tokens, dgyn. = 768 and dp,,; to the number of entity classes.

All experiments were run using Google Colab, with a P100 GPU (16GB
vRAM). The code to reproduce our experiments is available on GitHubE[

4.3 Results

We compare the performance of our best LongSeq model, with the state-of-the-
art approaches in all four datasets in terms of macro-averaged overall Precision,
Recall and F1-score, following past approaches to enable direct comparisons.

In all cases we use the reported scores from the respective publications with-
out reproducing the experiments. We opt to use the reported scores as we are
comparing LongSeq to a total of 15 models, the majority of which are only tested
on one of the datasets and designed for that specific use-case.

Table 3. Results on NCBI-Disease dataset
Table 2. Results on EBM-NLP dataset

Models Precision Recall F1
Models Precision Recall F1 LongSeq 96% 96% 96%
LongSeq 79%  81% 79% BioBert [19] 89% 89% 89%
EBM+ [26] 70% 0% 71% MT-BioNER [13] 86% 89% 88%
BERT [7] 69% 66% 68% CNN-BIiLSTM [5] 86% 87% 86%
EBM-PICO [22) 71%  64% 67% Gramm-Cnn [4] 84%  84% 84%
QA-PICO [27] _ % CollaboNet[34] 83%  85% 84%

Spark [16] - - 89%

3 lhttps://github.com/AUTH-MINT /LongSeq/
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In Table 2] we present the comparative performance of our best model with
recent research on EBM-NLP dataset. We achieve a 4% overall increase when
identifying Population, Intervention/Comparator and Outcomes, with a 10%
increase from the second best approach.

When compared to other models on NCBI-Disease (Table, LongSeq achieves
a 7% macro-average F1 increase, compared to Spark [I6] and 7% increase in all
measures compared to BioBERT [19].

We follow a similar trend with a 20% overall increase when comparing the
performance of LongSeq on identifying Chemical entities in Table 5} Most no-
tably, other approaches that test on SCAI-Chemicals dataset have big variance
in both Precision and Recall, leading to lackluster F1 scores. Our approach is
consistent across all metrics.

Unavailingly, LongSeq performs worse from the compared models on JNLPBA
dataset (Table . While we manage to get a high average Recall, our model
struggles in terms of Precision leading to an insignificant outcome. Compared to
the other approaches which use character level features to increase their Preci-
sion, LongSeq considers inputs at a token level, as per SciBERT.

We separate the scores of QA-PICO and Spark from the other implemen-
tations, in Tables [2] and [3] & [ respectively, as the original publications do not
report detailed results. We use bold to identify the best performance per metric
and we also underline the scores of the second-best model.

Table 4. Results on JNLPBA dataset
Table 5. Results on SCAI-Chemicals

Models Precision Recall F1 ~ dataset

CollaboNet[34] 72%  82% 77%  Models Procision Rocall F1
Gridach[9] 74% % 76%

MTM-CW [3I] 70%  76% 73%  LongSeq 91%  87% 88%
MO-MTM [6] - - 9%  ChemSpot [24] 67%  69% 68%
LongSeq 67% 0% 65% OSCARS3 [17] 52% 2% 60%

ChemSpot+CRF 24] 88%  28% 42%

Spark [16] - - 81%

4.4 Ablation study

LongSeq’s performance depends on both the input scope and the Transformer
architecture. We performed a comparative study, in both scopes with all Trans-
former architectures to discover the best setup per biomedical domain. We re-
peated each experiment five times to account for any fluctuation in the results.
In Tables|[6} &[0l we use bold for the best performing architecture in abstract
level and underline for the best model in sentence level.

At sentence level, there is no clear better architecture, as all approaches tend
to have at least one best performance for one biomedical domain. At abstract
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Table 6. Architecture and scope
results on EBM-NLP Dataset

Table 7. Architecture and scope
results on NCBI-Disease Dataset

Transformer Sentences Abstracts Transformer Sentences Abstracts
Architecturesy P R F1| P R F1  Architecturess P R F1| P R FI1
Vanilla 76% T7% 75%|79% 80% T8%  Vanilla 95% 96% 95%|96% 95% 96%

Linformer 5% 79% 76%|81% 8% T8%
Reformer 8% 79% 78%|79% 80% T8%
Longformer |75% 77% 75%|79% 81% 79%

Linformer  |96% 95% 95%|95% 96% 96%
Reformer 45% 50% 47%|45% 50% 47%
Longformer |95% 95% 95%|96% 96% 96%

9

level, Longformer performs best in all datasets, with the exception of INLPBA,

which is also our worst performing one.

It is noteworthy to mention that the best performing architecture per dataset
is usually different when changing the input scope from sentences to abstracts.
This is on par with our initial expectations based on the different attention
mechanisms used in the selected architectures.

Table 8. Architecture and scope
results on JLNBPA Dataset

Table 9. Architecture and scope
results on SCAI-Chemical Dataset

Transformer Sentences Abstracts Transformer Sentences Abstracts

Architectures] P R F1 ‘ P R F1 Architectures] P R F1 ‘ P R F1
Vanilla 63% 74% 57%|67% 80% 65%  Vanilla 83% 78% 75%|94% T8% 84%
Linformer 63% 77% 59%|64% 79% 63%  Linformer 1% 11% 0% |90% 86% 87%
Reformer 62% 76% 58%|67% 80% 65%  Reformer 85% 2% 76%|91% 87% 88%
Longformer [62% 75% 57%|66% 79% 63%  Longformer |85% 72% 76%|91% 87% 88%

Finally, we compare the overall training times of Longformer, our best per-
forming architecture overall, in all datasets and in both scopes in Table [I0]

Table 10. Longformer training time comparison

Dataset

‘ Sentences ‘ Abstracts

EBM-NLP
NCBI
JNLPBA

722m 38s| 93m 19s
111m 40s| 15m 52s
455m 13s| 49m 47s
SCAI-Chemical| 24m 47s

3m 2s

From Table[10} it becomes obvious that models that use abstracts need much
less time for training due to smaller number of instances (Table [1] — 3rd &
4th columns) in otherwise using sentences and due to less required backward

optimization steps.
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5 Discussion

In this study we presented a novel NER architecture, with stacked Transformers,
for BioNER. Our approach can be trained on longer sequences that previous
approaches due to the novel Transformer architecture and does not suffer from
vanishing gradient. We showcased state-of-the-art performance in three of the
four biomedical domains that we tested our approach, boasting an average 10%
overall increase for Disease, EBM and Chemicals.

Our model makes used of SciBERT, a pre-trained BERT language model
on scientific documents. This leads to word representations and requires less
training time. We also compare our architecture with four different Transformer
architectures, the Vanilla Transformer and three other approaches designed for
computational efficiency by introducing attention sparsity.

We experimentally prove that Longformer is more suitable for the majority of
cases, while Reformer and Vanilla, are better suited when predicting Molecules
of Cells. Furthermore, we show a degrade performance in Molecules of Cells com-
pared to other architectures which is attributed to lacking word representations
for this task and absence of character level features.

LongSeq utilizes the whole abstract instead of each individual sentence as an
input, leading to better performance and faster training times. This is due to
the fact that in sentence level the number of predictions required is increased
due to sentence padding at batch level. This increased number of predictions
and error propagation cycles is computationally expensive and time consuming.
Moreover, our approach instills more context to each sequence leading to better
predictions.

6 Conclusions

In this paper we introduced LongSeq, a long context BioNER model. LongSeq
leverages the contextual information of the whole abstract, which along with
a combination of stacked Transformers results in state-of-the-art performance
in EBM, Disease and Chemical identification. We also experimentally evaluate
the performance of different Transformer architectures in the task, emerging
Longformer as the best option concerning overall performance.

In the future, we aim to expand our current work to consider both word
and character level features to increase generalizability and cover more medical
domains of applications, creating a holistic approach to medical information
extraction.
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