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On Margins and Derandomisation in PAC-Bayes

Felix Biggs
Centre for Artificial Intelligence
Department of Computer Science
University College London
United Kingdom

Abstract

We give a general recipe for derandomising
PAC-Bayesian bounds using margins, with
the critical ingredient being that our ran-
domised predictions concentrate around some
value. The tools we develop straightfor-
wardly lead to margin bounds for various
classifiers, including linear prediction—a class
that includes boosting and the support vector
machine—single-hidden-layer neural networks
with an unusual erf activation function, and
deep ReLU networks. Further, we extend to
partially-derandomised predictors where only
some of the randomness is removed, letting us
extend bounds to cases where the concentra-
tion properties of our predictors are otherwise
poor.

1 INTRODUCTION

PAC-Bayesian' generalisation bounds have recently
seen a resurgence of interest after the comparative
successes of a series of papers applying them to deep
neural networks, beginning with Dziugaite and Roy
(2017, 2018); Neyshabur et al. (2018), and Letarte et al.
(2019); Zhou et al. (2019). One can use these to un-
derstand where to apply techniques and motivate new
learning algorithms (as for example Foret et al., 2021),
as well as provide certification for a given predictor

'PAC-Bayes theory originates in the seminal papers
from Shawe-Taylor and Williamson (1997), McAllester
(1998) and McAllester (1999), and was further formalised
by Catoni (2007), among others — we refer to Guedj (2019)
for a recent overview.
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and address the more ambitious goal of understanding
generalisation.

One particularly useful aspect of PAC-Bayesian results
compared to standard PAC/VC results is that they
are non-uniform: the tightness of the guarantee on the
generalisation error depends on the specific predictor
chosen, not merely on its performance on the training
set. This is necessary in cases where our broad class can
easily overfit—as for example with many neural net-
works architectures, which were shown by Zhang et al.
(2021) to be able to fit random training labels—since
any guarantee must then selectively favour predictors
which are reasonable given real data. If our strate-
gic choice of learner turns out to be a good match in
practice to the data-generating distribution, the bound
should reflect this.

But how to measure this match based only on the
training data? A common approach is that we should
not just take into account the train error of a given
predictor but also its confidence. One way to formalise
this is the concept of a margin, introduced to bound
the error of the perceptron (Novikoff, 1962) and later
used to motivate the support vector machine (Cortes
and Vapnik, 1995). A confident predictor with a large
margin on a given example will be locally robust to
parameter (and data) perturbations. If this is true
across the dataset our bounds should reflect this and
be tighter. From the perspective of Occam’s razor this
robustness leads to a large set of valid perturbations
giving near-equivalent (in terms of dataset outputs)
predictors; some predictor in this set is thus likely to
be close to a “simple” prediction rule of the kind that
we should generally favour (Schapire et al., 1998).

Remarkably, this idea of parameter robustness—as mea-
sured by margins—can be formalised through the lens
of PAC-Bayes, which more typically bounds the loss
of randomised predictors (although there are notable
exceptions, see related work in Section 2). After pick-
ing a derandomised prediction rule, we can construct a
(weighted) class of “proxy” predictors that approximate
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this rule, with the size and diversity of this class grow-
ing with the allowed margin. Since a larger such class is
more likely to overlap strongly with our PAC-Bayesian
prior, tighter bounds are obtained for larger margins.
This idea has been used informally by Langford and
Seeger (2001) and Langford and Shawe-Taylor (2003):
here we formalise and extend it considerably.

A critical ingredient in this process is the construction
of randomised classifiers that have favourable concen-
tration properties—simply, that the parameters are
robust to perturbations—so that their deviations from
a central derandomised prediction rule are bounded
with high probability. The insight that these deviations
need only be controlled with high probability rather
than certainty is crucial in obtaining better rates and
simplifying proofs, and opens the door to the applica-
tion of powerful concentration of measure results.

We go further and introduce the idea of partially-
derandomised predictors, which remove only some of
the randomness from the proxy predictors. This enables
us to obtain bounds in further cases which would oth-
erwise be difficult to address. We hope that these tools
can be further developed to address situations where
classical bounding techniques have not worked well
(such as in deep neural networks), and that our derived
corollaries—such as that for linear prediction—can be
used in practice for the provision of self-certifying pre-
dictors and model selection.

Contributions and structure. In Section 2 we
discuss and formalise the derandomisation of PAC-
Bayesian bounds using margins and averaging, intro-
duce the slight generalisation of sub-Gaussian random
variables that enables many of our results, and compare
to the covering number (or -ball) approach. Corol-
laries of these methods include margin bounds for the
following:

Section 3 L, and L; normed linear prediction; in
the Lo “hard-margin” case this improves on the
bound of Bartlett and Shawe-Taylor (1998) and
matches the lower bound of Grgnlund et al. (2020);
the other bounds match the state of the art with
simpler proofs.

Section 4 linear predictors with a randomised (and
potentially learned) feature space.

Section 5 one-hidden-layer neural networks with erf
activations. This involves an interesting new
randomised predictor taking the form of a mix-
ture distribution. The introduction of partial-
derandomisation also enables bounds with the final
two layers derandomised, but the initial layers hav-
ing randomised weights.

Section 6 deep ReLU networks, a slight improvement
on and with proof ideas drawing from that given

by Neyshabur et al. (2018).

Finally, in Section 7, we summarise and provide an
overview of our results. Related work for specific appli-
cations is discussed in the corresponding section, with
general work on derandomising bounds in Section 2.

Notation. We will consider classification of i.i.d.
examples from a distribution, D, on some product
space Z = X x ), by vector-valued predictors in a
function space H C Y*. For binary classification
Y = {+1,-1}, ¥ = R and we take the sign of the
output as our prediction, while for multi-class predic-
tion, Y = [c] :=={1,..., ¢}, ¥ = R® and the maximum
argument is the prediction.

The multi-class margin, M : H x Z — R is the mapping
M(f, (z,y) := f(2)ly] — max f(@)[y]

where by f(z)[y] we indicate the yth component of
f(z). In a slight abuse of notation we also define the

binary margin M (f, (z,y)) = yf(x).

We define the margin error L. (f) :=P..p{M(f,z) <
~}, also writing L(f) := Lo(f) for the misclassification
loss or probability of error, and L., (h) := m~|{(z,y) €
St yh(z) < ~}| for the empirical margin error (defined
for some sample S ~ D™ and margin v > 0). We
will also use the abbreviation Pp(A) = P,.p(A) and
similar for the expectation.

As is common in the PAC-Bayes literature, when con-
sidering distributions over predictors P € M1 (H) (by
which we denote the space of probability measures on
H), we write L(P) := E;.pL(f) interchangeably with
the above, and analogously with other margin errors?.

2 PAC-BAYES FOR
APPROXIMATIONS

In Section 2.1 we discuss a measure of difference when
substituting or “approximating” one distribution over
prediction functions by another through a coupling
method, and from this derive (partially) derandomised
PAC-Bayesian margin bounds in Section 2.2. In Sec-
tion 2.3 we discuss a powerful concentration-based
method for constructing approximating distributions,
and in Section 2.4 relate our techniques to covering
number methods.

Technical overview. PAC-Bayesian analysis makes
a different set of assumptions to Bayesian analysis; the

2When considering functions in H parameterised by
some space © (of which H may be a quotient), we will be
somewhat loose with interchanging Mi(H) with M1(0);
this will not affect any results in practice, as the Kullback-
Liebler divergence between distributions on the © upper
bounds that of their image distributions on H.
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guarantees obtained are simultaneously true for any
data-generating distribution and PAC-Bayes prior, Py.
This prior serves as a reference measure for the PAC-
Bayes posterior P, in a Kullback-Liebler divergence
complexity term, KL (P, Py). Poor choice of Py, or
an overly-concentrated P will lead to valid but trivial
bounds.

If we wish to use a predictive distribution ) concen-
trated on a single predictor h, we must replace the
loss terms by approximating them by a class, P, of
randomised “proxy” functions, each of which has mar-
gins differing by less than « > 0 with high probability
> 1 — € from h. The PAC-Bayes bounds then ob-
tained can use the minimising proxy from the prior,
k =minpep KL (P, ), leading to bounds of the over-
all form: with probability greater than 1 — ¢,

(Q7P0; 6’7) + log(l/a)) )

L(@) £ 0 (1,(@) + e+ ML)
This € high probability term (which we will usually set
e € O(m™1)) is a crucial difference from the covering
number approach, and considerably simplifies proofs,
since for any proxy P € P we only need concentration-
of-measure (in the margins) around h. A second innova-
tion is to leave open the possibility of using a partially-
derandomised predictive distribution, @, through a
coupling method.

Related work. Work on derandomised PAC-Bayesian
bounds is as old as the field; particularly when relating
to the average prediction. Bounds holding with high
probability over a sampled predictor (directly drawn
from the PAC-Bayes posterior) appear e.g. in Catoni
(2007), Alquier and Biau (2013); Guedj and Alquier
(2013).

2.1 Approximation of predictive distributions

Let P,Q € M;(H) be distributions on prediction func-
tions in H, as generally considered in PAC-Bayes. We
denote by II(P,Q) C M;(H x H) the set of product
distributions with marginals P and @ (also known as
couplings between P and Q). For each of these dis-
tributions, the margins of these functions are sets of
real variables indexed by Z (and can equivalently be
viewed as real-valued stochastic processes on Z).

We define the upper «y-approximate variation of these
margins (defined as a relaxation of the total variation
distance) using the relative margin at z, d.(f,g) =
M(f,z)— M(g,z) as (abbreviating P gy as Py here
and henceforth, with a similar notation for the expec-
tation),

UAV,(P,Q):= inf supP,{d.(f,g9) >~/2}.
J(P.Q)=_inf  swpP{d(f.0) > 7/2)

In the case of the binary margin, M(f, (z,y)) = yf(z)
with y € {+1,—1}, so the above is symmetric under
interchange of P and @; this is not true in general.
We therefore define the symmetrised version, the ~-
approximate variation on Z, as

AV, (P, Q) == max(UAV, (P, Q), UAV,(Q, P)).

We say P and Q (v, €)-approximate each other on Z
if AV, (P,Q) < e. This is a margin-based generalisa-
tion of the total variation distance: the zero-margin
approximate variation, AV (P, @), is equal to the total
variation distance between the distributions on margins,
orv(M(P,z), M(Q,z2)) < érv(P,Q). However the to-
tal variation distance is too strict to yield non-vacuous
bounds in most cases where P # (). Approximation
implies the possibility of substituting one margin loss
for another at the cost of these terms and a margin.

Lemma 1. Let v > 0,e > 0; if P,Q € Mi(H)
with AV, (P,Q) < €, then for any data distribution
D, L(P) < Ly/2(Q) 4+ € and Ly /5(Q) < Ly(P) + €.

Proof. For any events A, B, P(A) < P(B) +P(BnN A);
and for any coupling 7 € II(P, Q) we have

L(P) =EspPp {M(f,z) <0}
< EgoPp {M(g,2) <v/2}
+ E.Pp{M(g,2) >~/2 N M(f,z) <0}
< Ly(Q) + EpPr{d.(f,g9) > v/2}.

Replacing the expectation with its pointwise bound
and taking the infimum over couplings, we find that
L(P) < L,;5(Q)+UAV,(P,Q). An analogous process
follows for the other side, with the order of @ and P
reversed. O

Remark. A less sophisticated analysis could have used
the bound [M(f, z) — M(g, 2)| < 2max,ey |f(z)ly] -
g(2)[y]| instead, leading to similar PAC-Bayes bounds.
This definition of AV improves constants in some de-
rived bounds and removes a factor of ¢, the number of
classes. We also note that the coupling need not be
the same on both sides of the bounds, although we do
not use this in later proofs.

2.2 PAC-Bayes bounds with approximations

Lemma 1 can be used to derive a type of PAC-Bayesian
bound for a predictive distribution @, as follows. First
we define the (7, €)-approximating KL projection onto
a prior Py € M;(H) (defined independently of the
data), of (v, €)-approximations to Q.

Definition 1. Approximating KL-Projection: Given
some prior distribution Py on H, the (v, €)-approzimate
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projection of @ onto Py is

H(Qa PO;'Y’ 6) = ngﬂel% KL(P7 PO)

where P = {P € M'(H), AV,(P,Q) < €}.

This can be viewed as the “closest” (in the KL sense)
prozy P, to our prior that approximates ) sufficiently
well. In practice, we will restrict the family of proxies,
P, to some more tractable set and construct P explicitly.
The notion can be used in combination with many PAC-
Bayesian bounds, replacing the usual KL divergence
with a new complexity term and the losses with margin
losses. We give the following formulations as examples.

Theorem 1. Given data distribution D on X X Y,
prior Py € MY (H), v > 0,e € [0,4] and § € (0,1),
the following hold each with probability > 1 — § over
S ~ D™, for all Q € M*(H)

“small-k1”

(L (@) e D(Q)—e) < M@ T g B

m

“interpolating” (given that L,(Q) =0)

(Q, Po; v, €) + log §
m

1
L@ <" +4delog =,
€

where kl(q : p) = qlog% +(1—gq)log L;Z if p>q and
otherwise 0 (this formulation is monotonic in q and

thus one-sided).

Proof. The standard PAC-Bayesian bounds (we refer
to Appendix A) with loss function £, /5 are true for
the minimising P in Definition 1. We can then use
Lemma 1 to replace the losses with those w.r.t. Q.

In the final step, we use the following formulation of the
Catoni bound using Germain et al. (2009, Proposition
%.1), valid if € is independent of the sample S and

L(Q) =0:

kl(e: L(Q) —€) < % (KL (P, Py) + log ;)

and adapt it in the same way as the previous bounds
to k. We then use the lower bound kl(e : p —€) >

p + 4eloge, valid for all € € [0, %]ap € [0,1]. This is
proved in Lemma 5 in supplementary material. O

2.3 Sub-Gaussian derandomisation

One simple case to which the above bounds can be
applied, often in a dimension-independent way, is that
of total derandomisation by averaging: for some P,

we set Q@ = 6(Fp), a point mass measure on the P-
aggregate function Fp(x) := E;opf(z). If the score
does not vary too much under P, as defined by a sub-
Gaussian condition, derandomised PAC-Bayes bounds
follow directly through our framework. This is a formal-
isation of a proof idea, used for example by Langford
and Shawe-Taylor (2003); by making this connection
explicit we contribute a clearer understanding of PAC-
Bayes derived margin bounds.

First we define the idea of sub-Gaussian random func-
tions, defined here in a slightly more general way to
accommodate “partial-derandomisation”.

Definition 2. We say a coupling = € II(P, Q) is o2-
sub-Gaussian on Z if

Er exp(t(f(2)ly] — g(2)[y])) < exp(t*0?/2)

and Erpf(x)ly] = Egugg(x)]yl, forallt € R, (z,y) €
Z. The square bracket indicates the yth index if the out-
put is multi-dimensional; in the scalar case we remove
it.

We will further stretch this definition and call a single
distribution, P, o2-sub-Gaussian, if the trivial coupling
m =P ® 0(Fp) is. Sub-Gaussianity implies bounds on
the approximate variation:

Lemma 2. If 7 € II(P,Q) is o?-sub-Gaussian on

Z =X x Y, for binary and multi-class classification
respectively,

exp(—+?/802)
exp(—v?/1607)

=R,
AV,(P,Q) < { ];T:yRc.

Proof. Considering the zero-mean random variable
X = f(@)ly] - g(x)[y] for (f,g) ~ (o*-sub-Gaussian)
and fixed (x,y) € Z, the Chernoff bound (see
Boucheron et al., 2013, for example, for a thorough
introduction to sub-Gaussianity), immediately implies

P(X >t)VP(-X > t) < el /2"

for all ¢ > 0. In the binary margin case, M (f,z) =
yf(x) which is either f(x) or —f(z); setting t = v/2
in the above therefore gives the bound.

In the multi-class case we consider the upper bound
obtained by letting 3’ achieve the maximum margin

for g; then M(f,2) < f(2)[y] — F(@)[y], 0

P, {M(f,2) - M(g.2) > 1}

< P { F@)ly] - F@)ly) — 9() o] + 9@ > 2}

Since both f(z)[y] — g(x)[y] and f(z)[y'] — g(z)[y'] are
o2-sub-Gaussian, their sum is 202-sub-Gaussian and
the bound follows by repeating the process on with

signs reversed. O
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Other concentration assumptions. We note that
although we only discuss sub-Gaussian concentration,
it is possible to require other concentration proper-
ties, for example sub-exponential ones; our framework
easily accommodates these. Sub-Gaussianity is only
the simplest way to ensure such concentration, and we
primarily consider it in our later results as it already
leads to simple proofs of margin bounds in multiple
settings.

2.4 Relation to covering

Here we discuss how our bounds can be used to de-
rive a standard covering approach as a sub-case; we
show that this leads to certain problems, which are
circumvented by the concentration approach. A further
consequence is that covering-based bounds usually lead
to “uniform” bounds which are subject to problems dis-
cussed in Nagarajan and Kolter (2019). All the bounds
we provide in later sections are non-uniform and avoid
these pitfalls.

By setting e = 0 with certain choices of prior we can
obtain a fairly standard “covering” approach: call IV,
a y-net of H, if for any f € H, there exists g € IV,
such that |M(f,z) — M(g,z)| <~ for all z € Z. If we
choose a prior supported everywhere on a 7/2-net for
H, we can achieve AV (P, Q) = 0 for any Q € M;(H),
including @) supported on just a single predictor. The
simplest approach chooses Py as uniform on these points
so that
K(Q, Po;v,0) < log|N, o

where [N, /5| is the cardinality of the net. A more
sophisticated choice of non-uniform prior enables struc-
tural risk minimisation-type covering number bounds.

However, such bounds will typically be dependent on
the dimension of the parameter space, as demonstrated
by the following proposition (proved in Appendix B)
for linear classification. Our bounds in the following
sections will avoid this dimension-dependence.

Theorem 2. Consider binary classification with func-
tions f, = (w,x) and v € R ||z|ls < 1. For any
prior Py on weights in R?, there exists a prediction
distribution @ supported on |w|s < 1 such that

K(Q, Po;y, € = 0) > Q(d).

3 LINEAR PREDICTION BOUND

Here we demonstrate our framework in action by deriv-
ing generalisation bounds for linear predictors. These
bounds essentially follow from an initial Gaussian as-
sumption combined with the sharp (sub-Gaussian) con-
centration of the predictor output around its mean.
We hope they can be useful for self-certification in the

low data regime, and for model (or kernel) selection
without a validation set.

Lo-normed linear predictors. This situation has
been considered by a large number of papers, from
Bartlett and Shawe-Taylor (1998, Theorem 1.7, us-
ing Fat-Shattering) in the fast-rate or interpolating
case, to Bartlett and Mendelson (2002, Theorem 22, us-
ing Rademacher complexity) in the “soft-margin” case.
McAllester (2003) presents alternative bounds in the
“soft-margin” case, and is itself an attempt to find
a expression for the implicit PAC-Bayesian result of
Langford and Shawe-Taylor (2003). We give bounds
for both cases, through a proof similar to the method
of Langford and Shawe-Taylor (2003), but using a dif-
ferent base PAC-Bayesian bound which makes solving
the interpolating hard-margin scenario of Bartlett and
Shawe-Taylor (1998) more straightforward.

Theorem 3. In the binary classification setting with
X a Hilbert space with ||z||2 < R, and ¢ € (0,1), with
probability > 1 — § over S ~ D™, for all linear pre-
dictors Fy,(x) = (w,z) with |lwlls <1 and all v > 0
(“soft-margin”),

ﬁw(Fw)-A+A+\/Z+2

L(Fu) < Ly(Fu) + | 222 -

)

where we define A := 21log(2/5) + 9(R/v)?logm. Ad-
ditionally, under the same conditions and probability,
provided v, = max{y > 0: L, (F,) = 0} exists (“hard-
margin”),

R/7.)*logm +log(1/9)

L(Fy) < 8 - :

Proof. Without loss of generality assume R = 1. To
consider a free choice of margin 7, we note the scal-
ing property 1{M(Fy,z) < v} = H{M (F(p/y)w;2) <
f}. This suggests approximating the mean predictor
F9/4)w by the distribution P over functions f = (u, x)
for u ~ N((8/~)w, I). Choosing a data-free prior P of
a similar form, but with w ~ N(0, I) gives a divergence
KL (P, Py) = 5 [(9/7)wl? = 62/2+2.

P is  1-sub-Gaussian, so by Lemma 2,
AVy(P,0(Fg/yw)) < exp(—02/8) = e. Plugging
into (the hard-margin) Theorem 1 we obtain for a
fixed 2 = 8logm and all v, such that L., (Fy) = 0,

02/272 +log: 1
< /P tloss 507 exp(—6%/8)
- 4(1+1/92)logm + log §

L(Fy)

m

By the assumptions on ||w|2 and R, we have 7, <1
to prove the second statement.
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Repeating the above but replacing the use of the hard-
margin bound with the small-kl formulation in Theo-
rem 1 (and using the vacuity of the bound when v > 1),
we have the tight bound

KI(Ly+m™': L—m™)
A

2m

(4(R/7)210gm—|— %logm—l-log 2) < (1)

0

with probability > 1 —§. To relax the above we use
the lower bound kl(q : p) > (p — q)*/(2p) for p > ¢
from McAllester (2003) to show L < L, + 2m™! +

\/(IA/.Y +m~1) - A/m+A/m which completes the proof.
O

In the “hard margin” case Theorem 3 improves on
Bartlett and Shawe-Taylor (1998) by a factor of
O(log m), matching the lower bound of Grgnlund et al.
(2020, Theorem 4). In the “soft-margin” case Theo-
rem 3 is of the same order as the state-of-the-art bound
given by Grgnlund et al. (2020) but with explicitly
stated constants. We emphasise the extreme simplicity
of our proof compared to that given for Theorem 2 in
Grgnlund et al. (2020) (in Section 2, p.3-7), and that
these are the tightest explicitly-stated bounds for the
problem to our knowledge.

Our soft-margin result in Theorem 3 also improves
upon McAllester (2003), which is proved via a similar
method, but using a different base PAC-Bayes bound
that leads to a weaker result. We present our soft-
margin result in the more straightforward form given
by the papers above so these comparisons can be easily
made, even though Equation (1) is technically tighter.
We discuss these differences at length and give full
forms of existing results in Appendix C.

We note that the soft-margin formulation of the bound
is true universally across v > 0, allowing the bound
can be optimised for v in O(m) time. If the margin is
large for most examples, we can choose 7 so that IA/,Y
is small and thus the A/m term (which is of the same
order as the hard-margin bound) dominates. Since
the minimum margin can be sensitive to outliers, this
bound will often be tighter than the hard-margin one.

The margin only appears in the bounds of Theorem 3
in a “normalised” form, /R, otherwise scaling the
data would affect the bound. However, we note that
the bound can sometimes be decreased by normalis-
ing the data (as this maximises the margin for every
data point), so we recommend this when using such
predictors.

Finally we also acknowledge the result of Hanneke and
Kontorovich (2021, Theorem 1) which gives a algo-
rithm-dependent hard-margin bound specifically for

the SVM output, and eliminates the logm factor. This
is provably optimal in the algorithm-dependent (as ours
is in the general) case, which is shown in Grgnlund
et al. (2020, Theorem 5).

Ly/Ls-normed linear predictors. Theorem 3 is a
bound under Ly norms for X and w, applying to situa-
tions such as the SVM. For completeness we provide
in Appendix D a bound for linear classification under
different norm constraints, where the L; norm of the
weights and L., norm of the features is restricted, as
in boosting.

These results are essentially the same as the k-th mar-
gin bound of Gao and Zhou (2013), or the central result
of Langford and Seeger (2001), but proved through our
framework instead, which we believe provides a unifying
perspective. The fundamental proof idea is to approxi-
mate our predictor by a randomised, unweighted, sum
of features, as originally proposed by Schapire et al.
(1998); the boundedness of these features leads to sub-
Gaussian concentration around their mean, similarly
to in Theorem 3.

4 PARTIAL DERANDOMISATION

Bounds of a similar form to Theorem 3 can also be used
in another interesting situation: where before linear
prediction we apply a feature map, as commonly done
in the SVM. If ¢ € ® C {f : X — XT} (so that &'
is a Hilbert space and X’ an arbitrary set) is the map,
our predictor is of the form (w, ¢(x)). Theorem 3 then
applies with only the modification that R is a bound
on ||¢(z)||2 instead of ||z|2.

In certain cases we may wish to learn these (perhaps
randomised) features in parallel with w. In this case
the usual PAC-Bayesian analysis would generally fail
without making both w and the map ¢ random. The
generality of coupling and approximations as outlined
in Section 2 here comes to the fore; we can “partially
derandomise” or derandomise w while ¢ is still ran-
domised.

More formally, let Q¥ € M;(®) be a probability mea-
sure on feature maps so that the posterior @ is a dis-
tribution on functions of the form f(¢(x)) for ¢ ~ Q®
and deterministic f : Xt — ). The approximating
P distribution can then take the form g(¢'(z)) for
g ~ P9 and ¢' ~ Q®, the same random feature map.
Provided the P9 and Q% distributions are independent,
the KL divergence from prior Py separates into terms
like KL (P, Py) = KL (P9, P§) + KL (Q®, ). Using
this fact and that such mappings do not affect the sub-
Gaussianity of our predictors, we obtain the following
results, analagous to Theorem 3, but applicable under
learned and potentially randomised feature maps.
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Lemma 3. There is a 1-sub-Gaussian coupling between
functions defined by h(x) = (w,¢(x)) and b'(z) =
(w4 g,¢'(x)) where g ~ N(0,1) and ¢,¢' ~ Q2 inde-
pendent of g, provided ||¢||2 < 1 almost surely [Q®].

Proof. We use a coupling w such that ¢ = ¢', so that

E(hny~r exp(t(h(x) — h'(x)))
=EjEpqe exp(t((w, d) — (w+g,9)))
= Ey g exp(t?[¢]13/2) < exp(t?/2)

where we use the moment generating function of a
standard multivariate Gaussian. O

Theorem 4. In the binary classification setting, let
® be a space of bounded functions ¢ : X — X1 where
X1 is a Hilbert space with ||¢||2 < 1 everywhere. For
any prior Py € M(®) and § € (0,1), with probability
>1—206 over S~ D™, for all prediction distributions
Q O.f the form f(l’) = <”U.),(,Z§($)> with ||U.)||2 < lvd) ~
Q(I’ € Ml(q))f

5Q) < Ly(Q) 4 [ LoFe) & At VAL

where A =
2KL (Qq’, PO‘I>) .

2log(2/6) + 9(R/v)*logm +

(Sketch of proof). Use Lemma 3 in the proof of the
second part of Theorem 3 to obtain 1-sub-Gaussianity,
adding the extra KL contribution from the feature
map. O

Such a bound (with L; norm restrictions) could be
used to derandomise the final layer of neural networks
with a bounded (e.g. tanh) activation functions on
the penultimate layer and randomised weights on the
rest of the structure. In the next section we will take
this approach further and derandomise the final two
layers through margins, which can be straightforwardly
used to obtain a bound on one-hidden-layer networks.
In conjunction with the above ideas it yields bounds
for deep stochastic networks with the final two layers
derandomised.

5 AVERAGING ONE-HIDDEN-
LAYER NETWORKS

In this section we prove generalisation bounds for
a one-hidden-layer neural network (possibly with a
randomised input feature map) with a slightly un-
usual erf activation function that looks much like a
tanh or other sigmoidal-type function as more com-
monly used. This is inspired by the work of Germain

et al. (2009) and Letarte et al. (2019), which con-
sider averaging over the predictions of functions like
fw : R4 — R,z + sign(w - 2), where w ~ N(u, ),
giving “aggregated” prediction functions of the form

F(x) = Epntu,n sign(w-a) = erf(u-a/V2|zl2). (2)

With a clever choice of weight distribution, we can com-
bine the sub-Gaussian concentration of the bounded
sign function with its tractable average to get bounds
for one-hidden layer networks.

Definition 3. Single Hidden Erf Layer (SHEL) Net-
work: Given V € R*K and U € REX?, this is the
neural network F : d — ¢ defined by

Fow(2) = Verf (ﬁU”;'”) 3)

where the erf activation function is applied elementwise.
We also consider the “binary” case, where V is a vector,
v € RE,

The generalisation bound for this depends on a set of
prior parameters (or “random features”), Uy, chosen
independently of the training data, for example the
initialisation of the network (this choice has been ex-
tensively discussed in the literature, beginning with
Dziugaite and Roy, 2017).

Theorem 5. Fiz prior parameters U? € RE*? gnd
0 € (0,1). With probability > 1 — 6 over S ~ D™,
L(Fy,v) is upper bounded by

Ly(Fuy)+0 (ﬁ% (VaollU = U + ||V||F)> ,

for any margin v > 0 and any prediction function Fy v
specified as in Equation (3) with parameters U, V', and
Voo = max;; |Vij]. A full (tighter) expression with
constants is given in the proof in Appendix E.

Remark. At first glance this bound might appear to
grow with width, since although the norm terms are
usually seen to be roughly constant under increasing
K, the /K term is obviously not. However, this is not
necessarily true: the range of the network (and thus
maximum margin) is bounded by KV, so provided
the margin per-unit (v/K for the v used in the bound)
remains constant, the bound would actually decrease
with K.

To emphasise this, we note that the above bound is
unchanged under two simple transformations, which
ensures dimensional consistency (if it were not, we
could perform these operations to obtain a possibly
arbitrarily tight bound). (1) Scale V; the bound and
norm term exactly cancel since we can scale v by the
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same amount and obtain the same empirical margin
loss. (2) Double the width of network, with exact copies
of weights in the copy: we can again double ~ for a
fixed margin loss, while the squared norms also double.

Proof outline. The central idea underlying the proof
is the construction of a stochastic neural network with
Equation (3) as its average. We replace the normal
distribution of Equation (2) with a mizture of isotropic
Gaussians: if the mixture weights are uniform and their
means are given by the columns of U (notated as the
set {U1..,...,Uk..}), we note that

EiNUnif(K),wNN(Ui;,,I) sign(w - z) =
i orf ( ka) (4)
— V2|l
which is directly proportional to one of the output
components of the SHEL network F'. To obtain the final
layer weights we multiply the sign by a random vector

r supported on {41, —1}° and re-scale everything to
fit the scale of the SHEL network.

We note that the function f(z) = sign(w - z) is also
sub-Gaussian (for any distribution on w) as it is a
bounded random variable for any fixed z. To obtain
control over the constant and thus €, we average over a
number of copies of the network, an approach inspired
by the approach of Schapire et al. (1998) or Langford
and Seeger (2001), but for a hidden-layer network.
Combination with Theorem 1, careful bounding of the
KL divergence of such hierarchical distributions, and a
union bound over margin values completes the proof.

Generalisation to bounded functions. We note
that in the proof of Theorem 5 we can replace the
sign activation functions used in the proxy function
distribution by any bounded activations, for example
sigmoid. Indeed, any feature map which is bounded and
independent from the final layer is possible. The caveat
is that the obtained networks have modified activation
functions which may not be analytically tractable.

Partial derandomisation. A more straightforward
extension to deep networks follows through the partial
derandomisation framework discussed in Section 4; the
boundedness of the activation then means the theorem
and proof hold with only slight modification. A simple
way to do this is to “stack” our SHEL network on top
of a ReLLU network with Gaussian weights, adding only
a small KL contribution to the bound; this is discussed
further in Appendix G.

This is interesting because it enables empirical compar-
isons with deeper networks on more complex datasets
without severe overfitting, which we hope can form
a stepping stone between totally-randomised PAC-
Bayesian bounds and non-random margin bounds,

while helping in the understanding of one-hidden-layer
network generalisation. This provides a middle ground
between a series of works obtaining bounds for stochas-
tic neural networks such as Dziugaite and Roy (2017),
and those providing margin bounds for non-stochastic
DNNs, such as (in a PAC-Bayesian context) Neyshabur
et al. (2018).

Empirical evaluation. Although the main contribu-
tion of this paper is in the refinement of methods for
proving PAC-Bayes margin bounds, in Appendix G we
also make some empirical evaluations of Theorem 5,
and a partially derandomised generalisation of it. Since
these bounds were in general vacuous, we adopt the
procedures of Jiang et al. (2020) and Dziugaite et al.
(2020) to compare such bounds; training to a fixed cross-
entropy of 0.3 and setting margin loss IAW(F) =0.2, we
examine changes in the big-O complexity measure in
Theorem 5 versus generalisation error under different
hyperparameter changes. Our complexity measure is
predictive under training set size changes and some-
what predictive under learning rate changes, but like
most such measures (Dziugaite et al., 2020), it is not
predictive under changes of width, implying the per-
unit margin decreases significantly with width. We
interpret this as follows: at initialisation u; - © ~ d—z
is small, so if weights stay near their initialisation (as
is usual for wider networks trained by SGD), units are
less saturated and the per-unit margin decreases. This
is avoided in lower dimensions or by scaling up the
weight initialisations with d, but as this is further from
the typical SGD training scenario we avoid this.

Optimisation of the prior. We have in the above
empirical evaluation neglected to utilise optimised data-
dependent priors (as initiated by Ambroladze et al.,
2006; Parrado-Hernéndez et al., 2012), which has been
demonstrated to vastly tighten bounds in the case of
neural networks due to the stability of training. These
ideas have been heavily used in recent papers for neural
networks (Dziugaite et al., 2021, for example) and were
found to significantly improve the actual bound values
in preliminary experiments, in some cases leading to
non-vacuous (although loose) results. As our focus is
more on the theoretical side of providing a method
to prove margin bounds, we decided to focus on the
data-independent case for simplicity.

Related Work. Here we mention previous work
(Letarte et al., 2019; Biggs and Guedj, 2021) on PAC-
Bayesian neural networks with erf activations, as well as
a wide range of results obtaining generalisation bounds
for neural networks, in particular Neyshabur et al.
(2019) which focuses specifically on one-hidden-layer
networks. Banerjee et al. (2020) uses similar methods
to ours by looking at Gaussian perturbations to the
weights of a deep ReL.U network, but their bound relies
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on the strong assumption of bounds on the Hessian
and gradients of the network across weight values, and
as formulated is not evaluable nor decreases with m.

We also highlight an interesting connection to a strand
of work (Kristiadi et al., 2020; Daxberger et al., 2021) in
the Bayesian neural network literature, where networks
involving only some randomised weights (effectively,
partially-derandomised networks) were found to offer
many of the benefits of more general networks while
offering considerable computational saving.

6 BEYOND TWO LAYERS

Finally, we give a bound for deep feed-forward ReLU
networks, similar in form and proof to that given by
Neyshabur et al. (2018). Although the new result shares
the same shortcomings (as discussed in, for example,
Dziugaite et al., 2020), we hope our simplified proof
and unifying perspective will help clear the way for
future improvements.

The new bound also replaces a factor of d, the number of
layers, with one of y/log m, while the proof is simplified
by merely requiring AV., € O(m™") rather than AV, =
0 as in the original. Bounding this term for simple
Gaussian weights with the same perturbation bound
as their proof, gives a simple form for KL divergence.
Combination with Theorem 1 and a cover of different
weight variances and margins completes the proof, given
in Appendix F.

Theorem 6. Let F : X — R° on X = {z € R? :
lzll2 < R} be a fully-connected, feed-forward ReLU
neural network with d layers and no more than h units
per layer. For fized 6 € (0,1), W, > 0 and prior weight
matrices {W?2}4_,, with probability at least 1 —§ for all

such networks F with weight spectral norms |W;|2 <
W, for all i, and 6 > 0, L(F') is upper bounded by

Lo(F)+0 + =

hr210g mdh) Z”W WP %
W33

where r = RH?:1 [Will2 is an upper bound on the
range of network, and A := log% + dloglog W;.

Remark. A second difference between Theorem 6 and
the bound of Neyshabur et al. (2018) is the appearance
of the prior matrices (to bring the bound into line with
others which often set these to the initialisation) and
the norm bound W,. This W, term arises from these
prior matrices and can be eliminated if the prior ma-
trices are set to zero, since re-scaling the weights and
margins will then not affect the bound (due to the pos-
itive homogeneity of the ReLU, |[W;l|2/0 = ||W; ||2/9
and ||Willr/[W]2 = |W; HF/||WH2 for re-scaled W;
and 6).

7 CONCLUSION

In this work we have provided a unified framework for
derandomising PAC-Bayes bounds using margins. In
particular this leads to new bounds or greatly simplified
proofs for a variety of settings. It also enables the
novel idea of partial-derandomisation, which provides a
halfway house for estimators which cannot be so easily
derandomised.

Specifically: we provided in Theorem 3 bounds for
Lo-regularised linear classification which improve upon
classical results and match the state-of-the-art order
given in Grgnlund et al. (2020) while providing explicit
(and small) constants as well as a considerably simpli-
fied proof. In Section 4 we extended this result to the
novel situation where we are simultaneously learning
a (randomised) feature map. We then gave further
bounds in Theorem 5 for the novel setting of single-
hidden-erf-layer (SHEL) networks, as well as a bound
in Theorem 6 that improves slightly on Neyshabur
et al. (2018, Theorem 1). We feel that SHEL networks
have much potential as a setting to explore margin
bounds for deterministic neural networks—matching
contemporary practice—through improved concentra-
tion techniques and priors.

Although we recognise that our final results for lin-
ear prediction and deep ReLU networks are relatively
small improvements on existing results, we believe our
radically simplified proofs and explicit link of deran-
domisation to concentration (a link which has been
occasionally used implicitly in proofs in the literature)
are significant and novel contributions to a difficult
and central problem in their own right. We show in
Section 2.4 how reducing PAC-Bayes derandomisation
to a covering approach leads to a sub-optimal depen-
dence on the dimension, which is observed in some
prior results such as the prior ReLU bound (Neyshabur
et al., 2018). We believe that by highlighting this issue
we point the way forward to further simplifications
and improvements, and hope the machine learning and
statistics community will leverage these tools going
forward.

Similarly, we feel that a major implication of our work
is to show that for non-vacuous neural network margin
bounds, we need tighter bounds on the concentration
properties of networks. Networks are observed to be
quite robust to perturbation in practice, far better
than the Lipschitz constant-dependent bounds of our
Theorem 6 and Neyshabur et al. (2019) would suggest.
Tighter concentration bounds would immediately lead
to improved margin bounds through our framework and
would represent a major contribution to contemporary
statistical learning theory.
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Supplementary Material:
On Margins and Derandomisation in PAC-Bayes

A PAC-BAYES BOUNDS

Here we give three different PAC-Bayesian bounds for losses in [0, 1], as used in the proof of Theorem 1. We also
define the convenience function (for C' > 0,p € [0, 1])

1 B
e(p) = =5 log(1 —p+ pe <)

which has inverse
1 1— e—Ct
P (t) = ——.
C ( ) 1_¢C
Theorem 7. Given data distribution D on X x Y, prior Py € MY(H), C >0 and § € (0,1), the following hold
each with probability > 1 — & over S ~ D™, for all Q € M (H)

“srnall-kl” (Langford and Seeger (2001), with improvement by Maurer (2004))
2/m )

KIL(Q) s L(@) < - (KL(@. ) +10g ™

“Catoni” (Catoni, 2007)

KL (Q, Py) + log %
Cm

L(Q) < 5! (£<Q> 4

For completeness, we also include here Proposition 2.1 from Germain et al. (2009).

Lemma 4. For any 0 < g <p<1,

sup [C®c(p) — Cq] = kl(q : p).
C>0

Lemma 5. For all € € [0,3],p € [0,1],p > € (with the final condition ensuring the left hand side is well-defined),
kl(e : p—€) > p+ 4eloge.

Proof. Note that —log(p —€) > 0 if p < 1 and thus elog z* > eloge. Using the bound logz <z — 1 we also

have that (1 — €) log Hl:R > R — 2e. Combining these results, kl(e : p — €) > p + e(log e — 2); combination with

the bound e(loge — 2) > 4elog e in the specified range to completes the proof. O

B PROOF OF THEOREM 2

First we prove the following lemma.

Lemma 6. Let ji be a probability distribution supported only on A, then for any other probability distirbution v
KL (i, ) > — logu(A).

Proof. For the case v(A) = 0 or where i is not absolutely continuous w.r.t. v the above holds trivially as the

KL is infinite.

Thus assume v(A) > 0 and fi < v. Define the restriction (or conditional distribution) of v to A as

5o {V/I/(A) on A

0 else.
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Given the above assumptions, we have
dii _ di_1
dv — dvv(A)

so from the definition of and non-negativity of KL divergence,

KL (f1,v) = log + KL (i1, 7) > —logv(A).

1
v(A)

Proof of Theorem 2. Let Q. be a deterministic distribution on as-yet-unspecified vector w.

K(Quw, Po;v,0) = minpep KL (P, Py) where

P ={P:AV(P,Q,) = 0}

={P: sup P, p(y{w—u,z)>~v)=0}
(z,y)EZ

={P :VY(z,y) € Z,Vu € supp(P), y{w — u,z) <~}
= {P:Vu € supp(P), [|w — ull2 < 7}
= {P : supp(P) C Ball(w,~)}.

Combining with the Lemma 6 we find that x(Q.,, Po;v,0) > — log Py[Ball(w, 7).

Since w can be chosen in an adversarial manner based on Py, Py must not over-weight any such ball. The P,
which minimises k over all choices of @Q,, is thus uniform over the set of possible balls Ball(w, 7), which is the set
Ball(0,1 4 v) (since [|w||2 < 1).

Basic calculation then shows that

vol[Ball(w, )] 1
> = dlog —L =
N TS oBall(0,1 +4)] P

C COMPARISON OF THEOREM 3 TO EXISTING BOUNDS

Here we discuss how our results in Theorem 3 compare to existing results. All of the following will be in the
setting of this theorem with R =1 (since all bounds only depend on R through the scaling R/7).

C.1 Hard Margin Case

The best existing result for this case is the following, from Bartlett and Shawe-Taylor (1998) (In theorem 1.6, they
show that fat(y) < (R/v)?, then they use theorem 1.5; here we give the explicit constants from this theorem):

1 (256 2 8 1 1
L<— log Y log 32m + 2log om co—(~2 log?m+log =) | .
m \ 2 16 5 m )

From this we see that not only does Theorem 3 improve in order by removing a factor of logm, but also
considerably improves the constant factors.

Grgnlund et al. (2020) show that there exists a dataset, and an estimator with ||w|2 < 1, such that:

1
mys

which is matched by our Theorem 3 and confirms it cannot be improved in order without additional assumptions.
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C.2 Soft Margin

Several somewhat different results appear in this case. Using Rademacher complexity, Theorem 21 of Bartlett and
Mendelson (2002) implies the following (where the big-O follows by combination with the trivial bound L < 1):

. 4 8 logd . ~v~2 +log(1/6)
L<L —_ —+2 S =L .
b () 2o

Based on a more complex bound in Langford and Shawe-Taylor (2003), McAllester (2003) gives the bound (for
m > 4):

. L 4 2 1 log(1/6
L<iyt—> 42 2( T4 4>1ogm +O<\/Ogm+°g(/))
my 4

my2  m2y m

. 1 /1 - 1 log(1/6
L»erO(OgTQnJr ongnL’er\/ogm—kog(/))'
mry mry m

The above also leads to a hard-margin formulation which is however weaker than the Bartlett and Shawe-Taylor
(1998) bound for all but very tiny margins, as pointed out by Grenlund et al. (2020).

The state-of-the-art, nearly tight bound given by Grgnlund et al. (2020) is the following, not given with any
constants,

~ —2 -2 ~
L<i,+0 (7 logm + log(1/6) n \/7 logm + log(1/6) 'L*y)

m m

which is shown in the same paper to be nearly-tight, in the existential sense that there exist data distributions for
which it cannot be improved.

This matches exactly the bound given in Theorem 3 in order, but we emphasise both the simplicity of our proof
and that we give constants, making it actually evaluable in practice.

D LINEAR CLASSIFICATION WITH L,/L,, NORMS

Here we provide a bound for Li-normed linear predictors, that essentially replicates the results of Gao and Zhou
(2013) or Langford and Seeger (2001).

Theorem 8. In the binary classification setting with X C RE such that ||z|« < R, for any 6 € (0,1), m > 8,
and v > 0, with probability > 1 — & over S ~ D™, for all linear predictors Fy,(x) = Zszl wixy with ||w| <1

LW(Fw)-A+A+\/Z+2
m m

L(Fu) < Ly(Fu) +

where we define A := 2log(2/8) + 19(R/~)? log(2K) logm.

Proof of Theorem 8. Without loss of generality (since we can always simultaneously re-scale the margin and
these) we consider R = 1. For simplicity we will also assume initially that the weights are non-negative; negative
weights can later be included through the standard method of doubling the dimension.

Our prediction function then has the form F(x) = Zszl wgxy. For a fixed margin 6 > 0, we approximate this by
unweighted averages of the form

1 T
Fl) =5 @
t=1

where the indices d(¢) ~ P for some distribution P over [K]. When T such indices are drawn, we denote this
distribution over functions by PT. As an average of T' independent bounded variables, PT is (1/7')-sub-Gaussian
with mean F', and thus by Lemma 3

AVo(PT 5(F)) < eT?/8 = ¢,
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Choosing Py as a uniform distribution on [K] and P as T independent copies of this, we see that
KL (PT,P]) =TKL(P,Py) =T (log K — H[w]) < T'log K

where H[w] is the entropy of a categorical variable with (normalised) weights w. This expression using H[w]
could be explicitly used (or with a non-uniform prior) to improve the bound, as in Seeger et al. (2001); we will
ignore this here and just use the upper bound.

Setting T' = {89‘2 log m1 in the small-kl formulation of Theorem 1, we obtain that

A

. 1 1 2
-1, -1 —2
KI(Ly+m™ :L—m )g((SH log m| logK+2logm+log> §2 (5)

)

with probability at least 1 — §. A := 190~21og K logm + 2log(2/6), since #~2 > 1 and m > 2 for a non-vacuous
bound.

Relaxing using the lower bound kl(q : p) > (p — q)?/(2p) for p > q as in the proof of Theorem 3, we obtain

L< IAM, +2m~ 1+ \/(ﬁ7 +m~1) - A/m+ A/m. To complete the proof, we allow negative weights by doubling
the dimensions. O

E PROOF OF THEOREM 5

We begin by stating the following useful lemma.
Lemma 7. Let X € M*({+1,—1}) be a random variable with E[X] = z, and

h(z) := KL (X, Uniform({+1, —1}))

the KL divergence from a uniform prior. Then

h(z) = = [(1+z)log(l +z) + (1 — 2) log(1 — 2)] < 22 log 2.

N |

Proof. The second equation is simply an explicit statement of the KL divergence. It is easy to see from convexity
that h(z) < 22; the improved (and optimal) constant of log 2 requires a more complex argument, as follows.

Calculation gives the Maclaurin series

(14 x)log(1+z) 4 (1 — x)log(l — ) =x2+meTyil)
n=2

which has a radius of convergence of 1. Therefore

h(z)/x? _1+1§:L
2 24 (n+1)(2n+1)

which is an increasing function on (0, 1) with supremum log 2. From the definition, 2 € [—1,1]. A similar argument

applies for (—1,0) and equality is achieved at 2 = 0, so the inequality holds (and is the tightest possible). O

Proof of Theorem 5. Let P be a probability measure on R? x {41, —1}¢ defined by the following hierarchical
procedure: draw a mixture component k ~ Uniform(K); then w € R? from a Gaussian N (Uy.., ) (with mean
vector as a row of U) and for i € [¢] draw a component of r € {41, —1}¢ such that Er[i] = Vi /V,. A sample
from P is a tuple (w,r).

PT is then defined for T € N as a distribution on functions f : RY — R¢, of the following form:

L T
flx) = 7 Z sign(w’ - z)r'
t=1
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for T' independently drawn samples (w?, rt) ~ P. It is straightforward to see that F(x) = Voo K - Epr[f(x)] and
therefore Ly (F) = Lg(E[f]) where 6/ = 0V, K. Further, since P is the average of T independent bounded
variables for any fixed «, it is (1/T)-sub-Gaussian.

Thus, for any fixed T, § > 0 and prior P, we have by Theorem 1 and Lemma 2 that

KI(Lg/ (F) + e~ T0°/16 , L(F) — ¢~ T0°/16) < 1 (KL (PT,P) +log 2?)
m

We now define a prior distribution on individual parameters Py, and functions P7 , in a similar way, but with the
distribution over each component of 7 uniform on {41, —1}, and the Gaussian mixture means as rows of the
data-free matrix U°. Since the samples are independently drawn and the distributions P, Py over parameters
imply those over functions, KL (PT, POT) <TKL(P,Fy).

Py and P can be seen as distributions on ([K] x R? x {41, —1}¢) with the index & € [K] marginalised out. From
the chain rule for conditional entropy and Lemma 7, (in a slight abuse of notation since Py, P are not necessarily
densities)

KL (P(w,r), Po(w,r)) < KL (P(k,w,r), Py(k,w,r))
= KL (P(k), Po(k)) + KL (P(w, 7[k), Py(w, r[k))
= KL (P(w, r|k), Po(w, r|k))
=KL (P(wlk) Po(w|k)) + KL (P(r[k), Po(r[k))
1Tk Uk ||2 S
KZ kzz Vik/Vec)
SHUJMF+%%I

For any fixed § = v/(Voo K) > 0 and m’ > 2, we set T = [160~2logm’|. The following then holds with probability
at least 1 — §:

U =UE IV

2/m
2K V2K '

0

. 1 1
m -kl (L(;/(F) +— L /) < {1607210gm’1 (l 10g2> + log
m m

It remains to cover possible values of 6. Firstly we note that for § > 1 the bound is trivially true by the
boundedness of f(x), and thus we need only consider =2 > 1.

For a >1andi=0,1,...,set 6; =a ¢ and 6; = §/2(i + 1)2. Applying the union bound over the above equation
with these parameters we get that with probability at least 1 — (72/6)§ > 1 — 2§ that the above is true for each
pair of 6; and 6;. We choose the largest 6; such that 6; < 6 < 6;_1, so that i < 1 —log,(6). Since Ly < ﬁgi is
increasing, 1/6; < a/0, and log(1/6;) < log(1/6) + 2log(2 + log,(1/6)) = log(1/8) + 2log(log(a?/0)/log(c)), we
finally obtain with probability 1 — ¢

; L L Voo K\ (U= U3 VI
m.k1<LV(F)+m/:L—m/> Sl?( S ) ( 5K +V020K10g2 logm/

4\? 4 2log <log(02VooK/v)>

+ log oga

for all weight matrices and every v > 0, and fixed K > 0, > 1.

Relaxing the bound with Pinsker’s inequality kl(a : b) > (a — b)? and setting m’ = m and a = 2 completes the
proof. O
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F PROOF OF THEOREM 6

Here we give the proof of Theorem 6, beginning with two lemmas used.

Lemma 8 (Neyshabur et al., 2018; Lemma 2, Perturbation Bound.). In the setting of Theorem 6, for any layer
weights W;, x € X and weight perturbations U; such that ||U;||2 < d~Y|Wi2,

d 4 |Uillz
17@) = F@)l < eR | TTIWill2 ) 3

where F is the unperturbed and f the perturbed network (with weights W; and W; + U; respectively).

Lemma 9. Let Q = 6(F) for such a feed-forward ReLU network with weights W;, and P be the same network
with Gaussian weights, with per-layer means W; and variances o2. Then for all 0 < § < 2 SUPgex yerx] [F(2) Y]],

i

a | oIWill: )’
AVy(P,Q) < 2h;exp <—32h <aeR(H||W||2)> '

Proof. From Lemma 8, we see immediately that if for all ¢, the perturbations have |U;|2 < c||W;||2 for
¢! = 4edR([],; |Will2), then ||f(z) — g(x)||2 < 6/4. The perturbation condition of Lemma 8 is satisfied if
0 < 2eR]], [|W;i|l2, which is true for any 6 in the range of the function margins (as in the lemma assumption,
since R[], ||[W;|2 is an upper bound on the range). If the perturbations are randomised, we see that (letting
y' # y achieve the maximum margin)

AVy(P,Q) < P{|M(f,2) — M(g,2)| > 0/2}
<SP{f(@)yl = f(@)[y] - g(x)[y] + g(x)[y']] > 0/2}
<P{2||f(z) — g(2)]l0o > 6/2}
< P{|f(z) — g(x)|l2 > 0/4}
<P{Fi: |Uill2 > c0||Will2}

d
< P{||Uill2 > cB]|Will2}-

i=1

We set the weights of g to be Gaussian with diagonal covariance, and per-layer variances of o2. To complete the
proof we use a result of Tropp (2012) for Gaussian random matrices, that

P{||Uill2 > t} < 2he™t /2ho7

O

Proof of Theorem 6. We choose P and P° to have Gaussian weight matrices with means W; and W7, and
identical per-layer variances ;. From Lemma 9 we have for any fixed 6 and set of ¢;, and for all F' with weights
W;, such that the inverse variances

eR(LT, [[Will2

—2 )\
o; 232h< AR ) log(mhd) (6)

we have AVy < 2/m. Therefore from Theorem 1 and Pinsker’s inequality we have the generalisation bound (for
the weight matrices and 6 satisfying the condition on the set of o;)

d
R 2 1 [W; — W22, 2v/m
F) < Ly(F)+ = — i .
L(F) < Ly( )+m+ 5 (Z_Zl P + log 5
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We complete the proof by constructing covers for o; and 6. We only need to consider § < R[], [Wi|2 =: Cy

(an upper bound on the range of the function) as otherwise the Lg term is 1 and the bound is vacuous. Since
|[Willz < W, for all i we have that o; 2 > 32¢2h|| Wiy 2 > 32¢2hW, 2 and o; < 150~ /2W2 =: C,.

For t = 0,1,2,... choose margins #) = (,/2" and let the bound for this margin hold with probability

o =3¢ /(t +1)%, so that taking a union bound the above holds simultaneously for every 0™ with probability
at least 1 — 7725/ 6 > 1 —24. To find a bound holding simultaneously for all §, we choose the ¢ such that
0" < § < A1 and then replace this term with § by using the facts that Lg(t) < Lg 1/9(’5) < 2/6, and
log(1/6®) < log(1/5) + 2loglog,(4Cy/6).

Repeating this same covering process for every choice of o;, we obtain with probability at least 1 —20 simultaneously
for all 0,0, (and thus also for the tightest o; satisfying Equation (6)) that L(F) — Lg(F) is upper bounded by

d d
2 1 |W; — W22, 2d+1)y/m
m (4 E_Jiz*logi

— + 5 + 2loglog,(4Cy/0) + Z 2loglog,(4C, /o)

m ;
7 =1

d
hR? (Hizl HWi”%) log(mdh) L |jw; - wo|3 | log i+ dloglog W,
0°m W13 m

i=1

€O

G EMPIRICAL EVALUATION OF Theorem 5

G.1 Experimental setup

All experiments were performed using the Tensorflow 2 library (Abadi et al., 2015) in Python, on a single
workstation with a Nvidia RTX 2080 Ti GPU. Code for the results is licensed under an MIT license and available
in the supplementary material.

We train SHEL networks and a partially-aggregated variation thereof under different hyperparameter configurations.
We use this to compare changes in the generalisation error (the difference between test and train misclassification
errors) with the complexity term from Theorem 5 given by

VK
TWm

Following previous empirical evaluations of such complexity terms, we train to a fixed value of cross-entropys;
see Jiang et al. (2020) for further discussion. The margin 7 is set as that giving a fixed L,(F) = 0.2, or
E¢ oL, (f) = 0.2 for the partially aggregated version.

(VoollU = U7 + |V|F) - (7)

For the partially-aggregated version, we include a feature map of three additional dense ReLU layers with Gaussian
weight matrices with independent components, means {W;}?_, and variances of o. Again using the initialisation
as a prior, this adds a term of

3
S W, — W03, /4mo
i=1
to the right hand side of the bound. To enable comparison, we set o to make this term constant and equal to a
half when calculating E¢.qL-(f). This is done during the evaluation phase, and training is performed on the
non-stochastic version (weights as means) as in Dziugaite and Roy (2017).

These experiments aim to evaluate the predictive ability of this complexity measure under changes of procedures.
To this end we provide plots of the generalisation, G(w), and complexity measure, C(w), for trained parameters
w versus some change in hyperparameter value.

We also provide evaluations using the sign-error, a measure of predictive power defined in Dziugaite et al. (2020)

SB[l — sign(C(w) ~ C(w)) - sign(G() — G(w))]
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where w and w’ are parameters obtained through training with one changed hyperparameter between them. The
maximum over such pairs of hyperparameter settings is a measure of the robustness of predictions made about
the generalisation based on the complexity measure; if this value is low, the complexity measure makes robust
predictions. We provide this maximum, the median, and the mean of the above (as in Jiang et al., 2020) for
different setups and allowing different hyperparameters to vary.

G.2 SHEL Network

On the MNIST (LeCun et al., 2010) dataset, we examine the following hyperparameter settings, finding through
the sign error (Table 1) that predictions under changes of training size are quite robust, while those under
changes of learning rate or width are poor. We additionally provide plots (Figures 1 to 3) for some selected
hyperparameter values to verify the above. This poor prediction under such changes is unfortunately a feature of
many such complexity measures (Dziugaite et al., 2020).

e Learning rate € {1073,3 x 1073,1072,3 x 1072, 1071}.

Train set sizes € {60000, 30000, 15000, 7 500}.

Width € {50, 100, 200, 400, 800}.
Batch size = 200.

e Learning algorithm SGD with momentum parameter = 0.9.

Variable Hyperparameter Max SE = Median SE  Mean SE

Learning Rate 1.0 0.60 0.56
Width 1.0 1.0 0.90
Train Size 0.2 0.0 0.00
All 1.0 0.60 0.53

Table 1: Statistics of the sign error, SE, under different varying hyperparameters for a SHEL network trained on
MNIST.

G.3 Partially-Derandomised SHEL

Again on the MNIST dataset, we evaluate the partially-derandomised version of the above under the same
hyperparameter values, excluding learning rates of 0.1 and 0.03 which sometimes led to numerical instability.
Figures 4 to 6 provide sample results and the sign-error results are reported in Table 2.

These sign error results show that predictions under changes of training size are completely robust, while those
under changes of learning rate or width are still poor. The predictions for width are somewhat improved, though
we note that our estimate of this quantity may be somewhat noisy as the generalisation error appears largely
independent of width.

Variable Hyperparameter Max SE = Median SE =~ Mean SE

Learning Rate 1.0 0.60 0.49
Width 1.0 0.40 0.46
Train Size 0.0 0.0 0.0
All 1.0 0.20 0.31

Table 2: Statistics of the sign error, SE, under different varying hyperparameters for a partially-derandomised
SHEL network trained on MNIST.
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Generalisation and Complexity Comparison by Training Size
LR: 0.01 Width: 200 LR: 0.01 Width: 100 LR: 0.001 Width: 200
0.05 5 0.05 5

0.05
--@- Complexity --@- Complexity --@- Complexity
-®- Generalisation Error —®- Generalisation Error —&- Generalisation Error

4-1 r 0.04 4-£ r 0.04 4-E r 0.04
o ] ] .
P Q = A o = =]
S L 3 . £ S AN -1 ¥ . =

w0 - n 0 N .

1] N ) Wog N YWog \ . w
¥ 34 N F0.03c @ 3- A F0.03c @ 3- N F0.03 c
= AN S = &N S = AN : S
hY = . = hY =)
‘? N b “? N o “? “ " @
b * I = o, =K s =, =
5 21 .. e, 0028 5 21 e 8 rooz & 521 'R e [o02 8
£ < - c E Y ., c £ N w c
=] S ¢ o Y ¢ o . @
(] S [N ] ~ - (U] ~ (0]

1 AN |o.01 1 3 | o.01 1 S F0.01

| S e = _
. . ~.
e 3 =
0-t——— - . ———1 0.00 0 -L—— - . ———L 0.00 0-t—— . : ———L 0.00
104 2x10% 6x10% 104 2x 104 6% 10* 10% 2x10* 6x 10%
Train Size Train Size Train Size

Figure 1: Changes in complexity measure and generalisation error versus training set size under fixed other
hyperparameters, for a SHEL network trained on MNIST.

Generalisation and Complexity Comparison by Learning Rate
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Figure 2: Changes in complexity measure and generalisation error versus learning rate under fixed other
hyperparameters, for a SHEL network trained on MNIST.
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Generalisation and Complexity Comparison by Width
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Figure 3: Changes in complexity measure and generalisation error versus width under fixed other hyperparameters,
for a SHEL network trained on MNIST.
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Figure 4: Changes in complexity measure and generalisation error versus training set size under fixed other
hyperparameters, for a partially-derandomised SHEL network trained on MNIST.
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Generalisation and Complexity Comparison by Learning Rate
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Figure 5: Changes in complexity measure and generalisation error versus learning rate under fixed other
hyperparameters, for a partially-derandomised SHEL network trained on MNIST.
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Figure 6: Changes in complexity measure and generalisation error versus width under fixed other hyperparameters,
for a partially-derandomised SHEL network trained on MNIST.
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