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#### Abstract

Computing large Riemann-Roch spaces for plane projective curves still constitutes a major algorithmic and practical challenge. Seminal applications concern the construction of arbitrarily large algebraic geometry error correcting codes over alphabets with bounded cardinality. Nowadays such codes are increasingly involved in new areas of computer science such as cryptographic protocols and "interactive oracle proofs". In this paper, we design a new probabilistic algorithm of Las Vegas type for computing Riemann-Roch spaces of smooth divisors, in characteristic zero, and with expected complexity exponent 2.373 (a feasible exponent for linear algebra) in terms of the input size.
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## 1. Introduction

Let $\mathbb{K}$ be an effective field and let $\mathbb{K}$ denote an algebraic closure of $\mathbb{K}$. Here "effective" means that we can perform arithmetic operations and zero-tests in $\mathbb{K}$. The projective space of dimension 2 over $\overline{\mathbb{K}}$ is written $\mathbb{P}^{2}$. The input projective curve $C$ in $\mathbb{P}^{2}$ is given by its defining equation $F(x, y, z)=0$, where $F \in \mathbb{K}[x, y, z]$ is homogeneous, absolutely irreducible, and of total degree $\delta \geqslant 1$.

The field $\mathbb{K}(C)$ denotes the set of rational functions of the form $A / B$ where $A$ and $B$ are homogeneous polynomials of the same degree with $B$ prime to $F$, and subject to the equivalence relation $A / B \sim A^{\prime} / B^{\prime} \Leftrightarrow A B^{\prime}-A^{\prime} B \in(F)$. For a given divisor $D$ of $C$ we are

[^0]interested in computing a basis of the Riemann-Roch space
$$
\mathcal{L}(D):=\{h \in \mathbb{K}(C) \backslash\{0\}: \operatorname{Div}(h) \geqslant-D\} \cup\{0\} .
$$

The goal of the present paper is the design of a new efficient probabilistic algorithm of Las Vegas type to compute $\mathcal{L}(D)$ in the Brill-Noether fashion [13]. For the sake of simplicity, we focus on fields of characteristic zero. The actual restriction on the characteristic only concerns computations of Puiseux expansions, so our algorithm can be adapted to support positive characteristic whenever it is sufficiently large, namely greater than $\delta$, or simply whenever the needed Puiseux expansions are well defined.

Riemann-Roch spaces intervene in various areas of applied algebra. For instance, they are pivotal to design efficient algebraic geometry error correcting codes, as introduced by Goppa [29, 30, 31]. These codes generalize the well known Reed-Solomon codes because they may be defined over smaller alphabets. Such codes are particularly suitable for new application areas such as "interactive oracle proofs" [8, 10], a construction itself involved in decentralized computations. In algebraic geometry, Riemann-Roch spaces intervene in arithmetic operations in Jacobians of curves [41, 45, 65].

Currently, in practice, algebraic curves used in coding theory are mostly limited to cases where Riemann-Roch spaces are explicitly known, such as Hermitian curves, Suzuki curves, or Giuletti-Korchmáros curves. For the sake of diversity it is relevant to handle more general situations which challenges our ability to efficiently compute Riemann-Roch spaces. For instance, known models of the curves introduced by Tsfasman, Vlăduţ, and Zink [64] in order to construct codes asymptotically better than the Gilbert-Varshamov bound involve non-ordinary singularities [46], which are still not supported by the recent efficient algorithms of $[2,3,49]$.

### 1.1. Brill-Noether in a nutshell

The present paper is in the vein of the seminal theory designed by Brill and Noether [13]. To the curve $C$ is associated a so-called adjoint divisor, written $\mathcal{A}$, related to the singularities of $C$; see Section 4.2. Then $D$ is decomposed into $D=D_{+}-D_{-}$, where $D_{+}$and $D_{-}$are positive (also called effective) divisors with disjoint supports; see the definition of divisors in Section 4. When $\operatorname{deg} D_{+}<\operatorname{deg} D_{-}, \mathcal{L}(D)$ is $\{0\}$, so we freely assume that $\operatorname{deg} D_{+} \geqslant \operatorname{deg} D_{-}$in the rest of the paper. The Brill-Noether method mostly divides into two parts, as follows.

1. The first part consists in computing a homogeneous polynomial $H$ that can serve as a common denominator of a basis of $\mathcal{L}(D)$. Brill and Noether showed that it is sufficient that $H$ satisfies

$$
\begin{equation*}
\operatorname{Div}(H) \geqslant D_{+}+\mathcal{A} . \tag{1.1}
\end{equation*}
$$

Informally speaking, this means that the curve defined by $H=0$ passes through the points of $D$ and the singular locus of $C$ with ad hoc multiplicities. Of course, for efficiency purposes, it is of practical interest to take $H$ of degree as small as possible. In fact Condition (1.1) can be expressed in terms of a homogeneous linear system: the unknowns are the coefficients of $H$ and the number of equations depends on $\operatorname{deg} D_{+}$and $\operatorname{deg} \mathcal{A}$. As soon as the number of unknowns is strictly larger than the number of equations, the system admits a non-zero solution. This is a standard way to determine a candidate for $H$.
2. Let $d:=\operatorname{deg} H$ and let $\ell(D)$ denote the dimension of $\mathcal{L}(D)$. The second part of the Brill-Noether method consists in computing polynomials $G_{1}, \ldots, G_{l(D)}$ of degree $d$ such that $\left\{G_{i} / H\right\}_{i=1, \ldots, \ell(D)}$ is a basis of $\mathcal{L}(D)$. These polynomials can be obtained as a basis of homogeneous polynomials $G$ of degree $d$, "defined modulo $F^{\prime \prime}$, that satisfy

$$
\operatorname{Div}(G) \geqslant \operatorname{Div}(H)-D .
$$

This condition can again be expressed in terms of a homogeneous linear system of equations in the coefficients of $G$, once $\operatorname{Div}(H)$ has been computed.

### 1.2. Computational model

For complexity analyses, we use an algebraic model over a general field $\mathbb{K}$ (typically computation trees [14]), so we count the number of arithmetic operations and zero-tests performed by the algorithms. In order to simplify the presentation of complexity bounds, we use the established soft-Oh notation [28, Chapter 25, Section 7]: $f(n)=\tilde{O}(g(n))$ means that $f(n)=g(n) \log _{2}^{O(1)}(|g(n)|+3)$. A function $f(n)$ is softly linear when $f(n)=\tilde{O}(n)$.

The vector space of polynomials of degree $<n$ in $\mathbb{K}[x]$ will be written $\mathbb{K}[x]_{<n}$. For polynomial arithmetic, we content ourselves with softly linear cost bounds for products, divisions, greatest common divisors, and products of several polynomials. We will freely use the known results presented in the textbook [28].

The constant $\omega$ will denote a real value between 2 and 3 such that two $n \times n$ matrices over a commutative ring can be multiplied with $O\left(n^{\omega}\right)$ ring operations. The current best known bound is $\omega<2.37286$ [6]. The constant $\omega$ is another real value between 1.5 and $(\omega+1) / 2$ such that the product of a $n \times \sqrt{n}$ matrix by a $\sqrt{n} \times \sqrt{n}$ matrix takes $O\left(n^{\omega}\right)$ operations. The current best known bound is $\omega<1.667$ [42, Theorem 10.1].

### 1.3. Related work

Adjoint curves. The notion of adjoint for plane curves was introduced by Brill and Noether [13] in 1874 for ordinary curves: they defined a curve to be adjoint to another curve $\mathcal{C}$ if it passes with multiplicity at least $m-1$ through any singular point of $\mathcal{C}$ of multiplicity $m$. Since then, different notions of adjoint have been proposed.

In [32], Gorenstein presented an adjoint condition related to the conductor ideal of the curve. One century after the work of Brill and Noether, Keller proposed a notion of adjoint in terms of the "divisor of double points" of the curve; see [44] and [33, Definitions 2.12 and 2.13]. More recently in [7, Appendix A, Section 2] and then in [27], the adjoint condition has been defined in relation to the divisor of a differential form on the curve. The same definition is used by Campillo and Farrán [16, 17]. All these notions are proven to be equivalent when dealing with curves having only ordinary singularities: see [33, Corollary 4.16] and [26, Chapter 8, Section 5, Proposition 8]. In the case of non-ordinary singularities, Greco and Valabrega proved in [33, Theorem 4.6] that Gorenstein's and Keller's adjoint conditions are equivalent, and in [33, Theorem 4.13] that the Brill-Noether one is actually more restrictive. Following [27], one can also deduce the equivalence of the adjoint condition in terms of a differential form with Gorenstein's (and thus with Keller's) one.

The adjoint conditions listed above represent the mainstream in the literature. For the sake of completeness, we mention yet other definitions. In [5], Abhyankar and Sathaye proposed an adjoint notion depending on infinitely near singular points on the curve, while in [34] one can find another construction in terms of virtual multiplicities. Papers have been devoted to investigate these different definitions of adjoint and their relationships: we refer the reader to the work of Greco and Valabrega [33, 34], and also to [19] for a computational approach.

Algorithms. As said, the seminal Brill-Noether approach [13] to compute Riemann-Roch spaces was originally restricted to ordinary curves, and later extended to arbitrary plane curves by Le Brigand and Risler [48]. Although formulated in a slightly different manner Le Brigand and Risler revisited Keller's point of view for the adjoint conditions. In [35, 36, 37], Haché designed an algorithm along with a software implementation from [48]. Other algorithms in the vein of the Brill-Noether approach have been proposed by Huang and Ierardi [41] still for ordinary curves, and by Campillo and Farrán [16, 17] in combination with the theory of Hamburger-Noether expansions. An implementation of a Brill-Noether variant for general curves is available within the SINGULAR [61] computer algebra system.

More recently, fast algorithms have been designed for nodal curves [2, 49], leading to a complexity exponent as small as $(\omega+1) / 2$. Then, ordinary curves have been handled in [3] with the same complexity exponent. Comparisons between algorithms for ordinary curves can be found in [3].

In order to address general curves, one can also appeal to an alternate family of algorithms, often called "arithmetic", that is different from the Brill-Noether approach. The state-of-the-art algorithm of this family is due to Hess [38] and is implemented both in the MAGMA [11] and SingULAR [60] computer algebra systems.

### 1.4. Our contributions

In order to design fast algorithms from the Brill-Noether theory, one central problem is the definition and the efficient computation of the adjoint divisor $\mathcal{A}$ of the curve $C$.

Our first contribution is a new simple rewriting of the adjoint $\mathcal{A}$ of $C$ in terms of the rational Puiseux expansions $\left(X_{i}(t), Y_{i}(t)\right)$ centered at the singular points of $C$; see Definitions 3.3 and 3.8. This condition is derived from the one based on differential forms [7, 27]. In this way, the adjoint condition $\operatorname{Div}(H) \geqslant \mathcal{A}$ for a homogeneous polynomial $H$ is equivalent to the fact that the values of $H$ at all the expansions $\left(X_{i}(t), Y_{i}(t)\right)$ have sufficiently large valuations; see Section 4.2.

Our second contribution is an elementary proof of the following well known proposition via the Lagrange interpolation. Let $P$ be a point of $C$ and consider two homogeneous polynomials $A$ and $B$ that are prime to $F:$ if $\operatorname{Div}_{P}(B) \geqslant \operatorname{Div}_{P}(A)+\mathcal{A}_{P}$ then Noether's condition is satisfied by the triple ( $F, A, B$ ) at $P$; see Section 4.3. The Max Noether theorem and this proposition are the cornerstone of the residue theorem that summarizes the correctness of the Brill-Noether method; see Theorem 5.1. In other words, our approach avoids desingularizing $C$ explicitly, nor determining sequences of conductor ideals. The practical interest is to benefit from fast algorithms recently developed for Puiseux expansions of algebraic germs of curves.

Once the Puiseux expansions of $C$ have been computed at all the singular points with suitable orders, our third contribution is the reformulation of the linear systems for the above $H$ and $G_{i}$ in terms of structured linear algebra. On the one hand, we propose a relatively sharp bound for deg $H$ that allows simplifications in the subsequent computation of $\operatorname{Div}(H)$; see Section 5. On the other hand, we show that a "compressed representation" of the $G_{i}$ is possible in terms of a basis of a $\mathbb{K}[x]$-module; this is defined in Section 8.4.

In order to prove our main Theorem 8.8, we design a new probabilistic algorithm of Las Vegas type for computing Riemann-Roch spaces of smooth divisors, in characteristic zero, and with expected complexity exponent $\omega$ in terms of the input size. This algorithm makes use and extends ideas introduced in [3]. Its bottleneck relies in structured linear system solving, for which known algorithms are not as efficient as in the case of ordinary curves.

As a technical ingredient, we revisit the computation of the Puiseux expansions of $C$ at all its singular points, truncated at suitable precisions, by means of the panoramic evaluation paradigm, that we adapt to randomized algorithms in Section 2.4. We rely on the complexity bound presented in [59, Theorem 1] for the singular parts of the Puiseux expansions of polynomials in $\mathbb{K}[[x]][y]$. Overall, Section 3.8 contains a streamlined alternative proof of [59, Theorem 2] in terms of total degrees. Further new technical ingredients also concern smooth divisors, for which we develop algorithms for their power series expansion representation in Section 4. Smooth and non-smooth divisors are finally represented by a unified data structure in the present paper.

For the sake of comparison, let us mention that the complexities of the algorithms implemented by Haché [35,36,37] have not been analyzed into details, to our best knowledge. Hess' algorithm achieves a polynomial complexity bound for general curves but the exact complexity exponent does not seem to have been analyzed so far, again to our best knowledge. At least, we know from [1] that the needed integral closures can be computed in softly quadratic time in terms of $\delta^{2}$ (the dense size of the representation of $F$ ).

## 2. Preliminaries

This section is mostly devoted to notations and well known algorithms in computer algebra. We also revisit the panoramic evaluation paradigm of [40] for randomized algorithms, that will be needed for computing Puiseux expansions in Section 3 and the adjoint divisor in Section 4.2. In this section, $\mathbb{K}$ can have any characteristic.

### 2.1. Zariski closed sets

The projective space of dimension $n$ over $\overline{\mathbb{K}}$ is denoted by $\mathbb{P}^{n}$. For a subset $S$ of homogeneous polynomials in $\mathbb{K}\left[x_{0}, \ldots, x_{n}\right]$, we write $U_{\mathbb{P}}(S)$ for the Zariski closed set in the projective space $\mathbb{P}^{n}$ defined as the common zeros of the elements of $S$, that is

$$
U_{\mathbb{P}}(S):=\left\{P \in \mathbb{P}^{n}: F(P)=0, \forall F \in S\right\}
$$

The affine space of dimension $n$ over $\overline{\mathbb{K}}$ is denoted by $\mathbb{A}^{n}$. For a set $S$ of polynomials in $\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$, we write $U_{\mathbb{A}}(S)$ for the Zariski closed set in the affine space $\mathbb{A}^{n}$ defined as the common zeros of the elements in $S$, that is

$$
U_{\mathbb{A}}(S):=\left\{P \in \mathbb{A}^{n}: f(P)=0, \forall f \in S\right\}
$$

If $\mathbb{M}:=\mathbb{K}\left[x_{1}, \ldots, x_{n}\right]$ is a polynomial ring and $P$ a point in $\mathbb{A}^{n}$, then $\mathbb{M}_{P}$ will represent the local ring of the rational functions $A / B$ in $\mathbb{K}\left(x_{1}, \ldots, x_{n}\right)$ such that $B(P) \neq 0$.

### 2.2. Algorithms for polynomials

We first recall that a linear change of variables in a homogeneous polynomial takes softly linear time. If $M$ is a $3 \times 3$ matrix over $\mathbb{K}$, then $F \circ M$ stands for the right composition of $F$ with the linear map

$$
\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right) \longmapsto M\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

LEMMA 2.1. [3, Lemma 2.5] Let $F \in \mathbb{K}[x, y, z]$ be a homogeneous polynomial of degree $\delta$ and let $M$ be a $3 \times 3$ matrix over $\mathbb{K}$. Then, $F \circ M$ can be computed with $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$.

Then, we recall a complexity result for modular composition, that will be used to evaluate rational functions at divisors. At present time no algorithm with softly linear cost is known for bivariate modular composition over a general field $\mathbb{K}$. We will content ourselves with the following statement.

Lemma 2.2. Let $f \in \mathbb{K}[x, y]$ be of total degree $\delta$, let $\chi \in \mathbb{K}[t]$ and let $u, v \in \mathbb{K}[t]_{<\operatorname{deg} \chi}$ be such that $\lambda_{x} u(t)+\lambda_{y} v(t)=t \bmod \chi(t)$ holds for some $\left(\lambda_{x}, \lambda_{y}\right) \in \mathbb{K}^{2}$. Then $f(u(t), v(t))$ rem $\chi(t)$ can be computed with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} \chi\right)
$$

operations in $\mathbb{K}$.
Proof. Up to permuting $x$ and $y$, we may assume that $\lambda_{y} \neq 0$. We compute

$$
g(x, t):=f\left(x,\left(t-\lambda_{x} x\right) / \lambda_{y}\right)
$$

with $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$ via Lemma 2.1. Then we obtain $g(u(t), t)$ rem $\chi(t)$ by means of [2, Lemma 2.1], that is a variant of an algorithm designed in [55].

We also recall two well known propositions for multi-remaindering and Chinese remaindering [28, Chapter 10 , Section 3].

Proposition 2.3. Let $\chi_{1}, \ldots, \chi_{s}$ be polynomials in $\mathbb{K}[x]$, and let $d:=\operatorname{deg} \chi_{1}+\cdots+\operatorname{deg} \chi_{s}$. Given $f \in \mathbb{K}[x]$, the remainders $f \bmod \chi_{i}$ for $i=1, \ldots, s$ can be computed with $\tilde{O}(d+\operatorname{deg} f)$ operations in $\mathbb{K}$.

PROPOSITION 2.4. Let $\chi_{1}, \ldots, \chi_{s}$ be pairwise coprime polynomials in $\mathbb{K}[x]$, and let $d:=\operatorname{deg} \chi_{1}+\cdots+$ $\operatorname{deg} \chi_{s}$. Given $r_{1}, \ldots, r_{s} \in \mathbb{K}[x]$ such that $\operatorname{deg} r_{i}<\operatorname{deg} \chi_{i}$, the unique polynomial $f \in \mathbb{K}[x]_{<d}$ satisfying $f \bmod \chi_{i}=r_{i}$ for $i=1, \ldots$, s can be computed with $\tilde{O}(d)$ operations in $\mathbb{K}$.

The last useful sub-algorithm concerns the computation of Taylor expansions of polynomials at algebraic numbers. Precisely, given a separable polynomial $\theta \in \mathbb{K}[s]$ and a positive integer $m$, we consider the map

$$
\begin{aligned}
\Gamma_{\theta, m}: \quad \mathbb{K}[s] /\left(\theta^{m}(s)\right) & \cong(\mathbb{K}[t] /(\theta(t)))[[S-t]] /(S-t)^{m} \\
s & \longmapsto S .
\end{aligned}
$$

PROPOSITION 2.5. [39, simplified from Section 4.2] $\Gamma_{\theta, m}$ is an isomorphism. Both directions of $\Gamma_{\theta, m}$ can be computed in softly linear time, namely $\tilde{O}(m \operatorname{deg} \theta)$ operations in $\mathbb{K}$.

### 2.3. Panoramic evaluation

Panoramic evaluation necessitates a precise computational model in order to be presented accurately. We will use computation trees, and refer the reader to [14, Chapter 4 , Section 4] or [40, Section 2.1] for the usual definitions. Informally speaking, a computation tree is a tree whose nodes represent input values, output values, arithmetic operations, or zero-tests that create branches.

We will consider computation trees that manipulate data in $\mathbb{K}$-algebras over an effective field $\mathbb{K}$, and only the following operations will be allowed:

- The binary arithmetic operations,,$+- \times$ in the algebra.
- The unary operation of inversion, which is partially defined in the algebra.
- The unary zero-test.
- For each constant $c \in \mathbb{K}$, the nullary constant function () $\mapsto \mathcal{c}$ and the unary function $x \mapsto c x$ of scalar multiplication by $c$.
The evaluation of a computation tree $T$ with $n$ inputs $a$ in $\mathbb{K}$ corresponds to the natural execution of the sequence of instructions over a path of the tree from the root to a leaf. The value in return is written $\mathcal{E}(T ; a)$. The execution fails before reaching an output node in a leaf whenever the inverse of the zero element of $\mathbb{K}$ occurs. In this case, we say that $T$ is not executable at this input and the returned value is written not-executable.

Let $\mathbb{A}$ be a $\mathbb{K}$-algebra. Given an input sequence $a$ in $\mathbb{A}^{n}$, the unpermissive evaluation of $T$ at $a$ performs the usual evaluation as if $\mathbb{A}$ were a field but it stops as soon as a nontrivial zero-divisor is discovered in the argument of a zero-test or an inversion; see [40, Section 3.2]. When a non-trivial zero-divisor is discovered, the returned value, written $\bar{\varepsilon}(T ; a)$, is inconsistent and the zero-divisor is stored for subsequent use. Otherwise, $\bar{\varepsilon}(T$; a) is $\varepsilon(T ; a)$.

We say that a decomposition

$$
\mathbb{A} \cong \mathbb{D}_{1} \oplus \cdots \oplus \mathbb{D}_{\ell}
$$

is a panoramic splitting of $\mathbb{A}$ for the pair $(T, a)$ if $\bar{\varepsilon}\left(T ; \pi_{\mathbb{A} \rightarrow \mathbb{D}_{i}}(a)\right) \neq$ inconsistent for $i=1, \ldots$, $\ell$, where $\pi_{\mathbb{A} \rightarrow \mathbb{D}_{i}}$ stands for the projection from $\mathbb{A}$ onto $\mathbb{D}_{i}$. A panoramic value of $T$ at $a$ is a set of pairs $\left\{\left(\mathbb{D}_{1}, b_{1}\right), \ldots,\left(\mathbb{D}_{\ell}, b_{\ell}\right)\right\}$ such that $\mathbb{D}_{1} \oplus \cdots \oplus \mathbb{D}_{\ell}$ is a panoramic splitting of $\mathbb{A}$ and $b_{i}:=\bar{\varepsilon}\left(T ; \pi_{\mathbb{A} \rightarrow \mathbb{D}_{i}}(a)\right)$ for $i=1, \ldots, \ell$; see the definition in [40, Section 3.3].

ThEOREM 2.6. [40, Simplified from Theorem 1] Let $\mathbb{A}=\mathbb{K}[x] /(\mu(x))$ be a separable extension of $\mathbb{K}$ of degree $d:=\operatorname{deg} \mu \geqslant 1$, and let $T$ be a computation tree over $\mathbb{K}$-algebras, made of $n$ inputs, $\leqslant m$ outputs, and of total cost $\leqslant \tau$. Then, computing a panoramic value of $T$ over $\mathbb{A}$ costs

$$
\tilde{O}((n+m+\tau) d)
$$

operations in $\mathbb{K}$.
Panoramic evaluation can be implemented easily. In fact, we begin with running the unpermissive evaluation on the input data. If inconsistent is not returned then we are done. Otherwise a non-trivial zero-divisor $v$ has been found and leads to a decomposition of $\mathbb{A}$ into two sub-algebras $\mathbb{A}_{1}$ and $\mathbb{A}_{2}$ such that $\pi_{\mathbb{A} \rightarrow \mathbb{A}_{1}}(v)$ is zero and $\pi_{\mathbb{A} \rightarrow \mathbb{A}_{2}}(v)$ is invertible. Then, it suffices to restart the panoramic evaluation recursively and independently over $\mathbb{A}_{1}$ and $\mathbb{A}_{2}$. This process ends with a correct panoramic value since $\mathbb{A}$ is a finite product of fields.

The straightforward method described in the previous paragraph turns out to be suboptimal. In fact, a special care is needed to avoid repeating calculations. The paradigm behind Theorem 2.6 is called directed evaluation, defined in [40, Section 3.5]. Roughly speaking, the directed evaluation performs the natural evaluation until a non-trivial zerodivisor $v$ of $\mathbb{A}$ is encountered as an argument of a zero-test or an inversion. When this happens, the current algebra $\mathbb{A}$ is decomposed into two proper sub-algebras $\mathbb{A}_{1} \oplus \mathbb{A}_{2}$ such that $\pi_{\mathbb{A} \rightarrow \mathbb{A}_{1}}(v)$ is zero and $\pi_{\mathbb{A} \rightarrow \mathbb{A}_{2}}(v)$ is invertible. This decomposition is stored and the directed evaluation is carried on over the one of $\mathbb{A}_{1}$ and $\mathbb{A}_{2}$ whose dimension is the largest (an arbitrary choice is made when the dimensions are equal). At the end of a directed evaluation, the returned value is obtained for the final current sub-algebra. Finally, a fast panoramic evaluation process first performs a directed evaluation, and then is recursively called over each resulting remaining sub-algebras.

### 2.4. Panoramic evaluation for randomized algorithms

Theorem 2.6 does not support randomized algorithms, that will intervene in this paper. In the next paragraphs we propose a way to handle randomization under mild assumptions.

Let $\epsilon$ be a fixed positive real value $\leqslant 1 / 2$. We consider a family of computation trees $\left(T_{b}\right)_{b \in \mathcal{B}}$ over $\mathbb{K}$-algebras, parametrized by a finite set $\mathcal{B}$. All the trees of the family have input size $n$, output size $\leqslant m$, and total cost $\leqslant \tau$. We endow $\mathcal{B}$ with a uniform probability law.

Let $\mathbb{L}$ denote an algebraic field extension of $\mathbb{K}$. For a given input in $\mathbb{L}^{n}$, we assume that a tree $T_{b}$ of the family either evaluates to a correct result or returns wrong-randomchoice with probability $\leqslant \epsilon$ for $b$ taken at random in $\mathcal{B}$. Such a family of trees can be regarded as all the possible executions of a randomized algorithm.

For $k \geqslant 1$ and $\left(b_{1}, \ldots, b_{k}\right)$ in $\mathcal{B}^{k}$, we build the computation tree $T_{b_{1}, \ldots, b_{k}}$ that performs the successive evaluations of $T_{b_{1}}, \ldots, T_{b_{k}}$ at the given input while wrong-random-choice is encountered. Precisely, if $k=1$ this tree is exactly $T_{b_{1}}$. If $k \geqslant 2$ then the evaluation of $T_{b_{1}, \ldots, b_{k}}$ performs first the evaluation of $T_{b_{1}, \ldots, b_{k-1}}$ and returns the output value if it is not wrong-random-choice. Otherwise $T_{b_{k}}$ is evaluated and its resulting value is returned. The probability that wrong-random-choice is returned after the evaluation of $T_{b_{1}, \ldots, b_{k}}$ is thus $\leqslant \epsilon^{k}$. The expected value of $k$ that yields a correct result is

$$
\begin{equation*}
\leqslant \sum_{\kappa \geqslant 1} \kappa \epsilon^{\kappa-1}=\frac{1}{(1-\epsilon)^{2}} . \tag{2.1}
\end{equation*}
$$

In other words, we can compute a correct result for a given input with an expected number of $O\left(\tau /(1-\epsilon)^{2}\right)$ operations in $\mathbb{L}$.

Now, let us consider $l$ different input sets, with entries in different algebraic field extensions of $\mathbb{K}$. For ( $b_{1}, \ldots, b_{k}$ ) taken at random in $\mathcal{B}^{k}$, the probability that $T_{b_{1}, \ldots, b_{k}}$ does not end with wrong-random-choice for each of these $l$ input sets is $\geqslant\left(1-\epsilon^{k}\right)^{l}$.

We revisit the proof of [40, Theorem 1] for $\mathbb{K}$-algebras of the form $\mathbb{A}=\mathbb{K}[x] /(\mu(x))$, where $\mu$ is separable; see [40, Section 4]. Let $\mu_{1}, \ldots, \mu_{l}$ represent the irreducible factors of $\mu$, so $\mathbb{A}$ writes as the product of fields

$$
\mathbb{A} \cong \prod_{i=1}^{l} \mathbb{L}_{i} \text {, where } \mathbb{L}_{i}:=\mathbb{K}[x] /\left(\mu_{i}(x)\right) \text {. }
$$

An input of a computation tree $T_{b_{1}, \ldots, b_{k}}$ in $\mathbb{A}^{n}$ in the unpermissive evaluation model can be regarded as a $l$-tuple of inputs in $\prod_{i=1}^{l} \mathbb{L}_{i}^{n}$ under the following assumption:
Hypothesis (H). For any input $a$ in $\mathbb{A}^{n}$, and any $b \in \mathcal{B}$, if the evaluation of $T_{b}$ at $\pi_{\mathbb{A} \rightarrow \mathbb{L}_{i}}(a)$ does not yield wrong-random-choice for all $i=1, \ldots, l$, then the unpermissive evaluation of $T_{b}$ at $a$ does not yield wrong-random-choice.

THEOREM 2.7. Let $\mathbb{A}=\mathbb{K}[x] /(\mu(x))$ be a separable extension of $\mathbb{K}$ of degree $d:=\operatorname{deg} \mu \geqslant 1$, and let $\left(T_{b}\right)_{b \in \mathcal{B}}$ be a family of computation trees over $\mathbb{K}$-algebras made of $n$ inputs, $\leqslant m$ outputs, of total cost $\leqslant \tau$, and satisfying Hypothesis ( $H$ ). Then, a panoramic value of $\left(T_{b}\right)_{b \in \mathcal{B}}$ over $\mathbb{A}$ can be computed with an expected number of $\tilde{O}((n+m+\tau) d)$ operations in $\mathbb{K}$.

Proof. Thanks to Hypothesis (H), and according to the above discussion, $T_{b_{1}, \ldots, b_{k}}$ does not yield wrong-random-choice in the directed evaluation model over $\mathbb{A}$ with probability $\geqslant\left(1-\epsilon^{k}\right)^{l}$. While a directed evaluation yields a wrong-random-choice, we try another point $\left(b_{1}, \ldots, b_{k}\right)$ at random in $\mathcal{B}^{k}$. From (2.1), the expected number of trials is

$$
\leqslant \frac{1}{\left(1-\epsilon^{k}\right)^{2 l}} .
$$

We want this expected number of trials to be uniformly bounded by a constant $c>1$, that is:

$$
\frac{1}{\left(1-\epsilon^{k}\right)^{2 l}} \leqslant c .
$$

Since $\epsilon \leqslant 1 / 2$, this condition is satisfied as soon as

$$
l \epsilon^{k} \leqslant \log c
$$

Consequently, it suffices to take

$$
k:=\left\lceil\log \left(\frac{\log c}{l}\right) / \log \epsilon\right\rceil=O(\log l)=O(\log d)
$$

By using this randomized directed evaluation in the proof of [40, Theorem 1], we obtain that the panoramic evaluation of $\left(T_{b}\right)_{b \in \mathcal{B}}$ in $\mathbb{A}$ can be performed with an expected number of $\tilde{O}((n+m+\tau) d)$ operations in $\mathbb{K}$.

## 3. PUISEUX EXPANSIONS

This section gathers known facts and complexity results about Puiseux series. From now on and until the end of the paper, $\mathbb{K}$ is assumed to have characteristic zero. For complexity results, we rely on recent papers by Poteaux and his collaborators [57, 58, 59], in which further details and historical references can be found. We recall that $\mathbb{K}[[x]]$ represents the ring of the power series in $x$. Its field of fractions, called the field of Laurent series, is written $\mathbb{K}((x))$.

Let $F \in \mathbb{K}((x))[y]$ be a monic separable polynomial of degree $d_{y}$ in $y$. We write

$$
F_{y}:=\frac{\partial F}{\partial y}, \quad \operatorname{Disc}_{y} F:=(-1)^{d_{y}\left(d_{y-1}\right) / 2} \operatorname{Res}_{y}\left(F, F_{y}\right) \in \mathbb{K}((x)) .
$$

It is well known that $F$ admits $d_{y}$ distinct roots in the field of Puiseux series

$$
\overline{\mathbb{K}}\langle\langle x\rangle\rangle:=\bigcup_{e \geqslant 1} \overline{\mathbb{K}}\left(\left(x^{1 / e}\right)\right),
$$

that are called its Puiseux expansions. From the seminal works of Newton and Puiseux, the field $\overline{\mathbb{K}}\langle\langle x\rangle\rangle$ is known to be algebraically closed. If $F$ is monic in $\mathbb{K}[[x]][y]$, then its Puiseux expansions have nonnegative valuation in $x$.

### 3.1. Absolute factorization

Let $F \in \mathbb{K}((x))[y]$ be a monic irreducible polynomial of degree $d_{y}$ in $y$. The absolute factorization of $F$ means its factorization in $\overline{\mathbb{K}}((x))[y]$. Let $\mathfrak{F}_{1}, \ldots, \mathfrak{F}_{s}$ denote the monic absolutely irreducible factors of $F$.

LEMMA 3.1. With the above notation, for $i=1, \ldots, s$ the field $\mathbb{E}_{i}$ generated by the coefficients of $\mathfrak{F}_{i}$ over $\mathbb{K}$ has degree $d_{y} /$ s over $\mathbb{K}$. The fields $\mathbb{E}_{1}, \ldots, \mathbb{E}_{s}$ are conjugated over $\mathbb{K}$.

Proof. Let $\mathbb{E}_{1}$ be represented by $\mathbb{K}[a] /(\mu(a))$ with $\mu$ monic and irreducible. Let $\alpha_{1} \in \overline{\mathbb{K}}$ be a root of $\mu$ such that $\mathbb{E}_{1}=\mathbb{K}\left[\alpha_{1}\right]$; this defines an embedding of $\mathbb{E}_{1}$ into $\overline{\mathbb{K}}$. Then $\mathfrak{F}_{1}$ uniquely writes as $\mathrm{F}\left(\alpha_{1}, x, y\right)$, where

$$
\mathrm{F}(a, x, y) \in \mathbb{K}[a]((x))[y]
$$

and such that F is monic in $y$ and $\operatorname{deg}_{a} \mathrm{~F}<\operatorname{deg} \mu$. Let $\alpha_{2}, \ldots, \alpha_{\operatorname{deg} \mu}$ denote the other roots of $\mu$ in $\mathbb{K}$. Since $\mathbb{E}_{1}$ is generated over $\mathbb{K}$ by the coefficients of $\mathfrak{F}_{1}$, the $\mathbb{F}\left(\alpha_{i}, x, y\right)$ are pairwise distinct irreducible factors of $F$ in $\overline{\mathbb{K}}((x))[y]$. From

$$
\mathrm{F}\left(\alpha_{1}, x, y\right) \cdots \mathrm{F}\left(\alpha_{\operatorname{deg} \mu}, x, y\right)=\operatorname{Res}_{a}(\mu(a), \mathrm{F}(a, x, y)) \in \mathbb{K}((x))[y]
$$

and since $F$ is irreducible, we have $F=\operatorname{Res}_{a}(\mu(a), \mathrm{F}(a, x, y))$, that implies

$$
\left\{\mathfrak{F}_{1}, \ldots, \mathfrak{F}_{s}\right\}=\{\mathcal{F}(\alpha, x, y): \mu(\alpha)=0\},
$$

whence $\operatorname{deg}_{y} \mathfrak{F}_{i}=d_{y} / s$ and $\operatorname{deg} \mu=s$. Finally, the $\mathbb{E}_{i}$ are the different embeddings of $\mathbb{K}[a] /(\mu(a))$ into $\overline{\mathbb{K}}$.

In this paper, we prefer to avoid irreducible factorization of polynomials, because it cannot be computed in an algebraic complexity model for a general ground field [24, 25]. Of course, factorization is possible whenever $\mathbb{K}$ is finitely and explicitly presented over $\mathbb{Q}$, but the bit costs are rather expensive in the worst cases. On the other hand it is usual that a set of absolutely irreducible factors $\mathfrak{F}_{1}, \ldots, \mathfrak{F}_{s}$ in $\overline{\mathbb{K}}((x))[y]$ monic in $y$, of the same degree, and stable by conjugation over $\mathbb{K}$, can be represented by a pair ( $\mu, \mathcal{F}$ ) such that:

- $\mu \in \mathbb{K}[a]$ is monic and separable of degree $s$,
- $\mathrm{F}(a, x, y) \in \mathbb{K}[a]((x))[y]$ is monic in $y$ and satisfies $\operatorname{deg}_{a} \mathrm{~F}<\operatorname{deg} \mu$,
- $\left\{\mathfrak{F}_{1}, \ldots, \mathfrak{F}_{s}\right\}=\{\mathrm{F}(\alpha, x, y): \mu(\alpha)=0\}$.

With such a representation, $\mu$ is not required to be irreducible, while the $\mathrm{F}(\alpha, x, y)$ are irreducible in $\overline{\mathbb{K}}((x))[y]$ for each root $\alpha$ of $\mu$. This point of view is classical in the context of absolute factorization in $\mathbb{K}[x, y]$; see [20] for instance. In a similar fashion, we will parametrize families of Puiseux expansions in terms of roots of separable polynomials.

### 3.2. Rational Puiseux expansions

Let $F$ denote an absolutely irreducible polynomial in $\mathbb{E}((x))[y]$ of degree $d_{y}$, where $\mathbb{E}$ is the field generated by the coefficients of $F$ over $\mathbb{K}$. Let $\varphi_{1}, \ldots, \varphi_{d_{y}}$ denote the Puiseux expansions of $F$, so

$$
F=\prod_{i=1}^{d_{y}}\left(y-\varphi_{i}\right) .
$$

Up to a permutation of indices, we may assume that $\varphi_{1}$ belongs to $\overline{\mathbb{K}}\left(\left(x^{1 / e}\right)\right)$ with $e$ taken minimal among the $\varphi_{i}$. In particular $\varphi_{1}$ writes as

$$
\varphi_{1}=\sum_{i=n}^{\infty} \beta_{i} x^{i / e},
$$

with $\beta_{n} \neq 0$ (where $n \in \mathbb{Z}$ ) and there exists an integer $m$ prime to $e$ such that $\beta_{m} \neq 0$. Let $\zeta$ denote an $e$-th root of unity. From

$$
F\left(\left(x^{1 / e}\right)^{e}, \sum_{i=n}^{\infty} \beta_{i}\left(x^{1 / e}\right)^{i}\right)=0
$$

we observe that

$$
F\left(\left(\zeta x^{1 / e}\right)^{e}, \sum_{i=n}^{\infty} \beta_{i}\left(\zeta x^{1 / e}\right)^{i}\right)=0,
$$

which implies that

$$
\psi_{\zeta}:=\sum_{i=n}^{\infty} \beta_{i}\left(\zeta x^{1 / e}\right)^{i}
$$

is also a root of $F$. Now, if $\zeta$ is a primitive $e$-th root of unity then $\psi_{\zeta^{0}}=\varphi_{1}, \ldots, \psi_{\zeta^{e-1}}$ are also roots of $F$. If $0 \leqslant a<b<e$ then

$$
\beta_{m}\left(\zeta^{a} x^{1 / e}\right)^{m} \neq \beta_{m}\left(\zeta^{b} x^{1 / e}\right)^{m}
$$

because $m$ is prime to $e$. It follows that $\psi_{\zeta^{0}}, \ldots, \psi_{\zeta^{e-1}}$ are pairwise distinct. Let

$$
G\left(x^{1 / e}, y\right):=\prod_{k=0}^{e-1}\left(y-\psi_{\zeta^{k}}\right) \in \overline{\mathbb{K}}\left(\left(x^{1 / e}\right)\right)[y] .
$$

By construction, we have $G\left(\zeta x^{1 / e}, y\right)=G\left(x^{1 / e}, y\right)$, whence $G\left(x^{1 / e}, y\right) \in \overline{\mathbb{K}}((x))[y]$. Consequently $G$ divides $F$, whence $G=F$. These observations are strengthened in the following statement that makes precise the algebraic extension in which the coefficients of the Puiseux expansions of $F$ actually belong to.

Theorem 3.2. $[22,23]$ Let $F$ be an absolutely irreducible polynomial in $\mathbb{E}((x))[y]$ of degree $d_{y}=e$. Then, there exists $\gamma \in \mathbb{E} \backslash\{0\}$ and $\sum_{i=n}^{\infty} \beta_{i} t^{i} \in \mathbb{E}((t))$ such that

$$
F=\prod_{k=0}^{e-1}\left(y-\sum_{i=n}^{\infty} \beta_{i}\left(\zeta^{k}(x / \gamma)^{1 / e}\right)^{i}\right),
$$

where $\zeta$ stands for a primitive e-th root of unity.
Proof. These expansions appeared in [23, Section 1, p. 124], and their existence proof follows from a variant of the Newton polygon method [23, Section 4.4].

This motivates the following definition, still extracted from [22, 23].
DEFINITION 3.3. Let $F \in \overline{\mathbb{K}}((x))[y]$ be an irreducible polynomial of degree e. Let $\mathbb{E}$ represent the field generated by the coefficients of $F$ over $\mathbb{K}$. A rational Puiseux expansion of $F$ over $\mathbb{K}$ is a pair $(X(t), Y(t)) \in \mathbb{E}((t))^{2}$, such that the following properties hold:

- $(X(t), Y(t))=\left(\gamma t^{e}, \sum_{i=n}^{\infty} \beta_{i} t^{i}\right)$, with $n \in \mathbb{Z}$ and $\gamma \beta_{n} \neq 0$,
- $F(X(t), Y(t))=0$.

A rational Puiseux expansion represents the $e$ following Puiseux series in $\overline{\mathbb{K}}\left(\left(x^{1 / e}\right)\right)$, for $k=0, \ldots, e-1$ :

$$
\varphi_{k}(x):=\sum_{i=n}^{\infty} \beta_{i}\left(\zeta^{k}(x / \gamma)^{1 / e}\right)^{i},
$$

where $\zeta$ is a primitive $e$-th root of unity. The common minimal polynomial over $\mathbb{E}((x))[y]$ of these series is

$$
F=\prod_{k=0}^{e-1}\left(y-\varphi_{k}(x)\right) .
$$

It follows from the above discussion that no Puiseux expansion of $F$ belongs to $\overline{\mathbb{K}}\left(\left(x^{1 / e^{\prime}}\right)\right)$ with $e^{\prime}<e$. The integer $e$ is called the ramification index of the Puiseux expansions of $F$. More generally, a rational Puiseux expansion of a non necessarily absolutely irreducible polynomial $F \in \mathbb{K}((x))[y]$ will mean a rational Puiseux expansion of one of its absolutely irreducible factors.

### 3.3. Uniformizing parameters

Let $F$ denote a monic irreducible polynomial in $\overline{\mathbb{K}}[[x]][y]$ of degree $e$, so

$$
\overline{\mathbb{K}}[[x]][y] /(F(x, y))
$$

is an integral domain, whose field of fractions is $\overline{\mathbb{K}}((x))[y] /(F(x, y))$. The rational Puiseux expansion of $F$ over $\mathbb{K}$ is written $(X(t), Y(t))$, as in Definition 3.3. The next proposition is well known and is often deduced from algorithms that compute Puiseux expansions. For completeness we include a standalone proof.

Proposition 3.4. Let $F$ denote a monic irreducible polynomial in $\overline{\mathbb{K}}[[x]][y]$. Then, $\overline{\mathbb{K}}((x))[y] /$ $(F(x, y))$ is endowed with the unique discrete valuation that extends the valuation in $x$ via the following isomorphism:

$$
\begin{aligned}
\Phi: \quad \overline{\mathbb{K}}((x))[y] /(F(x, y)) & \cong \overline{\mathbb{K}}((t)) \\
x & \longmapsto X(t)=\gamma t^{e} \\
y & \longmapsto Y(t) .
\end{aligned}
$$

Proof. The map $\Phi$ is injective because $F$ is the minimal polynomial of $Y\left((x / \gamma)^{1 / e}\right)$ over $\overline{\mathbb{K}}((x))$, as seen in Section 3.2. Let us write $Y(t)=\sum_{i \geqslant 0} \beta_{i} t^{i}$ as before, and consider the morphism of $\overline{\mathbb{K}}((x))$-algebras

$$
\begin{aligned}
\Psi: \quad \overline{\mathbb{K}}((x))[y] & \longrightarrow \overline{\mathbb{K}}((x))[t] /\left(t^{e}-x / \gamma\right) \\
y & \longmapsto Y(t)=\sum_{k=0}^{e-1}\left(\sum_{i \geqslant 0} \beta_{i e+k}(x / \gamma)^{i}\right) t^{k}
\end{aligned}
$$

The polynomial $F$ is in $\operatorname{ker} \Psi$. Since $F$ and $t^{e}-x / \gamma$ are irreducible over $\overline{\mathbb{K}}((x))$ and of the same degree $e$, the map

$$
\begin{aligned}
\bar{\Psi}: \quad \overline{\mathbb{K}}((x))[y] /(F(x, y)) & \longrightarrow \overline{\mathbb{K}}((x))[t] /\left(t^{e}-x / \gamma\right) \\
y & \longmapsto Y(t) .
\end{aligned}
$$

is an isomorphism. Finally we note that $\Phi\left(\bar{\Psi}^{-1}(t)\right)=t$, so $\Phi$ is surjective.

### 3.4. Singular parts

The computation of Puiseux series is usually presented in two steps. The first one concerns the expansions at the minimal precision that separates them; this is the purpose of the next definition. The second step mostly corresponds to the usual Newton operator that extends expansions to any requested finite precision.

Definition 3.5. The regularity index of a Puiseux expansion $\varphi$ of $F$ is the first rational number $\rho$ such that no other Puiseux series of $F$ has the same truncation up to degree $\rho$. The truncation of $\varphi$ up to its regularity index is called the singular part of $\varphi$. By convention, if $\operatorname{deg}_{y} F=1$ then the regularity index is set to $-\infty$.

Remark 3.6. In [59, Definition 3] the regularity index is the quantity $e \rho$, where $e$ is the ramification index of $\varphi$.

Since the Puiseux expansions represented by one rational Puiseux expansion share the same regularity index, the notions of regularity index and singular part naturally extend to rational Puiseux expansions.

Lemma 3.7. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ in $y$, and let $\psi$ be a Puiseux series that extends the singular part of a Puiseux expansion $\varphi$ of $F$ of ramification index e and regularity index $\rho$ in $F\left(\right.$ namely $\left.\operatorname{val}_{x}(\varphi-\psi)>\rho\right)$. Then, the following properties hold:

1. $\operatorname{val}_{x}\left(F_{y}(\psi)\right)=\operatorname{val}_{x}\left(F_{y}(\varphi)\right)$,
2. $\rho \leqslant \operatorname{val}_{x}\left(F_{y}(\varphi)\right)$,
3. $\operatorname{val}_{x}(F(\psi)) \geqslant \rho+1 / e+\operatorname{val}_{x}\left(F_{y}(\varphi)\right)$.

Proof. Let $\varphi_{1}=\varphi, \varphi_{2}, \ldots, \varphi_{d_{y}}$ denote the Puiseux expansions of $F$. By definition of the regularity index, we have $\operatorname{val}_{x}\left(\psi-\varphi_{i}\right)=\operatorname{val}_{x}\left(\varphi-\varphi_{i}\right)$ for $i=2, \ldots, d_{y}$. It follows that

$$
\operatorname{val}_{x}\left(F_{y}(\psi)\right)=\operatorname{val}_{x}\left(\prod_{i=2}^{d_{y}}\left(\psi-\varphi_{i}\right)\right)=\operatorname{val}_{x}\left(\prod_{i=2}^{d_{y}}\left(\varphi-\varphi_{i}\right)\right)=\operatorname{val}_{x}\left(F_{y}(\varphi)\right) .
$$

The two other properties are immediate.

### 3.5. Representation of rational Puiseux expansions

For algorithmic purposes and for avoiding irreducible polynomial factorization, we need to revisit Definition 3.3 in order to allow rational Puiseux expansions to be defined over products of fields.

Definition 3.8. A complete set of rational Puiseux expansions of a polynomial $F \in \mathbb{K}((x))[y]$ is a sequence of triples $\left(\mu_{i}(a), X_{i}(t), Y_{i}(t)\right)$ for $i=1, \ldots$, s such that:

- $\mu_{i} \in \mathbb{K}[a]$ is monic and separable; we set $\mathbb{E}_{i}:=\mathbb{K}[a] /\left(\mu_{i}(a)\right)$,
- $\left(X_{i}(t)=\gamma_{i} t^{e_{i}}, Y_{i}(t)\right) \in \mathbb{E}_{i}((t))^{2}$,
- $\gamma_{i}$ and the initial coefficient of $Y_{i}$ are invertible in $\mathbb{E}_{i}$,
- $\{1, \ldots, s\} \times U_{\mathbb{A}}\left(\mu_{i}\right)$ is in one-to-one correspondence with the absolutely irreducible factors of $F$. Precisely, for any $i \in\{1, \ldots, s\}$ and any root $\alpha$ of $\mu_{i},\left(\pi_{\alpha}\left(X_{i}(t)\right), \pi_{\alpha}\left(Y_{i}(t)\right)\right)$ is a rational Puiseux expansion (with the meaning of Definition 3.3) of an absolutely irreducible factor of $F$, where $\pi_{\alpha}$ stands for the natural projection from $\mathbb{E}_{i}[[t]]$ onto $\mathbb{K}[\alpha][[t]]$.

Proposition 3.9. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ in $y$, and let $\left(\left(\mu_{i}(a)\right.\right.$, $\left.\left.X_{i}(t), Y_{i}(t)\right)\right)_{i=1, \ldots, s}$ represent the rational Puiseux expansions of $F$ with the meaning of Definition 3.8. If the initial coefficient of $F_{y}\left(X_{i}(t), Y_{i}(t)\right)$ is invertible modulo $\mu_{i}$, for $i=1, \ldots, s$, then we have

$$
\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)=\sum_{i=1}^{s} \operatorname{deg} \mu_{i} \operatorname{val}_{t}\left(F_{y}\left(X_{i}(t), Y_{i}(t)\right)\right)
$$

Proof. The multiplicative property of the resultant yields

$$
\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)=\sum_{i=1}^{d_{y}} \operatorname{deg} \mu_{i} \sum_{k=0}^{e_{i-1}} \operatorname{val}_{x}\left(F_{y}\left(x, Y_{i}\left(\zeta^{k}\left(x / \gamma_{i}\right)^{1 / e_{i}}\right)\right)\right) .
$$

On the other hand, for $k=0, \ldots, e_{i-1}$ we verify that

$$
\operatorname{val}_{x}\left(F_{y}\left(x, Y_{i}\left(\zeta^{k}\left(x / \gamma_{i}\right)^{1 / e_{i}}\right)\right)\right)=\operatorname{val}_{t}\left(F_{y}\left(X_{i}(t), Y_{i}(t)\right)\right) / e_{i}
$$

Concerning the singular parts, Definition 3.8 must be adapted in order to ensure that rational expansions with different regularity indices are distinguished.

DEFINITION 3.10. The singular parts of a complete set of rational Puiseux expansions of a polynomial $F \in \mathbb{K}((x))[y]$ are a sequence of quadruples $\left(\mu_{i}(a), \hat{X}_{i}(t), \hat{Y}_{i}(t), \rho_{i}\right)$ for $i=1, \ldots$, s such that:

- $\mu_{i} \in \mathbb{K}[a]$ is monic and separable; we set $\mathbb{E}_{i}:=\mathbb{K}[a] /\left(\mu_{i}(a)\right)$, and let $\alpha_{i}$ be the class of a in $\mathbb{E}_{i}$,
- $\rho_{i} \in \mathbb{Q} \geqslant 0 \cup\{-\infty\}$,
- $\left(\hat{X}_{i}(t)=\gamma_{i} t^{e_{i}}, \hat{Y}_{i}(t)\right) \in\left(\mathbb{E}_{i}((t)) /\left(t^{e_{i} p_{i}+1}\right)\right)^{2}$,
- $\gamma_{i}$ and the initial coefficient of $\hat{Y}_{i}$ are invertible in $\mathbb{E}_{i}$,
- $\{1, \ldots, s\} \times \cup_{\mathbb{A}}\left(\mu_{i}\right)$ is in one-to-one correspondence with the absolutely irreducible factors of $F$. Precisely, for any $i \in\{1, \ldots, s\}$ and any root $\alpha$ of $\mu_{i},\left(\pi_{\alpha}\left(\hat{X}_{i}(t)\right), \pi_{\alpha}\left(\hat{Y}_{i}(t)\right)\right)$ is the singular part of a rational Puiseux expansion (with the meaning of Definition 3.3), with regularity index $\rho_{i}$, of an absolutely irreducible factor of $F$, where $\pi_{\alpha}$ stands for the natural projection from $\mathbb{E}_{i}[[t]]$ onto $\mathbb{K}[\alpha][[t]]$.

LEMMA 3.11. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ in $y$. Given the singular part $(\mu(a), \hat{X}(t), \hat{Y}(t), \rho)$ (with the meaning of Definition 3.10) of a rational Puiseux expansion ( $\mu(a), X(t), Y(t))$ of $F$ (with the meaning of Definition 3.8), if $\mu$ is irreducible, then we can compute $\operatorname{val}_{t}\left(F_{y}(X(t), Y(t))\right)$ with

$$
\tilde{O}\left(d_{y} \operatorname{deg} \mu\left(\operatorname{val}_{t}\left(F_{y}(X(t), Y(t))\right)+1\right)\right)
$$

operations in $\mathbb{K}$.

Proof. Thanks to Lemma 3.7, the valuation of $F_{y}(X(t), Y(t))$ can be computed as the valuation of $F_{y}(\hat{X}(t), \hat{Y}(t))$. The evaluation of $F_{y}(\hat{X}(t), \hat{Y}(t))$ at precision $\eta>1$ takes $\tilde{O}\left(d_{y} \eta\right)$ operations in $\mathbb{E}:=\mathbb{K}[a] /(\mu(a))$, that amounts to $\tilde{O}\left(d_{y} \operatorname{deg} \mu \eta\right)$ operations in $\mathbb{K}$. The valuation $\operatorname{val}_{t}\left(F_{y}(X(t), Y(t))\right)$ is obtained by evaluating $F_{y}(\hat{X}(t), \hat{Y}(t))$ successively at precisions $1,2,4,8, \ldots$ until a non-zero value is found. In this way, the final precision does not exceed $2 \operatorname{val}_{t}\left(F_{y}(X(t), Y(t))\right)+1$ and the number of evaluations is $O\left(\log \left(\operatorname{val}_{t}\left(F_{y}(X(t)\right.\right.\right.$, $Y(t)))$ )).

### 3.6. Computation of singular parts

For computing singular parts of rational Puiseux expansions we rely on the following complexity bound.

Theorem 3.12. [59, simplified from Theorem 1] Let $F \in \mathbb{K}[x][y]$ be monic and separable of degree $d_{y}$ in $y$. There exists a probabilistic algorithm of Las Vegas type that computes the singular parts (with the meaning of Definition 3.10) of the rational Puiseux expansions of $F$ regarded in $\mathbb{K}[[x]][y]$ with an expected number of

$$
\tilde{O}\left(d_{y}\left(\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)+1\right)\right)
$$

operations in $\mathbb{K}$.
Remark 3.13. Let us mention that [59, Theorem 1] handles the more general case where $F \in \mathbb{K}[x][y]$ is not necessarily monic in $y$, and also where the characteristic of $\mathbb{K}$ is positive and larger than $d_{y}$.

Example 3.14. Let us take $\mathbb{K}:=\mathbb{Q}$ and

$$
F(x, y):=y^{7}-x\left(x^{3}+y^{2}+x y\right)^{2} .
$$

We have $\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)=33$. With the Newton polytope algorithm, we compute the singular parts of three rational Puiseux expansions with the representation of Definition 3.10:

- First singular part: $e_{1}=1, \rho_{1}=2$,

$$
\begin{aligned}
& \mu_{1}(a):=a^{2}-2 a+2 \\
& \hat{X}_{1}(t):=t \\
& \hat{Y}_{1}(t):=-t+\alpha_{1} t^{2} .
\end{aligned}
$$

- Second singular part: $e_{2}=3, \rho_{2}=1 / 3$,

$$
\begin{aligned}
\mu_{2}(a) & :=a \\
\hat{X}_{2}(t) & :=t^{3} \\
\hat{Y}_{2}(t) & :=t .
\end{aligned}
$$

- Third singular part: $e_{3}=2, \rho_{3}=11 / 2$,

$$
\begin{aligned}
& \mu_{3}(a):=a \\
& \hat{X}_{3}(t):=-t^{2} \\
& \hat{Y}_{3}(t):=-t^{4}+t^{6}-2 t^{8}+5 t^{10}+t^{11} .
\end{aligned}
$$

A Puiseux expansion $(\mu(a), X(t), Y(t))$ of $F \in \mathbb{E}[[x]][y]$ (with the meaning of Definition 3.8) is said to be regular if $F_{y}(0, Y(0))$ is invertible in $\mathbb{E}:=\mathbb{K}[a] /(\mu(a))$. The regular parts can be easily computed as follows. For $\mu(a)$ we take the product of the factors of multiplicity 1 in $F(0, a)$, and if $\alpha$ denotes the class of $a$ in $\mathbb{K}[a] /(\mu(a))$, then $(\mu(a), t, \alpha$, 0 ) represents the singular part of the regular rational Puiseux expansions of $F$. From computing the squarefree factorization of $F(0, a)$, the regular Puiseux expansions can therefore be obtained in softly linear time.

PROPOSITION 3.15. Let $F \in \mathbb{K}[x][y]$ be monic and separable of degree $d_{y}$ in $y$. Given the singular parts of all the non-regular rational Puiseux expansions of $F$ regarded in $\mathbb{K}[[x]][y]$ (with the meaning of Definition 3.10), we can compute another representation of the singular parts in the form $\left(\left(\tilde{\mu}_{i}(a), \tilde{X}_{i}(t), \tilde{Y}_{i}(t), \tilde{\rho}_{i}\right)\right)_{i=1, \ldots, s}$ (still with the meaning of Definition 3.10) along with

$$
\tilde{\sigma}_{i}:=\operatorname{val}_{t}\left(F_{y}\left(\tilde{X}_{i}(t), \tilde{Y}_{i}(t)\right)\right)
$$

such that the coefficient of degree $\tilde{\sigma}_{i}$ in $F_{y}\left(\tilde{X}_{i}(t), \tilde{Y}_{i}(t)\right)$ is invertible in $\tilde{\mathbb{E}}_{i}:=\mathbb{K}[a] /\left(\tilde{\mu}_{i}(a)\right)$. This new representation can be obtained with

$$
\tilde{O}\left(d_{y} \operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)\right)
$$

arithmetic operations in $\mathbb{K}$.
Proof. We let $\left(\left(\mu_{i}(a), \hat{X}_{i}(t), \hat{Y}_{i}(t), \rho_{i}\right)\right)_{i=1, \ldots, s}$ represent the singular parts of the non-regular rational Puiseux expansions of $F$ regarded in $\mathbb{K}[[x]][y]$.

If $\mathbb{E}_{i}$ is a field, then Lemma 3.11 and Proposition 3.9 straightforwardly yield the claimed bound. Unfortunately, if $\mathbb{E}_{i}$ is a finite product of fields, then panoramic evaluation does not conclude the proof, because the cost of the method described in the proof of Lemma 3.11 depends on the computed valuation for $F_{y}$. Consequently, we need to adapt the proof of Lemma 3.11.

Let $\mu_{i}^{[k]}$ denote the largest divisor of $\mu_{i}$ such that

$$
\operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i}(t) \bmod \mu_{i}^{[k]}, \hat{Y}_{i}(t) \bmod \mu_{i}^{[k]}\right)\right) \geqslant 2^{k}-1
$$

Note that $\mu_{i}^{[0]}:=\mu_{i}$, and let $K_{i}$ be the first value of $k$ such that $\operatorname{deg} \mu_{i}^{\left[K_{i}\right]}=0$.
If $\mu_{i}^{[k]}$ is known for some $k$ with $0 \leqslant k<K_{i}$, then we use panoramic evaluation over $\mathbb{E}_{i}^{[k]}:=\mathbb{K}[a] /\left(\mu_{i}^{[k]}(a)\right)$ to test if $\operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i}(t), \hat{Y}_{i}(t)\right)\right) \geqslant 2^{k+1}-1$ holds. Computing $\hat{X}_{i}(t) \bmod \mu_{i}^{[k]}$ and $\hat{Y}_{i}(t) \bmod \mu_{i}^{[k]}$ to precision $O\left(t^{2^{k+1}-1}\right)$ takes

$$
\tilde{O}\left(\operatorname{deg} \mu_{i} \min \left(e_{i} \rho_{i}+1,2^{k+1}\right)\right)
$$

where $e_{i}$ is the ramification index of $\left(\hat{X}_{i}(t), \hat{Y}_{i}(t)\right)$, and the panoramic evaluation then takes

$$
\tilde{O}\left(d_{y} \operatorname{deg} \mu_{i}^{[k]} 2^{k}\right)
$$

operations in $\mathbb{K}$ by Theorem 2.6. As a result, we obtain pairwise coprime factors $\mu_{i, 0}^{[k]}, \ldots$, $\mu_{i, r_{i, k}}^{[k]}$ of $\mu_{i}^{[k]}$ such that $\mu_{i}^{[k]}=\mu_{i, 0}^{[k]} \cdots \mu_{i, r_{i, k}}^{[k]}$ that

$$
2^{k}-1 \leqslant \operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i}(t) \bmod \mu_{i, j}^{[k]}, \hat{Y}_{i}(t) \bmod \mu_{i, j}^{[k]}\right)\right)<2^{k+1}-1 \text { for } j \geqslant 1
$$

that the initial coefficient of $F_{y}\left(\hat{X}_{i}(t) \bmod \mu_{i, j}^{[k]}, \hat{Y}_{i}(t) \bmod \mu_{i, j}^{[k]}\right)$ is invertible modulo $\mu_{i, j}^{[k]}$ for $j=1, \ldots, r_{i, k}$, and that $\mu_{i}^{[k+1]}=: \mu_{i, 0}^{[k]}$. The cost of these computations rewrites as

$$
\begin{aligned}
& \tilde{O}\left(\operatorname{deg} \mu_{i} e_{i} \rho_{i}+d_{y} \operatorname{deg} \mu_{i}^{[k]} 2^{k}\right) \\
= & \tilde{O}\left(\operatorname{deg} \mu_{i} e_{i} \rho_{i}+d_{y} \operatorname{deg} \mu_{i, 0}^{[k]} 2^{k}+\sum_{j=1}^{r_{i, k}} d_{y} \operatorname{deg} \mu_{i, j}^{[k]} \operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i}(t) \bmod \mu_{i, j}^{[k]}, \hat{Y}_{i}(t) \bmod \mu_{i, j}^{[k]}\right)\right)\right) \\
= & \tilde{O}\left(\operatorname{deg} \mu_{i} e_{i} \rho_{i}+d_{y} m_{i}\right),
\end{aligned}
$$

where

$$
m_{i}:=\sum_{\substack{\nu \mid \mu_{i} \\ v \text { irreducible }}} d_{y} \operatorname{deg} \nu \operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i}(t) \bmod v, \hat{Y}_{i}(t) \bmod v\right)\right) .
$$

Thanks to Proposition 3.9, the sum of these costs for $k=0, \ldots, K_{i}-1$ and $i=1, \ldots, s$ is

$$
\tilde{O}\left(d_{y} \operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right) \max _{i=1, \ldots, s} K_{i}\right)=\tilde{O}\left(d_{y} \operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)\right),
$$

since $\max _{i=1, \ldots, s} K_{i}=O\left(\log \left(\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)\right)\right)$.
Finally, the reductions $\left(\hat{X}_{i}(t), \hat{Y}_{i}(t)\right) \bmod \mu_{i, j}^{[k]}$ for $i=1, \ldots, s, j=1, \ldots, r_{i, k}, k=0, \ldots, K_{i}-1$, take softly linear time by Proposition 2.3.

Remark 3.16. The algorithm underlying [59, Theorem 1] may be implemented in a way to ensure that the initial coefficient of $F_{y}\left(\hat{X}_{i}(t), \hat{Y}_{i}(t)\right)$ is invertible for all $i$. However, this property does not seem to be explicitly stated in the specifications of this algorithm, so we preferred to provide the reader with the details.

Example 3.17. (Continued from Example 3.14) Proposition 3.15 called with the singular parts of Example 3.14 does not refine the set of expansions. So

$$
\left(\left(\tilde{\mu}_{i}(a), \tilde{X}_{i}(t), \tilde{Y}_{i}(t), \tilde{\rho}_{i}\right)\right)_{i=1, \ldots, \tilde{s}_{s}}=\left(\left(\mu_{i}(a), \hat{X}_{i}(t), \hat{Y}_{i}(t), \rho_{i}\right)\right)_{i=1, \ldots, s}
$$

and $\tilde{\sigma}_{1}=5, \tilde{\sigma}_{2}=6, \tilde{\sigma}_{3}=17$. By the way, we verify that the identity

$$
\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)=\operatorname{deg} \mu_{1} \tilde{\sigma}_{1}+\operatorname{deg} \mu_{2} \tilde{\sigma}_{2}+\operatorname{deg} \mu_{3} \tilde{\sigma}_{3}
$$

holds as expected from Proposition 3.9.

### 3.7. Lifting a rational Puiseux expansion

In our main algorithm we will need to increase the precision of Puiseux expansions given by their singular parts, in order to obtain the adjoint divisor of a curve. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ but not necessarily irreducible. Let $\varphi_{1}, \ldots, \varphi_{d_{y}}$ denote the Puiseux expansions of $F$, so we have

$$
F=\prod_{i=1}^{d_{y}}\left(y-\varphi_{i}\right) .
$$

LEMMA 3.18. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y} \geqslant 2$ in $y$, and let $\tilde{F}$ denote a monic polynomial of degree $d_{y}$ such that $\operatorname{val}_{x}(F-\tilde{F})>\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)$. Let $\hat{\varphi}$ be the singular part of a Puiseux expansion $\varphi$ of $F$, with ramification index e and regularity index $\rho$ in $F$. Then, the following properties hold:

1. $\operatorname{val}_{x}(\tilde{F}(\hat{\varphi}))>\rho+\operatorname{val}_{x}\left(\tilde{F}_{y}(\hat{\varphi})\right)$.
2. If $\psi$ is a Puiseux series truncated at precision $\rho+\eta$ for $\eta>0$ such that

$$
\begin{aligned}
\psi & =\varphi+O\left(x^{\rho+1 / e}\right) \\
\operatorname{val}_{x}(\tilde{F}(\psi)) & \geqslant \rho+\eta+\operatorname{val}_{x}\left(\tilde{F}_{y}(\hat{\varphi})\right),
\end{aligned}
$$

then there exists a unique Puiseux series $\tilde{\psi}$ of valuation $\geqslant \rho+\eta$ and truncated at precision $\rho+2 \eta$ such that $\operatorname{val}_{x}(\tilde{F}(\psi+\tilde{\psi})) \geqslant \rho+2 \eta+\operatorname{val}_{x}\left(\tilde{F}_{y}(\hat{\varphi})\right)$. This value of $\tilde{\psi}$ can be computed as

$$
\tilde{\psi}:=-\frac{\tilde{F}(\psi)}{\tilde{F}_{y}(\psi)}+O\left(x^{\rho+2 \eta}\right),
$$

where the evaluations of $\tilde{F}$ and $\tilde{F}_{y}$ need precision $\rho+2 \eta+\operatorname{val}_{x}\left(\tilde{F}_{y}(\hat{\varphi})\right)$.
Proof. Let $m:=\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)$ and assume that $\varphi=\varphi_{1}$. First, we observe that $\operatorname{Disc}_{y} \tilde{F}$ and $\operatorname{Disc}_{y} F$ coincide up to degree $m$, so they have the same valuation. In particular, $\tilde{F}$ is separable in $y$.

Thanks to Lemma 3.7, part 1 holds because

$$
\begin{aligned}
\tilde{F}(\hat{\varphi})=F(\hat{\varphi})+ & O\left(x^{m+1 / e}\right), \quad \operatorname{val}_{x}(F(\hat{\varphi}))>\rho+\operatorname{val}_{x}\left(F_{y}(\hat{\varphi})\right), \text { and } \\
m & =\operatorname{val}_{x}\left(F_{y}(\varphi)\right)+\sum_{i=2}^{d_{y}} \operatorname{val}_{x}\left(F_{y}\left(\varphi_{i}\right)\right) \\
& =\operatorname{val}_{x}\left(F_{y}(\varphi)\right)+\sum_{i=2}^{d_{y}} \sum_{j \neq i} \operatorname{val}_{x}\left(\varphi_{i}-\varphi_{j}\right) \\
& \geqslant \operatorname{val}_{x}\left(F_{y}(\varphi)\right)+\rho
\end{aligned}
$$

As for part 2, again from Lemma 3.7, we know that

$$
\operatorname{val}_{x}\left(F_{y}(\psi)\right)=\operatorname{val}_{x}\left(F_{y}(\varphi)\right) \leqslant m
$$

For any series $\tilde{\psi}$ of valuation $\geqslant \rho+\eta$, we consider the Taylor expansion

$$
\tilde{F}(\psi+\tilde{\psi})=\tilde{F}(\psi)+\tilde{F}_{y}(\psi) \tilde{\psi}+\sum_{k=2}^{d_{y}} \frac{1}{k!} \frac{\partial^{k} \tilde{F}}{\partial y^{k}}(\psi) \tilde{\psi}^{k} .
$$

Then, we verify that

$$
\frac{1}{k!} \frac{\partial^{k} \tilde{F}}{\partial y^{k}}(\psi)=\frac{1}{k!} \frac{\partial^{k} F}{\partial y^{k}}(\psi)+O\left(x^{m+1 / e}\right)=\sum_{\substack{S \subseteq\left\{1, \ldots, d_{y} y \\|S|=d_{y}-k\right.}} \prod_{i \in S}\left(\psi-\varphi_{i}\right)+O\left(x^{m+1 / e}\right) .
$$

A product $\prod_{i \in S}\left(\psi-\varphi_{i}\right)$ in $\frac{1}{k!} \frac{\partial^{k} F}{\partial y^{k}}(\psi)$ has valuation

$$
\geqslant \operatorname{val}_{x}\left(F_{y}(\psi)\right)-(k-1) \rho,
$$

and this lower bound is $\leqslant m$. It follows that

$$
\begin{aligned}
\operatorname{val}_{x}\left(\sum_{k=2}^{d_{y}} \frac{1}{k!} \frac{\partial^{k} \tilde{F}}{\partial y^{k}}(\psi) \tilde{\psi}^{k}\right) & \geqslant \min _{k=2, \ldots, d_{y}}\left(k(\rho+\eta)+\operatorname{val}_{x}\left(F_{y}(\psi)\right)-(k-1) \rho\right) \\
& \geqslant \min _{k=2, \ldots, d_{y}}\left(k \eta+\operatorname{val}_{x}\left(F_{y}(\psi)\right)+\rho\right) \\
& \geqslant \rho+2 \eta+\operatorname{val}_{x}\left(F_{y}(\psi)\right),
\end{aligned}
$$

hence that

$$
\tilde{F}(\psi+\tilde{\psi})=\tilde{F}(\psi)+\tilde{F}_{y}(\psi) \tilde{\psi}+O\left(x^{\rho+2 \eta+\operatorname{val}_{x}\left(\tilde{F}_{y}(\psi)\right)}\right) .
$$

Consequently, the condition

$$
\operatorname{val}_{x}(\tilde{F}(\psi+\tilde{\psi})) \geqslant \rho+2 \eta+\operatorname{val}_{x}\left(\tilde{F}_{y}(\psi)\right)=\rho+2 \eta+\operatorname{val}_{x}\left(F_{y}(\hat{\varphi})\right)
$$

holds with $\tilde{\psi}$ uniquely determined at precision $O\left(x^{\rho+2 \eta}\right)$ by the claimed formula.
Proposition 3.19. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ in $y$, and let $\tilde{F}$ denote a truncation of $F$ at a precision $>\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)$. Let $\hat{\varphi}$ be the singular part of a Puiseux expansion $\varphi$ of $F$. Then, the Newton sequence $\psi_{0}:=\hat{\varphi}$ and

$$
\psi_{i+1}:=\psi_{i}-\frac{\tilde{F}\left(\psi_{i}\right)}{\tilde{F}_{y}\left(\psi_{i}\right)} \text { for } i \geqslant 0
$$

converges to a root of $\tilde{F}$.
Proof. The convergence follows from Lemma 3.18.
Proposition 3.20. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ in $y$, and let $\tilde{F}$ denote a truncation of $F$ at a precision $>\operatorname{val}_{x}\left(\operatorname{Disc}_{y} F\right)$. Then, the singular parts of $F$ and $\tilde{F}$ coincide.

Proof. From Proposition 3.19 we know that each singular part of $F$ can be extended into a root of $F$. It follows that the singular parts of $F$ and $\tilde{F}$ do coincide.

Proposition 3.21. Let $F \in \mathbb{K}[[x]][y]$ be monic and separable of degree $d_{y}$ in $y$, and let $(\mu(a)$, $\hat{X}(t), \hat{Y}(t), \rho)$ represent the singular part of a rational Puiseux expansion of $F$ (with the meaning of Definition 3.10). If the initial coefficient of $F_{y}(\hat{X}(t), \hat{Y}(t))$ is invertible in $\mathbb{E}:=\mathbb{K}[a] /(\mu(a))$, then the truncation at precision $N \geqslant 1$ of this rational Puiseux expansion can be computed with

$$
\tilde{O}\left(d_{y} \operatorname{deg} \mu\left(\operatorname{val}_{t}\left(F_{y}(\hat{X}(t), \hat{Y}(t))\right)+N\right)\right)
$$

operations in $\mathbb{K}$. This computation can be achieved from the truncation of $F$ in $x$ at precision $\left.\Gamma\left(\operatorname{val}_{t}\left(F_{y}(X(t), Y(t))\right)+N\right) / e\right\rceil$, where e represents the ramification index of the expansion.

Proof. This follows directly from Lemma 3.18.

### 3.8. Puiseux expansions for curves

In this subsection, $F$ now represents a polynomial in $\mathbb{K}[x, y]$. We are interested in computing all the rational Puiseux expansions above the critical points of the projection ( $x$, $y) \longmapsto x$ from the curve $U_{\mathbb{A}}(F)$ onto the $x$-axis.

Proposition 3.22. Let $F \in \mathbb{K}[x, y]$ be of total degree $\delta$ and of degree $\delta$ in $y$. We can compute the following data with a probabilistic algorithm of Las Vegas type that takes an expected number of $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$ :

- $\left(\Delta_{i}, m_{i}\right)_{i=1, \ldots, r}$; we set $\mathbb{L}_{i}:=\mathbb{K}[b] /\left(\Delta_{i}(b)\right)$, and let $\beta_{i}$ represent the class of $b$ in $\mathbb{L}_{i}$;
- For $i=1, \ldots, r$, quintuples $\left(\left(\mu_{i, j}(a), X_{i, j}(t), Y_{i, j}(t), \rho_{i, j}, \sigma_{i, j}\right)\right)_{j=1, \ldots, s_{i}}$ with $\mu_{i, j}(a) \in \mathbb{L}_{i}[a], \sigma_{i, j} \in$ $\mathbb{N} \geqslant 0$, and

$$
\left(X_{i, j}(t), Y_{i, j}(t)\right) \in\left(\mathbb{E}_{i, j}[[t]] /\left(t^{\sigma_{i, j}+1}\right)\right)^{2},
$$

where $\mathbb{E}_{i, j}:=\mathbb{L}_{i}[a] /\left(\mu_{i, j}(a)\right)$;

Such that the following properties hold:

- Disc $y_{y} F=\Delta_{1}^{m_{1}} \cdots \Delta_{r}^{m_{r}}$, where the $\Delta_{i} \in \mathbb{K}[x]$ are pairwise separable coprime factors of Disc $y_{y} F$ of multiplicity $m_{i}$ (the $m_{i}$ are not necessarily pairwise distinct), for $i=1, \ldots, r$;
- $\mu_{i, j}$ is monic and separable of degree $\geqslant 1$, for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$; here the separability of $\mu_{i, j}$ means that the discriminant of $\mu_{i, j}$ is invertible in $\mathbb{L}_{i}$;
- $X_{i, j}$ writes as $\beta_{i}+\gamma_{i, j} t^{e_{i, j}}$, with $\gamma_{i, j}$ invertible in $\mathbb{E}_{i, j}$ and $e_{i, j} \geqslant 1$, for $i=1, \ldots$, rand $j=1, \ldots, s_{i} ;$
- The initial coefficient of $F_{y}\left(X_{i, j}(t), Y_{i, j}(t)\right)$ is invertible in $\mathbb{E}_{i, j}$ and we have

$$
\sigma_{i, j}=\operatorname{val}_{t}\left(F_{y}\left(X_{i, j}(t), Y_{i, j}(t)\right)\right),
$$

for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$;

- For $i=1, \ldots, r$ and for all root $\beta$ of $\Delta_{i}$, let $\pi_{\beta}$ stand for the natural projection $\mathbb{L}_{i} \rightarrow \mathbb{K}[\beta]$ (but also for its natural coefficient-wise extensions), then

$$
\left(\left(\pi_{\beta}\left(\mu_{i, j}(a)\right), \pi_{\beta}\left(X_{i, j}(t)-\beta_{i}\right), \pi_{\beta}\left(Y_{i, j}(t)\right)\right)\right)_{j=1, \ldots, s_{i}}
$$

are the truncations at precision $\sigma_{i, j}+1$ of the rational Puiseux expansions of $F$ regarded in $\mathbb{K}[\beta][[x-\beta]][y]$, with the meaning of Definition 3.8, and whose regularity index in $F$ is $\rho_{i, j}$.

Proof. We compute the discriminant $\operatorname{Disc}_{y} F$ with $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$ (by means of [50, Theorem 30] for instance) and then its squarefree factorization

$$
\operatorname{Disc}_{y} F=\tilde{\Delta}_{1}^{\tilde{m}_{1}} \cdots \tilde{\Delta}_{\tilde{r}}^{\tilde{m}_{\tilde{F}}},
$$

with $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$, where the $\tilde{\Delta}_{i}$ are squarefree, of degree $\geqslant 1$, pairwise coprime, and the $\tilde{m}_{i} \geqslant 1$ are pairwise distinct integers; see [28, Theorem 14.20]. By the classical Bézout theorem we have

$$
\begin{equation*}
\operatorname{deg} \Delta=\sum_{i=1}^{\tilde{r}} \tilde{m}_{i} \operatorname{deg} \tilde{\Delta}_{i} \leqslant \delta(\delta-1) ; \tag{3.1}
\end{equation*}
$$

see [3, Proposition 5.5] for instance. We write $\tilde{\mathbb{L}}_{i}:=\mathbb{K}[b] /\left(\tilde{\Delta}_{i}(b)\right)$, and let $\tilde{\beta}_{i}$ represent the class of $b$ in $\tilde{\mathbb{L}}_{i}$. Note that $\operatorname{val}_{x-\tilde{\beta}_{i}} \Delta=\tilde{m}_{i}$ is the valuation of the discriminant of $F$ regarded in $\tilde{\mathbb{L}}_{i}\left[\left[x-\tilde{\beta}_{i}\right]\right][y]$.

By Proposition 2.3 we can compute $F(x, y)$ rem $\tilde{\Delta}_{i}(x)^{\tilde{m}_{i}+1}$ for $i=1, \ldots, \tilde{r}$ simultaneously, with $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$. Thanks to Proposition 2.5 , the Taylor expansion of $F(x, y) \operatorname{rem} \tilde{\Delta}_{i}(x)^{\tilde{m}_{i}+1}$ in

$$
\left(\tilde{\mathbb{L}}_{i}\left[\left[x-\tilde{\beta}_{i}\right]\right] /\left(x-\tilde{\beta}_{i}\right)^{\tilde{m}_{i}+1}\right)[y]
$$

can further be obtained in softly linear time.
If $\tilde{\Delta}_{i}$ is irreducible, then Proposition 3.20 ensures that we may appeal to Theorem 3.12 and Proposition 3.15 in order to obtain the singular parts of the rational Puiseux expansions of $F$ regarded in $\left(\tilde{\mathbb{L}}_{i}\left[\left[x-\tilde{\beta}_{i}\right]\right] /\left(x-\tilde{\beta}_{i}\right)^{\tilde{m}_{i}+1}\right)[y]$. The expected cost is $\tilde{O}\left(\delta \tilde{m}_{i}\right)$ operations in $\tilde{\mathbb{L}}_{i}$, that amounts to an expected number of $\tilde{O}\left(\delta \tilde{m}_{i} \operatorname{deg} \tilde{\Delta}_{i}\right)$ operations in $\mathbb{K}$.

If $\tilde{\Delta}_{i}$ is not irreducible, then we apply the algorithm underlying Theorem 3.12 followed by the one of Proposition 3.15 in the context of a panoramic evaluation over $\tilde{\mathbb{L}}_{i}$. The former algorithm is randomized of Las Vegas type. Its internal probabilistic subroutine only concerns [59, Proposition 4] that calculates primitive element representations of algebraic towers of separable extensions of height two, precisely of the form

$$
P_{1}\left(x_{1}\right)=P_{2}\left(x_{1}, x_{2}\right)=0,
$$

with $P_{2}$ monic in $x_{2}$. A primitive element of $U_{\mathbb{A}}\left(P_{1}, P_{2}\right)$ can be taken of the form $\lambda x_{1}+x_{2}$, with $\lambda \in \mathbb{K}$; see the definition of a primitive element representation in Section 6.1. The number of values of $\lambda$ in $\mathbb{K}$ for which $\lambda x_{1}+x_{2}$ is not primitive is

$$
\leqslant\binom{\operatorname{deg}_{x_{1}} P_{1} \operatorname{deg}_{x_{2}} P_{2}}{2}=: N .
$$

Consequently, taking $\lambda$ uniformly at random in a subset of $\mathbb{K}$ of cardinality $\eta N$ does not lead to a primitive element with probability $\leqslant 1 / \eta$. If a first random value of $\lambda$ does not yield a primitive element then we can try another one, and so on. We assume that the number of such trials is fixed in the algorithm. With these arguments, the algorithm underlying Theorem 3.12, for a fixed value of $\delta$, can be regarded as a family of computation trees $\left(T_{b}\right)_{b \in \mathcal{B}}$ where $\mathcal{B}$ is the product of all the finite sets in which the $\gamma$ are taken at random at every use of [59, Proposition 4]. And we can therefore assume that, for a given input, the probability that a tree $T_{b}$ fails at finding primitive elements is $\leqslant 1 / 2$.

We are thus back in the context of Section 2.4. If $P_{1}$ and $P_{2}$ have their coefficients in a $\mathbb{K}$-algebra

$$
\mathbb{A} \cong \prod_{i=1}^{l} \mathbb{F}_{i} \text {, where the } \mathbb{F}_{i}:=\mathbb{K}[x] /\left(\mu_{i}(x)\right) \text { are fields, }
$$

then $u:=\lambda x_{1}+x_{2}$ is primitive for

$$
P_{1}\left(x_{1}\right)=P_{2}\left(x_{1}, x_{2}\right)=0
$$

if, and only if, $\operatorname{Disc}_{u}\left(\operatorname{Res}_{x_{1}}\left(P_{1}\left(x_{1}\right), P_{2}\left(x_{1}, u-\lambda x_{1}\right)\right)\right)$ is invertible in $\mathbb{A}$. If so, it follows that $u$ remains primitive for the projections of $P_{1}$ and $P_{2}$ onto each $\mathbb{F}_{i}$, for $i=1, \ldots, l$. Consequently, Hypothesis $(\mathrm{H})$ is satisfied and Corollary 2.7 ensures that the panoramic evaluation of $\left(T_{b}\right)_{b \in \mathcal{B}}$ takes an expected $\operatorname{cost} \tilde{O}\left(\delta \tilde{m}_{i} \operatorname{deg} \tilde{\Delta}_{i}\right)$. This process yields a panoramic decomposition of $\tilde{\mathbb{L}}_{i}$, that concretely means a partial factorization of $\tilde{\Delta}_{i}=\Delta_{i, 1} \cdots \Delta_{i, r_{i}}$. For $j=1, \ldots, r_{i}$ we obtain the singular parts of the Puiseux expansions of $F$ regarded in $\mathbb{L}_{i, j}[[x-$ $\left.\beta_{i, j}\right][y]$ with the meaning of Definition 3.10 as if $\mathbb{L}_{i, j}:=\mathbb{K}[b] /\left(\Delta_{i, j}(b)\right)$ were a field, and where $\beta_{i, j}$ stands for the class of $b$ in $\mathbb{L}_{i, j}$.

The correctness is ensured by Proposition 3.20. The expected cost is $\tilde{O}\left(\delta \tilde{m}_{i} \operatorname{deg} \tilde{\Delta}_{i}\right)$, by Theorem 3.12 and Proposition 3.15. The sum of these costs for $i=1, \ldots, \tilde{r}$ is $\tilde{O}\left(\delta^{3}\right)$ thanks to Inequality (3.1).

So far we have obtained the $\Delta_{i}$ along with the $\mu_{i, j}$ and $\sigma_{i, j}$ requested by the proposition, for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$, but the rational Puiseux expansions at our disposal are only singular parts, written $\left(\mu_{i, j}(a), \hat{X}_{i, j}(t), \hat{Y}_{i, j}(t), \rho_{i, j}\right)$ as in Definition 3.10.

By Proposition 2.3 we can compute $F(x, y)$ rem $\Delta_{i}(x)^{2 m_{i}+1}$ for $i=1, \ldots, r$ simultaneously, with $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$. Thanks to Proposition 2.5 , the Taylor expansion of $F(x, y)$ rem $\Delta_{i}(x)^{2 m_{i}+1}$ in

$$
\left(\mathbb{L}_{i}\left[\left[x-\beta_{i}\right]\right] /\left(x-\beta_{i}\right)^{2 m_{i}+1}\right)[y]
$$

can be obtained in softly linear time. By Proposition 3.21 the lifting of a non-regular rational Puiseux expansion $\left(\mu_{i, j}(a), \hat{X}_{i, j}(t), \hat{Y}_{i, j}(t), \rho_{i, j}\right)$ of $F$ at precision $\sigma_{i, j}+1$ is possible since $F$ is known with precision $2 m_{i}+1$ in $x-\beta_{i}$. This lifting involves

$$
\tilde{O}\left(\delta \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i, j}\left(\operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i, j}(t), \hat{Y}_{i, j}(t)\right)\right)+1\right)\right)
$$

operations in $\mathbb{K}$. If $\mathcal{F}_{i}$ is the subset of indices $j$ such that $\left(\mu_{i, j}(a), \hat{X}_{i, j}(t), \hat{Y}_{i, j}(t), \rho_{i, j}\right)$ is nonregular, then Proposition 3.9 implies that

$$
\tilde{O}\left(\sum_{j \in \mathcal{J}_{i}} \delta \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i, j} \operatorname{val}_{t}\left(F_{y}\left(\hat{X}_{i, j}(t), \hat{Y}_{i, j}(t)\right)\right)\right)=\tilde{O}\left(\delta \operatorname{deg} \Delta_{i} m_{i}\right)
$$

The sum of these costs for $i=1, \ldots, r$ yields $\tilde{O}(\delta \operatorname{deg} \Delta)=\tilde{O}\left(\delta^{3}\right)$. Finally, the regular Puiseux series do not require to be lifted.

Proposition 3.22 is the main complexity result of this section, it will be used to compute adjoint divisors of curves in the next section. There, we will drop regular Puiseux expansions since only those centered at singular points intervene in adjoint divisors. We will see that the computation of the adjoint divisor is not the bottleneck of our main algorithm (underlying Theorem 8.8): a complexity bound $O\left(\delta^{2 \omega}\right)$ within Proposition 3.22 would suffice.

Example 3.23. (Continued from Example 3.17) Let us take $\mathbb{K}:=\mathbb{Q}$ and

$$
F(x, y):=y^{7}-x\left(x^{3}+y^{2}+x y\right)^{2}
$$

that is absolutely irreducible. We illustrate the data occurring in Proposition 3.22. The equation $F=0$ defines a curve $U_{\mathbb{A}}(F)$ of degree $\delta=7$. The discriminant of $F$ in $y$ is

$$
\operatorname{Disc}_{y}(F)=-\Delta_{1}^{m_{1}}(x) \Delta_{2}^{m_{2}}(x)
$$

where

$$
\begin{aligned}
& \Delta_{1}(b):=b \\
& \Delta_{2}(b):=b^{9}-\frac{345744}{823543} b^{5}+\frac{377300}{823543} b^{4}-\frac{122500}{823543} b^{3}+\frac{19412}{823543} b^{2}-\frac{3456}{823543} b+\frac{432}{823543}
\end{aligned}
$$

and $m_{1}:=33, m_{2}:=1$. So $r=2$.
The unique singular point of $U_{\mathbb{A}}(F)$ is $P:=(0,1)$. Let $\pi$ represent the projection from the curve $U_{\mathbb{A}}(F)$ onto the $x$-axis. The critical points of $\pi$ are the roots of $\Delta_{1}$ and $\Delta_{2}$.

The $y$-coordinates of the points of $\pi^{-1}\left(\beta_{1}\right)$ are the roots of $F\left(\beta_{1}, y\right)=y^{7}=0$, that is the singleton $\{0\}$. The singular parts of the rational Puiseux expansions of $F(x, y)$ regarded in $\mathbb{K}[[x]][y]$ have been presented in Example 3.17. After lifting these singular parts we obtain:

$$
\begin{aligned}
\mu_{1,1}(a) & :=a^{2}-2 a+2 \\
X_{1,1}(t) & :=t \\
Y_{1,1}(t) & :=-t+\alpha_{1,1} t^{2}+\left(-\frac{3}{2} \alpha_{1,1}+5\right) t^{3}+\cdots+\left(\frac{217}{8} \alpha_{1,1}-\frac{405}{8}\right) t^{5}+O\left(t^{6}\right) \\
\sigma_{1,1} & :=5 \\
\mu_{1,2}(a) & :=a \\
X_{1,2}(t) & :=t^{3} \\
Y_{1,2}(t) & :=t+\frac{2}{3} t^{3}-\frac{5}{9} t^{5}+O\left(t^{7}\right) \\
\sigma_{1,2} & :=6 \\
\mu_{1,3}(a) & :=a \\
X_{1,3}(t) & :=-t^{2} \\
Y_{1,3}(t) & :=-t^{4}+t^{6}-2 t^{8}+5 t^{10}+t^{11}-14 t^{12}+\cdots-\frac{1615}{16} t^{17}+O\left(t^{18}\right) \\
\sigma_{1,3} & :=17 .
\end{aligned}
$$

The $y$-coordinates of the points of $\pi^{-1}\left(\beta_{2}\right)$ are the roots of $F\left(\beta_{2}, y\right)=0$. We verify that 5 of these roots are simple and one is double: in fact $F\left(\beta_{2}, a\right)$ factorizes into $\mu_{2,1}(a) \mu_{2,2}^{2}(a)$ where $\mu_{2,1}$ has degree 5 and $\mu_{2,2}$ has degree 1 . We deduce that

$$
\begin{aligned}
\mu_{2,1}(a) & :=a^{5}+\left(-\frac{7524223091985523}{99075595293942} \beta_{2}^{8}+\cdots+\frac{6356788317432}{16512599215657}\right) a^{4}+\cdots \\
X_{2,1}(t) & :=\beta_{2}+t \\
Y_{2,1}(t) & :=\alpha_{2,1}+O(t) \\
\sigma_{2,1} & :=0 \\
\mu_{2,2}(a) & :=a+\frac{7524223091985523}{198151190587884} \beta_{2}^{8}+\cdots-\frac{3178394158716}{16512599215657} \\
X_{2,2}(t) & :=\beta_{2}+\gamma_{2,2} t^{2} \\
Y_{2,2}(t) & :=\alpha_{2,2}+\gamma_{2,2}^{\prime} t+O\left(t^{2}\right) \\
\sigma_{2,2} & :=1
\end{aligned}
$$

where $\gamma_{2,2}$ and $\gamma_{2,2}^{\prime}$ are some elements in $\mathbb{E}_{2,2}$.

## 4. DIVISORS

From now on, $F$ denotes an absolutely irreducible homogeneous polynomial in $\mathbb{K}[x, y$, $z]$ that defines a curve $C$ in $\mathbb{P}^{2}$. This section is devoted to the definition of places and divisors of $C$ in terms of rational Puiseux expansions.

### 4.1. Places and valuations

A place $Q$ of $\overline{\mathbb{K}}(C)$ in the affine chart $z=1$ will be represented by a pair $(X(t), Y(t)) \in$ $\overline{\mathbb{K}}[[t]]^{2}$ such that $(X(t)-X(0), Y(t))$ is a rational Puiseux expansion of $F(x, y, 1)$ regarded in $\mathbb{K}((x-X(0)))[y]$, as in Definition 3.3. The point $(X(0): Y(0): 1)$ of $C$ is called the center of $\mathcal{Q}$. From Proposition 3.4 a place $\mathscr{P}$ induces a valuation as follows:

$$
\operatorname{val}_{\mathcal{D}}(A):=\operatorname{val}_{t}(A(X(t), Y(t), 1)),
$$

for any homogeneous polynomial $A$ in $\overline{\mathbb{K}}[x, y, z]$.
Remark 4.1. This representation of places depends on ambient coordinates. For instance, a place $\mathcal{P}$ centered at a regular point $P$ of $C$ has ramification index 1 if $F_{y}(P) \neq 0$, but ramification index $\geqslant 2$ otherwise. However the valuation induced by a place does not depend on this representation.

A divisor $D$ of a curve $C$ is a symbolic sum of places multiplied by integers called multiplicities:

$$
D=m_{1} \varrho_{1}+\cdots+m_{s} פ_{s} .
$$

The support of $D$, denoted $\operatorname{supp} D$, is the set of places which appear in the decomposition of $D$ with non-zero multiplicities. A divisor $D$ is smooth if the centers of the places of its support are regular points of the curve.

If $\varepsilon$ is a finite subset of $C$, then $\mathscr{P} \mid \mathcal{E}$ will mean that $\mathscr{D}$ is a place centered at a point of $\varepsilon$. If $A$ is a homogeneous polynomial in $\overline{\mathbb{K}}[x, y, z]$ prime to $F$, then its associated divisor is

$$
\operatorname{Div}(A)=\sum_{\rho \mid U_{\mathbb{P}}(F, A)} \operatorname{val} \rho(A) \emptyset .
$$

### 4.2. Adjoint divisor

Let us assume that the set of singular points of $C$, written $\operatorname{Sing}(\mathcal{C})$, lies in the affine chart $z=1$. Let $\mathbb{Q}$ be a place represented by an expansion $(X(t), Y(t))$ as above. Following [7], the local adjoint divisor of $C$ at a point $P \in \operatorname{Sing}(\mathcal{C})$ is defined by

$$
\mathcal{A}_{P}:=-\sum_{\mathcal{P} \mid P} \operatorname{val}_{t}\left(\frac{e t^{e-1}}{F_{y}(X(t), Y(t), 1)}\right) \mathcal{P},
$$

and the (global) adjoint divisor is

$$
\begin{equation*}
\mathcal{A}:=\sum_{P \in \operatorname{Sing}(\mathcal{C})} \mathcal{A}_{P} . \tag{4.1}
\end{equation*}
$$

Remark 4.2. It is well known that $\mathcal{A}$ is positive. In fact, this can be seen from the following calculations. Let $\left(\left(\mu_{i}(a), X_{i}(t)=\gamma_{i} t^{e_{i}}, Y_{i}(t)\right)\right)_{i=1, \ldots, s}$ represent the rational Puiseux expansions of $F$ centered at a singular point $P$ of $C$ that we assume to be ( $0: 0: 1$ ) for simplicity. So the local factorization of $F$ can be written

$$
F(x, y, 1)=u(x, y) \prod_{i=1}^{s} \prod_{k=0}^{e_{i-1}}\left(y-Y_{i}\left(\zeta_{i}^{k}\left(x / \gamma_{i}\right)^{1 / e_{i}}\right)\right),
$$

where $u$ is invertible in $\mathbb{K}[[x, y]]$, and $\zeta_{i}$ is a primitive $e_{i}$-th root of unity. Then we calculate

$$
\begin{aligned}
& F_{y}\left(X_{1}(t), Y_{1}(t), 1\right) \\
= & u\left(X_{1}(t), Y_{1}(t)\right) \prod_{k=1}^{e_{i-1}}\left(Y_{1}(t)-Y_{1}\left(\zeta_{i}^{k} t\right)\right) \prod_{i \geqslant 2}^{s} \prod_{k=0}^{e_{i-1}}\left(Y_{1}(t)-Y_{i}\left(\zeta_{i}^{k}\left(\gamma_{1} t^{e_{1}} / \gamma_{i}\right)^{1 / e_{i}}\right)\right)
\end{aligned}
$$

and we note that

$$
\operatorname{val}_{t}\left(\prod_{k=1}^{e_{i-1}}\left(Y_{1}(t)-Y_{1}\left(\zeta_{i}^{k} t^{e_{i}}\right)\right)\right) \geqslant e_{i}-1,
$$

which ensures that the multiplicity of the place $\left(X_{1}(t), Y_{1}(t)\right)$ in $\mathcal{A}$ is positive.
Remark 4.3. It is usual to extend the valuation induced by a place $P$ to differential forms of $C$. The multiplicity of $\mathbb{P}$ in the adjoint divisor is classically defined by

$$
\operatorname{val}_{\mathcal{P}}\left(\frac{\mathrm{d} x}{F_{y}}\right):=\operatorname{val}_{t}\left(\frac{e t^{e-1}}{F_{y}(X(t), Y(t), 1)}\right) .
$$

Definition 4.4. A homogeneous polynomial $A \in \mathbb{K}[x, y, z]$ is adjoint to $C$ if $\operatorname{Div}_{P}(A) \geqslant \mathcal{A}_{P}$ for all singular points $P$ of $C$. It is said to be sharply adjoint to $C$ if the inequalities are equalities for all singular points $P$.

Example 4.5. Let $a$ and $b$ be coprime positive integers such that $2 \leqslant a<b$, and take

$$
F(x, y, z):=y^{a} z^{b-a}-x^{b},
$$

so ( $0: 0: 1$ ) is singular. $F(x, y, 1)$ is irreducible in $\overline{\mathbb{K}}[[x]][y]$. Its rational Puiseux expansion is

$$
\begin{aligned}
X(t) & =t^{a} \\
Y(t) & =t^{b} .
\end{aligned}
$$

Let $Q$ denote the corresponding place. The regularity index of this expansion is $b / a$. We have $F_{y}\left(x, x^{b / a}, 1\right)=(a-1) x^{b(a-1) / a}, \mathrm{~d} x=a t^{a-1} \mathrm{~d} t$, and

$$
-\operatorname{val}_{t}\left(\frac{a t^{a-1}}{F_{y}(X(t), Y(t), 1)}\right)=-\operatorname{val}_{t}\left(\frac{a t^{a-1}}{(a-1) t^{b(a-1)}}\right)=b(a-1)-(a-1)=(b-1)(a-1),
$$

that corresponds to valuation $(b-1)(a-1) / a$ in $x$. The latter is larger than the regularity index $b / a$ in most cases.

Example 4.6. Let $C$ be the curve defined by $y^{2}-x^{3}=0$ in the affine chart $z=1$. We recall that in [44] Keller proposed a notion of adjoint that is used in [48] for instance; see also [33, Definitions 2.12 and 2.13]. In order to compute Keller's adjoint divisor, we perform a single blow-up of equation $y=t x$. The strict transform $\tilde{C}$ is defined by $t^{2}-x=0$. The exceptional divisor is defined by $x$ : it intersects $\tilde{C}$ at the origin with multiplicity $m=2$. Consequently, the Keller adjoint divisor is:

$$
\mathcal{A}=(m-1) m(0,0)=m(0,0) .
$$

Let

$$
h:=a(x)+b(x) y,
$$

that rewrites

$$
\tilde{h}:=a(x)+x b(x) t,
$$

in terms of the coordinates $x, t$. The condition $\operatorname{Div}(h) \geqslant \mathcal{A}$ means that $\tilde{h}$ vanishes at the origin with intersection multiplicity $\geqslant 2$. This is equivalent to

$$
\operatorname{val}_{t}\left(a\left(t^{2}\right)+b\left(t^{2}\right) t^{3}\right) \geqslant 2
$$

and then equivalent to $\operatorname{val}_{t}\left(a\left(t^{2}\right)\right) \geqslant 1$.
On the other hand, the adjoint condition defined in (4.1) is obtained from the single place $Q$ parametrized by $(X(t), Y(t))=\left(t^{2}, t^{3}\right)$, that yields

$$
\operatorname{val}_{\mathcal{P}}\left(\frac{\mathrm{d} x}{F_{y}}\right)=\operatorname{val}_{t}\left(\frac{2 t}{2 t^{3}}\right)=-2 .
$$

It follows that $h$ is adjoint if, and only if, $\operatorname{val}_{t}\left(h\left(t^{2}, t^{3}\right)\right) \geqslant 2$. This is equivalent to $\operatorname{val}_{t}\left(a\left(t^{2}\right)\right) \geqslant 2$. As expected, the adjoint condition (4.1) is the same as Keller's condition in this example.

### 4.3. Noether's condition

Let $P$ be a singular point of $C$. Without loss of generality, up to a suitable linear change of coordinates, we may assume that $P=(0: 0: 1)$ and that the local equation of $F$ in the neighborhood of $P$ writes as follows:

$$
\begin{equation*}
F(x, y, 1)=u(x, y) \prod_{i=1}^{m}\left(y-\varphi_{i}(x)\right) \tag{4.2}
\end{equation*}
$$

where $u \in \mathbb{K}[[x, y]]$ is invertible and where $\varphi_{1}, \ldots, \varphi_{m}$ denote the Puiseux expansions of $F$ regarded in $\overline{\mathbb{K}}[[x]][y]$.

DEFINITION 4.7. (Noether's local condition) Let $F, G, H$ be homogeneous polynomials in $\mathbb{K}[x$, $y, z]$. When $F$ and $G$ are coprime, we say that Noether's condition is satisfied by the triple $(F, G, H)$ at a point $P \in \mathbb{P}^{2}$ if $H$ is in the ideal generated by $F$ and $G$ in $\overline{\mathbb{K}}[x, y, z]_{P}$.

PROPOSITION 4.8. Let $P$ be a point of $C$, and consider two homogeneous polynomials $A$ and $B$ that are prime to F. If $\operatorname{Div}_{P}(B) \geqslant \operatorname{Div}_{P}(A)+\mathcal{A}_{P}$ then Noether's condition is satisfied by the triple $(F, A, B)$ at $P$.

Proof. Without loss of generality we may assume that $P=(0: 0: 1)$ as above. Let $\varphi_{1}, \ldots$, $\varphi_{m}$ denote the Puiseux expansions introduced in (4.2). By conjugation, the set $\left\{\varphi_{1}, \ldots, \varphi_{m}\right\}$ is naturally partitioned into places $D_{1}, \ldots, D_{s}$, with $s \leqslant m$. The ramification index of $\varphi_{i}$ is written $e_{i}$. The assumption means that

$$
\operatorname{val}_{p_{i}}\left(\frac{B}{A}\right) \geqslant-\operatorname{val}_{p_{i}}\left(\frac{\mathrm{~d} x}{F_{y}}\right)
$$

for $i=1, \ldots, s$. For $i=1, \ldots, m$, this rewrites into

$$
\begin{equation*}
\operatorname{val}_{x}\left(\frac{B}{A}\left(x, \varphi_{i}(x), 1\right)\right)-\operatorname{val}_{x}\left(F_{y}\left(x, \varphi_{i}(x), 1\right)\right) \geqslant-\left(1-\frac{1}{e_{i}}\right)>-1 \tag{4.3}
\end{equation*}
$$

The Lagrange interpolation formula in

$$
\overline{\mathbb{K}}\langle\langle x\rangle\rangle[y] /\left(\prod_{i=1}^{m}\left(y-\varphi_{i}(x)\right)\right)
$$

gives

$$
\begin{equation*}
\left(\frac{B}{A}\right)(x, y, 1) \equiv c(x, y) \bmod \prod_{i=1}^{m}\left(y-\varphi_{i}(x)\right) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
c(x, y):=\sum_{i=1}^{m} \frac{B\left(x, \varphi_{i}(x), 1\right)}{A\left(x, \varphi_{i}(x), 1\right)} \frac{\prod_{j \neq i}\left(y-\varphi_{j}(x)\right)}{F_{y}\left(x, \varphi_{i}(x), 1\right)} \tag{4.5}
\end{equation*}
$$

Using that $\operatorname{val}(a+b) \geqslant \min (\operatorname{val}(a), \operatorname{val}(b))$, Equation (4.3) implies

$$
\begin{equation*}
\operatorname{val}_{x}(c(x, y)) \geqslant \min _{i} \operatorname{val}_{x}\left(\frac{B}{A}\left(x, \varphi_{i}(x), 1\right) \frac{1}{F_{y}\left(x, \varphi_{i}(x), 1\right)}\right)>-1 \tag{4.6}
\end{equation*}
$$

Since interchanging $i$ and $j$ in the right-hand side of Equation (4.5) leaves the expression of $c$ unchanged, $c$ is invariant under the action of transpositions, hence under any permutation of $\varphi_{1}, \ldots, \varphi_{m}$. Consequently, $c$ can be written as a polynomial in terms of elementary symmetric functions of $\varphi_{1}, \ldots, \varphi_{m}$; see [47, Chapter IV, Section 6, Theorem 6.1] for instance. Since $\prod_{i=1}^{m}\left(y-\varphi_{i}(x)\right) \in \mathbb{K}[[x]][y]$ it follows that $c \in \mathbb{K}[[x]][y]$, hence that the left-hand side of Equation (4.6) is a nonnegative integer.

Equation (4.4) implies that $B(x, y, 1)$ belongs to the ideal $(F(x, y, 1), A(x, y, 1))$ regarded in $\mathbb{K}[[x]][y]$, that corresponds to Noether's condition at $P$.

The proof of Proposition 4.8 turns out to be remarkably elementary compared to other ones in the literature that appeal to desingularization trees or conductor ideals. Proposition 4.8 can be used in replacement of [3, Proposition 3.5] so that [3, Section 3] can be straightforwardly revisited into a complete elementary proof of the Brill-Noether method in characteristic zero.

### 4.4. Computation of the adjoint divisor

We conclude this section with a summary of the main results: the computation of the adjoint divisor and the rephrasing of the adjoint condition for the purpose of our main algorithm. But before it is useful to introduce an ad hoc definition for "generic coordinates", that will occur several times in the sequel.

Definition 4.9. Let $F$ and $G$ be two coprime homogeneous polynomials in $\mathbb{K}[x, y, z]$. The coordinates $x, y, z$ are said to be generic for $F$ and $G$ if the following conditions hold:

- $\operatorname{deg}_{y} F=\operatorname{deg} F$,
- $R(x, z):=\operatorname{Res}_{y}(F(x, y, z), G(x, y, z))$ has degree $\operatorname{deg} F \operatorname{deg} G$ in $x$.

We say the coordinates are generic for $F$ if they are generic for $F$ and $F_{y}$.
Note that $R(x, z)$ is always homogeneous of total degree $\operatorname{deg} F \operatorname{deg} G$. If the coordinates of $F$ and $G$ are generic, then $U_{\mathbb{P}}(F, G)$ belongs to the affine chart $z=1$.

Let us further recall that a linear form $\lambda(x, y)$ is said to be primitive for a finite set of points $\varepsilon$ in $\mathbb{A}^{2}$ if it takes different values at different points of $\varepsilon$.

DEFINITION 4.10. Let $F \in \mathbb{K}[x, y, z]$ be homogeneous, absolutely irreducible, and of total degree $\delta$, such that the coordinates are generic for $F$, and that $x$ is primitive for $U_{\mathbb{A}}\left(F(x, y, 1), F_{y}(x, y, 1)\right)$. Then, the series expansions of the adjoint divisor (4.1) are made of the following data:

- $\left(\Delta_{i}\right)_{i=1, \ldots, r}$ in $\mathbb{K}[b]$; we write $\mathbb{L}_{i}:=\mathbb{K}[b] /\left(\Delta_{i}(b)\right)$, and let $\beta_{i}$ represent the class of b in $\mathbb{L}_{i}$;
- For $i=1, \ldots, r,\left(\left(\mu_{i, j}(a), X_{i, j}(t), Y_{i, j}(t), \sigma_{i, j}\right)\right)_{j=1, \ldots, s_{i}}$ with $\mu_{i, j}$ of degree $\geqslant 1$ in $\mathbb{L}_{i}[a]$, and

$$
\left(X_{i, j}(t), Y_{i, j}(t)\right) \in\left(\mathbb{E}_{i, j}[[t]] /\left(t^{\sigma_{i, j}+1}\right)\right)^{2},
$$

where $\mathbb{E}_{i, j}:=\mathbb{L}_{i}[a] /\left(\mu_{i, j}(a)\right)$;
Such that the following properties hold:

- The $\Delta_{i}$ are pairwise squarefree coprime factors of $\operatorname{Disc}_{y}(F(x, y, 1))$ of multiplicity $m_{i} \geqslant 1$, for $i=1, \ldots, r$;
- $U_{\mathbb{A}}\left(\Delta_{1} \cdots \Delta_{r}\right)$ is the set of the abscissas of the singular locus of $U_{\mathbb{A}}(F(x, y, 1))$;
- $\mu_{i, j}$ is monic and separable of degree $\geqslant 1$, for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$;
- $X_{i, j}(t)=\beta_{i}+\gamma_{i, j} t^{e_{i, j}}$, with $\gamma_{i, j}$ invertible in $\mathbb{E}_{i, j}$ and $e_{i, j} \geqslant 1$, for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$;
- The initial coefficient of $F_{y}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)$ is invertible and we let

$$
\sigma_{i, j}:=\operatorname{val}_{t}\left(F_{y}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right),
$$

for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$;

- For $i=1, \ldots, r$ and all root $\beta$ of $\Delta_{i}$, let $\pi_{\beta}$ stand for the projection $\mathbb{L}_{i} \rightarrow \mathbb{K}[\beta]$, but also for its natural coefficient-wise extensions, then

$$
\left(\left(\pi_{\beta}\left(\mu_{i, j}(a)\right), \pi_{\beta}\left(X_{i, j}(t)-\beta_{i}\right), \pi_{\beta}\left(Y_{i, j}(t)\right)\right)\right)_{j=1, \ldots, s_{i}}
$$

are the truncations at precision $\sigma_{i, j}+1$ of the rational Puiseux expansions of $F$ regarded in $\mathbb{K}[\beta][[x-\beta]][y]$, with the meaning of Definition 3.8, and centered at the singular point of abscissa $\beta$.

PROPOSITION 4.11. Let $F \in \mathbb{K}[x, y, z]$ be homogeneous, absolutely irreducible, and of total degree $\delta$, such that the coordinates are generic for $F$, and that $x$ is primitive for $U_{\mathbb{A}}\left(F(x, y, 1), F_{y}(x, y\right.$, 1)). Then, the series expansions of the adjoint divisor, defined in Equation (4.1) and represented as in Definition 4.10, can be computed with an expected number of $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$.

Proof. First we appeal to Proposition 3.22, which takes $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$. Among the rational Puiseux expansions returned by Proposition 3.22, we drop the regular ones for free, using the fact that their regularity index is zero. We carry on the rest of the proof with the notation of Proposition 3.22 for simplicity.

Geometrically speaking, thanks to the assumptions, over each critical point $\beta$ for the projection of the curve onto the $x$-axis, we retain only the expansions centered at the single point in $U_{\mathbb{A}}\left(F(x, y, 1), F_{y}(x, y, 1), x-\beta\right)$.

Let $F_{x}:=\frac{\partial F}{\partial x}$, we compute $F_{x} \bmod \Delta_{i}(x)$ for $i=1, \ldots, r$ with $\tilde{O}\left(\delta^{3}\right)$ operations thanks to Proposition 2.3. This yields $F_{x}\left(\beta_{i}, y, 1\right)$ for $i=1, \ldots, r$. The values $F_{x}\left(\beta_{i}, Y_{i, j}(0), 1\right)$ for $j=1, \ldots$, $s_{i}$ can be computed using Horner's method with

$$
\begin{equation*}
\tilde{O}\left(\delta \sum_{j=1}^{s_{i}} \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i, j}\right) \tag{4.7}
\end{equation*}
$$

operations in $\mathbb{K}$. By construction, the expansions $\left(\mu_{i, j}(a), X_{i, j}(t), Y_{i, j}(t)\right)$ occurring here are non-regular, so Proposition 3.9 yields the rough bound

$$
\sum_{j=1}^{s_{i}} \operatorname{deg} \mu_{i, j} \leqslant m_{i} .
$$

Consequently, the bound (4.7) simplifies to $\tilde{O}\left(\delta m_{i} \operatorname{deg} \Delta_{i}\right)$. The sum of these bounds for $i=1, \ldots, r$ is $\tilde{O}\left(\delta^{3}\right)$.

For $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$ we consider the preimage $f_{i, j}(a)$ of $F_{x}\left(\beta_{i}, Y_{i, j}(0), 1\right)$ in $\mathbb{L}_{i}[a]_{<\operatorname{deg}} \mu_{i,}$. Thanks to Theorem 2.6 applied to $\mathbb{L}_{i}$, the panoramic evaluation of the zerotests of

$$
\operatorname{Res}_{a}\left(f_{i, j}(a), \mu_{i, j}(a)\right) \in \mathbb{L}_{i}
$$

for $j=1, \ldots, s_{i}$ yields a partial factor decomposition of $\Delta_{i}$ into

$$
\Delta_{i}=\Delta_{i, 1}, \ldots, \Delta_{i, r_{i}}
$$

such that

$$
\operatorname{Res}_{a}\left(f_{i, j}(a), \mu_{i, j}(a)\right)
$$

is invertible or zero modulo each $\Delta_{i, k}$ for $k=1, \ldots, r_{i}$. By Theorem 2.6 and Proposition 3.9, this panoramic evaluation takes

$$
\tilde{O}\left(\operatorname{deg} \Delta_{i} \sum_{j=1}^{s_{i}} \operatorname{deg} \mu_{i, j}\right)=\tilde{O}\left(m_{i} \operatorname{deg} \Delta_{i}\right)
$$

operations in $\mathbb{K}$. For each $j=1, \ldots, s_{i}$ we reduce $\left(\mu_{i, j}(a), X_{i, j}(t), Y_{i, j}(t)\right)$ modulo $\Delta_{i, 1}, \ldots, \Delta_{i, r_{i}}$ simultaneously in softly linear time by Proposition 2.3. We drop the expansions whose centers are not a root of $F_{x}$ (because these expansions represent smooth germs of $C$ ).

With the notation of Definition 4.10, for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$, we introduce

$$
\begin{equation*}
\tau_{i, j}:=\operatorname{val}_{t}\left(F_{y}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right)-\left(e_{i, j}-1\right), \tag{4.8}
\end{equation*}
$$

that corresponds to the common multiplicity of the places represented by $\left(\Delta_{i}(b), \mu_{i, j}(a)\right.$, $\left.X_{i, j}(t), Y_{i, j}(t), \sigma_{i, j}\right)$ in the support of the adjoint divisor $\mathcal{A}$. Since $\mathcal{A}$ is positive, the $\tau_{i, j}$ are positive.

Proposition 4.12. Given $\mathcal{A}$ as in Definition 4.10, a homogeneous polynomial $A \in \mathbb{K}[x, y, z]$ is adjoint to the curve $C$ defined by $F=0$ if, and only if,

$$
\begin{equation*}
\operatorname{val}_{t}\left(A\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right) \geqslant \tau_{i, j} \tag{4.9}
\end{equation*}
$$

for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$.
It is sharply adjoint to $C$ if, and only if, Inequalities (4.9) are equalities and the coefficient of degree $\tau_{i, j}$ in $A\left(X_{i, j}(t), Y_{i, j}(t), 1\right)$ is invertible in $\mathbb{E}_{i, j}$, for $i=1, \ldots, r$ and $j=1, \ldots, s_{i}$.

Proof. This is a consequence of Definition 4.4 and the definition of divisors.
Proposition 4.13. Given $\mathcal{A}$ as in Definition 4.10, testing if a homogeneous polynomial $A \in$ $\mathbb{K}[x, y, z]$ of degree $<\delta$ in $y$ and total degree $\leqslant d$ is sharply adjoint to the curve $C$ defined by $F=0$ takes $\tilde{O}\left(\delta \max \left(d, \delta^{2}\right)\right)$ operations in $\mathbb{K}$.

Proof. We compute $A(x, y, 1) \bmod \Delta_{i}(x)^{m_{i}+1}$ for $i=1, \ldots, r$ thanks to fast multi-remaindering with $\tilde{O}\left(\delta \max \left(d, \delta^{2}\right)\right)$ operations in $\mathbb{K}$, by Proposition 2.3. For $i=1, \ldots, s$, the image of $A$ in

$$
\left(\mathbb{L}_{i}\left[\left[x-\beta_{i}\right]\right] /\left(x-\beta_{i}\right)^{m_{i}+1}\right)[y],
$$

written $A_{i}$, can be computed in softly linear time by Proposition 2.5. Note that

$$
\tau_{i, j} \leqslant \operatorname{val}_{t}\left(F_{y}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right) \leqslant m_{i} .
$$

Via Horner's method, the evaluation of $A_{i}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)$ at precision $\tau_{i, j}+1$ takes time

$$
\tilde{O}\left(\delta \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i, j}\left(\tau_{i, j}+1\right)\right)=\tilde{O}\left(\delta \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i, j} \operatorname{val}_{t}\left(F_{y}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right)\right) .
$$

The sum of these costs for $i=1, \ldots, s$ and $j=1, \ldots, s_{i}$ yields

$$
\begin{aligned}
\tilde{O}\left(\delta \sum_{i=1}^{s} \operatorname{deg} \Delta_{i} \sum_{j=1}^{s_{i}} \operatorname{deg} \mu_{i, j} \operatorname{val}_{t}\left(F_{y}\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right)\right) & =\tilde{O}\left(\delta \sum_{i=1}^{s} m_{i} \operatorname{deg} \Delta_{i}\right) \\
& =\tilde{O}\left(\delta^{3}\right)
\end{aligned}
$$

operations in $\mathbb{K}$, thanks to Proposition 3.9.
Example 4.14. (Continued from Example 3.23) Let us take $\mathbb{K}:=\mathbb{Q}$ and

$$
F(x, y, z):=y^{7}-x\left(x^{3}+y^{2} z+x y z\right)^{2},
$$

that is absolutely irreducible. The point $(0: 0: 1)$ is the only singular point of the curve $C=U_{\mathbb{P}}(F)$. The adjoint divisor is made of the rational Puiseux expansions computed in Example 3.23 that are centered at $(0: 0: 1)$.

## 5. DEGREE OF THE DENOMINATOR

Given a plane projective curve $C$ and a smooth positive divisor $D$, this section deals with the existence of homogeneous polynomials $H \in \mathbb{K}[x, y, z]$ that are sharply adjoint to $C$, that satisfy $\operatorname{Div}(H) \geqslant D$, and that have a total degree $d$ as small as possible. Such polynomials will serve to build common denominators of Riemann-Roch spaces. Such a specific denominator will yield a simpler computation of $\operatorname{Div}(H)-\mathcal{A}$ in the context of the Brill-Noether method.

### 5.1. Residue theorem

In what follows we shall use the well known Residue Theorem in the algebraic framework, which is the cornerstone of the proof of the Brill-Noether method. In the literature, the Residue Theorem is often stated and proved for ordinary curves, see [26, Chapter 8], [48, Section 3], [3, Theorem 3.7]. A detailed proof in the general setting can be found in Haché's PhD thesis [36, Théorème 2.6.10]. Here we state this theorem in the general context, without repeating a proof. However, we point out that the proof of [3, Theorem 3.7] for the ordinary case can be straightforwardly extended to the non-ordinary case, using our Proposition 4.8 instead of [3, Proposition 3.6].

We recall that two divisors $D$ and $D^{\prime}$ of $C$ are said to be linearly equivalent, written $D \equiv D^{\prime}$, if there exists a rational function $h \in \mathbb{K}(C)$ such that $D=D^{\prime}+\operatorname{Div}(h)$.

Theorem 5.1. (Residue Theorem) Let $D$ and $D^{\prime}$ be two divisors of the curve $C$ defined by $F=0$, such that $D \equiv D^{\prime}$ and $D^{\prime} \geqslant 0$. Suppose that $H$ is a homogeneous polynomial prime to $F$ such that $\operatorname{Div}(H)=D+\mathcal{A}+R$ for a positive divisor $R$. Then, there exists a homogeneous polynomial $H^{\prime}$, prime to $F$, of the same degree as $H$, such that $\operatorname{Div}\left(H^{\prime}\right)=D^{\prime}+A+R$.

We appeal to the Residue Theorem only once in this paper for the following lemma, that gives a condition for a function in $\mathbb{K}(C)$ to be regular in some affine chart.

Lemma 5.2. Let $L$ be a homogeneous degree one polynomial such that $\operatorname{Div}(L)$ is smooth. Then, for any positive integer $d$, any non-zero element of $\mathcal{L}(d \operatorname{Div}(L)-\mathcal{A})$ admits a rational function representation in the form $H / L^{d}$, where $H$ is a homogeneous polynomial of degree $d$.

Proof. We set $D:=d \operatorname{Div}(L)-\mathcal{A}$ and consider $h \neq 0$ in $\mathcal{L}(D)$ (if $\mathcal{L}(D)=\{0\}$ then the proof is trivial). By construction, we have

$$
D^{\prime}:=D+\operatorname{Div}(h) \geqslant 0 .
$$

We apply Theorem 5.1 to $D^{\prime}$ and the decomposition

$$
\operatorname{Div}\left(L^{d}\right)=d \operatorname{Div}(L)=D+A+R,
$$

where $R:=0$. This yields a homogeneous polynomial $H$ of degree $d$ prime to $F$ such that

$$
\operatorname{Div}(H)=D^{\prime}+\mathcal{A}=D^{\prime}-D+d \operatorname{Div}(L) .
$$

Consequently, we have

$$
\operatorname{Div}\left(H / L^{d}\right)=D^{\prime}-D=\operatorname{Div}(h) .
$$

Then $\operatorname{Div}\left(\left(H / L^{d}\right) / h\right)$ is zero, whence $\left(H / L^{d}\right) / h$ is a constant, by [62, Corollary 1.3.4]. Finally, we have shown that $h$ is a $\mathbb{K}$-multiple of $H / L^{d}$ in $\mathbb{K}(C)$.

Let $\mathcal{A}$ be the adjoint divisor of $C$, defined in Equation (4.1), and recall that $\delta$ denotes the degree of the curve $C$. The genus $g$ of $C$ is

$$
\begin{equation*}
g:=\frac{(\delta-1)(\delta-2)-\operatorname{deg} \mathcal{A}}{2} \tag{5.1}
\end{equation*}
$$

This relation is proved in [32, Theorem 11] using the definition of the adjoint divisor in terms of conductor ideals. Since this definition is equivalent to the one in Equation (4.1) by [27, Section 4], this relation for the genus of the curve applies here. We also refer the reader to [35, Remark 4.9], where the same formula is given involving Keller's notion of adjoint, and to [56], where the formula is stated in terms of differential forms.

### 5.2. Degree bound

Our degree bound for sharply adjoint denominators of Riemann-Roch spaces is presented in the following proposition.

Proposition 5.3. Assume that the cardinality of $\mathbb{K}$ is infinite. Let $D$ be a positive divisor of $C$, and let

$$
d \geqslant \frac{(\delta-1)(\delta-2)+\operatorname{deg} D}{\delta}
$$

Then, there exists a homogeneous polynomial $H$ prime to $F$ of degree d and such that

$$
\operatorname{Div}(H) \geqslant D+\mathcal{A}
$$

and $\operatorname{Div}(H)-D-\mathcal{A}$ is smooth.
Proof. Fix a homogeneous polynomial $L$ of degree 1 such that $\operatorname{Div}(L)$ is smooth. By Bézout's theorem $[26, \operatorname{Section} 5.3]$ we have $\operatorname{deg}(\operatorname{Div}(L))=\delta$. We set

$$
E:=D+\mathcal{A} .
$$

The assumption on $d$ and Equation (5.1) lead to

$$
\operatorname{deg}(d \operatorname{Div}(L)-E)=d \delta-\operatorname{deg} D-\operatorname{deg} \mathcal{A} \geqslant(\delta-1)(\delta-2)-\operatorname{deg} \mathcal{A}=2 g .
$$

Let $P_{1}, \ldots, P_{r}$ denote the singular points of $C$ and let $\mathscr{D}_{i, 1}, \ldots, \mathcal{D}_{i, s_{i}}$ be the places centered at $P_{i}$ for $i=1, \ldots, r$. We can apply [26, Chapter 8 , Corollary 3]: even if this corollary in [26] is stated for ordinary curves, it applies without change for curves with arbitrary singularities as explained in [27, Section 4]. Alternatively, we refer the reader to [18, Theorem 4.9.7]. We fit in a situation where the Riemann-Roch theorem is an equality, that is

$$
\forall 1 \leqslant i \leqslant r, \forall 1 \leqslant j \leqslant s_{i}, \quad \operatorname{dim} \mathcal{L}\left(d \operatorname{Div}(L)-E-P_{i, j}\right)=\operatorname{dim} \mathcal{L}(d \operatorname{Div}(L)-E)-1 .
$$

Since $|\mathbb{K}|$ is infinite, there exist functions $h \in \mathcal{L}(d \operatorname{Div} L-E)$ which are not contained in any of the $\mathcal{L}\left(d \operatorname{Div} L-E-\bigodot_{i, j}\right)$ for any pair ( $i, j$ ). From Lemma 5.2 such a function $h$ admits a rational function representation of the form $h=H / L^{d}$. By construction of $h$,

$$
\operatorname{Div}(H)-D-\mathcal{A}=\operatorname{Div}(h)+d \operatorname{Div}(L)-E
$$

is positive and smooth.

### 5.3. Probability bound

If $D$ is a smooth divisor (that will be the case in our main algorithm), then Proposition 5.3 ensures the existence of polynomials $H$ such that $\operatorname{Div}(H) \geqslant D+A$ and $H$ is sharply adjoint. The next lemma establishes that such polynomials $H$ can be found with high probability in a suitable vector space.

LEMMA 5.4. Let $D$ be a smooth positive divisor of a curve $C=U_{\mathbb{P}}(F)$ with $F$ of total degree $\delta$ and such that the coordinates are generic for $F$. Let H denote the $\mathbb{K}$-vector space of homogeneous polynomials $H \in \mathbb{K}[x, y, z]$ of total degree

$$
d:=\left\lceil\frac{(\delta-1)(\delta-2)+\operatorname{deg} D}{\delta}\right\rceil,
$$

of degree $<\delta$ in $y$, and such that $\operatorname{Div}(H) \geqslant D+\mathcal{A}$; by convention the zero polynomial is included in H. Let $H_{1}, \ldots, H_{l}$ denote a basis of $H$ and let $S$ be a finite subset of $\mathbb{K}$. Then, for $\left(a_{1}, \ldots, a_{l}\right)$ taken at random in $S^{l}$, the probability that $a_{1} H_{1}+\cdots+a_{l} H_{l}$ is not sharply adjoint is

$$
\leqslant \frac{(\delta-1)(\delta-2)}{|S|} .
$$

Proof. Set $H_{a}:=a_{1} H_{1}+\cdots+a_{l} H_{l}$. Let us write $\mathcal{A}=\sum_{i=1}^{s} \tau_{i}{X_{i}}$ into the sum of pairwise distinct places (with $\tau_{i} \geqslant 1$ ), and let ( $\left.X_{i}(t), Y_{i}(t)\right)$ represent the rational Puiseux expansion of $\mathscr{Q}_{i}$. If the $a_{i}$ are regarded as variables, then $H_{a}$ is sharply adjoint by Proposition 5.3, so the polynomial

$$
\Sigma\left(a_{1}, \ldots, a_{l}\right):=\prod_{i=1}^{s} \operatorname{coeff}\left(H_{a}\left(X_{i}(t), Y_{i}(t), 1\right), \tau_{i}\right)
$$

is non-zero, where coeff $\left(H_{a}\left(X_{i}(t), Y_{i}(t), 1\right), \tau_{i}\right)$ represents the coefficient of degree $\tau_{i}$ in $H_{a}\left(X_{i}(t), Y_{i}(t), 1\right)$.

Then, regarding the $a_{i}$ as values in $S$, the polynomial $H_{a}$ is sharply adjoint if, and only if, $\Sigma\left(a_{1}, \ldots, a_{l}\right) \neq 0$. The total degree of $\Sigma$ in the $a_{i}$ is

$$
\leqslant s \leqslant \operatorname{deg} \mathcal{A} \leqslant(\delta-1)(\delta-2) .
$$

The conclusion follows from the well known Schwartz-Zippel lemma; see [28, Lemma 6.44] for instance.

## 6. DATA STRUCTURES

Before presenting the main algorithm, it remains to describe the data structures for divisors, along with their main properties.

### 6.1. Primitive elements

A primitive element representation of a finite set $\varepsilon$ of points in $\mathbb{A}^{2}$ is the data of:

- $\left(\lambda_{x}, \lambda_{y}\right)$ in $\overline{\mathbb{K}}^{2}$ such that the linear form $\lambda:=\lambda_{x} x+\lambda_{y} y$ separates the points of $\varepsilon$. This means that the form takes different values at different points of $\varepsilon$ (as in Section 4.4).
- A polynomial $\theta$ in $\overline{\mathbb{K}}[t]$ whose roots are the values of $\lambda$ at the points of $\varepsilon$, that is

$$
\theta(t):=\prod_{P \in \mathcal{E}}(t-\lambda(P)) .
$$

So $\theta$ is monic and separable of degree $|\mathcal{E}|$.

- Polynomials $u$ and $v$ in $\overline{\mathbb{K}}[t]$ of degree $<|\mathcal{E}|$ such that

$$
\varepsilon=\{(u(\zeta), v(\zeta)): \theta(\zeta)=0\} .
$$

The form $\lambda$ is said to be primitive for $\varepsilon$. Note that such a representation is uniquely determined by $\lambda$. If $\left(\lambda_{x}, \lambda_{y}\right) \in \mathbb{K}^{2}$ and if $\theta, u, v \in \mathbb{K}[t]$, then the primitive element representation is said to be defined over $\mathbb{K}$.

LEMMA 6.1. Let $S$ be a finite subset of $\mathbb{K}$. The probability that a random matrix $M:=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right)$ with entries in $S$ does not make the linear form $x$ primitive for $M(\mathcal{E})$ is $\leqslant\binom{(\varepsilon \varepsilon}{2} /|\mathcal{S}|$.

Proof. The proof is rather elementary and is detailed in [3, Lemma 4.1] for instance.
PROPOSITION 6.2. Given a primitive element representation of $\mathcal{E}$ over $\mathbb{K}$ by $\lambda:=\lambda_{x} x+\lambda_{y} y$, and polynomials $u, v$, and $\theta$ as above. Let $\left(\tilde{\lambda}_{x}, \tilde{\lambda}_{y}\right) \in \mathbb{K}^{2}$, let $M$ denote a $3 \times 3$ invertible matrix, and let

$$
\varepsilon^{\#}:=\{(a: b: 1):(a, b) \in \varepsilon\} \subset \mathbb{P}^{2} .
$$

We can check if $M\left(\varepsilon^{\#}\right)$ is in the affine chart $z=1$ and if $\tilde{\lambda}:=\tilde{\lambda}_{x} x+\tilde{\lambda}_{y} y$ is primitive for the set of points $\tilde{\varepsilon}$ representing $M\left(\varepsilon^{\#}\right)$ in $\mathbb{A}^{2}$, and if so compute the corresponding primitive element representation of $\tilde{\varepsilon}$ with $O\left(|\varepsilon|^{\infty}\right)$ field operations.

Proof. The proof is essentially classical and is detailed in [3, Proposition 4.5].

### 6.2. Smooth divisors

A smooth divisor will naturally be stored as the pair of the representations of $D_{-}$and $D_{+}$, where $D_{-}$and $D_{+}$are positive divisors whose sum is $D$. So we focus on the representation of a positive smooth divisor $D$ defined over $\mathbb{K}$. Minimally, $D$ can be represented by its centers (in one-to-one correspondence with the places in its support) and the respective multiplicities, that form a multi-set. If $P$ is a center of $D$ of multiplicity $m$, then the effective version of the implicit function theorem allows the computation of the power series expansions of the germ of curve defined by $C$ at $P$ at order $m$. The set of these expansions for each center of $D$ constitutes a more detailed representation of $D$.

### 6.2.1. Multi-set representation

We will use the following representation of divisors, that is different from the one used in $[2,3]$, and turns out to be more flexible and efficient for practice because several computations can be performed independently of the multiplicities.

Definition 6.3. Let $\varepsilon_{1}, \ldots, \varepsilon_{\text {s }}$ be pairwise disjoint sets in the affine chart $z=1$ of $C$, defined over $\mathbb{K}$, parametrized by the same primitive element $\lambda_{x} x+\lambda_{y} y$, and such that

$$
\left|\begin{array}{ll}
\frac{\partial F}{\partial x} & \frac{\partial F}{\partial y} \\
\lambda_{x} & \lambda_{y}
\end{array}\right|
$$

is invertible at all the points of $\varepsilon_{1} \cup \cdots \cup \varepsilon_{s}$. Then, the set of pairs $\left(\varepsilon_{i}, m_{i}\right)$ is a multi-set representation of the smooth positive divisor $D=m_{1} \varepsilon_{1}+\cdots+m_{s} \varepsilon_{s}$.

For convenience, we will also write the support of $D$ in terms of its centers, that is as

$$
\operatorname{supp} D:=\varepsilon_{1} \cup \cdots \cup \varepsilon_{s}
$$

LEMMA 6.4. Let $S$ be a finite subset of $\mathbb{K}$. Let $D$ be a smooth positive divisor, let $M$ be a $3 \times 3$ matrix with random entries in $S$. If $M$ is invertible then the probability that $M^{-1}(D)$ is not in the affine chart $z=1$ or that $x$ is not primitive for the corresponding affine part of $M^{-1}(D)$ is

$$
\leqslant \frac{3|\operatorname{supp} D|^{2}}{|S|}
$$

Proof. The proof is straightforward and the details can be found in [3, Lemma 4.14].

LEMMA 6.5. Let $f \in \mathbb{K}[x, y]$ be of total degree $\delta$, let $\left(\lambda_{x}, \lambda_{y}\right) \in \mathbb{K}^{2}$, and let $\chi_{i} \in \mathbb{K}[t]$ and $u_{i}$, $v_{i} \in \mathbb{K}[t]_{<\operatorname{deg} \chi_{i}}$ for $i=1, \ldots$, s be such that $\lambda_{x} u_{i}(t)+\lambda_{y} v_{i}(t)=t \bmod \chi_{i}(t)$ holds and that the $\chi_{i}$ are pairwise coprime. Then, $f\left(u_{i}(t), v_{i}(t)\right)$ rem $\chi_{i}(t)$ can be computed with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \sum_{i=1}^{s} \operatorname{deg} \chi_{i}\right)
$$

operations in $\mathbb{K}$.
Proof. By Proposition 2.4 the polynomials $\chi:=\chi_{1} \cdots \chi_{s}$ and $u, v \in \mathbb{K}[t]_{<\operatorname{deg} \chi}$ such that $u \bmod \chi_{i}=u_{i}$ and $v \bmod \chi_{i}=v_{i}$ for $i=1, \ldots, s$, can be computed with $\tilde{O}(\operatorname{deg} \chi)$ operations in $\mathbb{K}$. Then $w:=f(u, v)$ rem $\chi$ is obtained with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} \chi\right)
$$

further operations in $\mathbb{K}$ by Lemma 2.2. Proposition 2.3 then yields $w \bmod \chi_{i}$ for $i=1, \ldots$, $s$ with $\tilde{O}(\operatorname{deg} \chi)$ further operations in $\mathbb{K}$.

PROPOSITION 6.6. Let $D$ be a smooth positive divisor of $C$ represented by a multi-set, let $M$ denote an invertible $3 \times 3$ matrix over $\mathbb{K}$, and let $\left(\tilde{\lambda}_{x}, \tilde{\lambda}_{y}\right) \in \mathbb{K}^{2}$. We can test if $M(D)$ has its support in the affine chart $z=1$, if $\tilde{\lambda}_{x} x+\tilde{\lambda}_{y} y$ is primitive for the affine part of $M(D)$, and if so compute the corresponding multi-set representation with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}}|\operatorname{supp} D|+|\operatorname{supp} D|^{\omega}\right)
$$

operations in $\mathbb{K}$.
Proof. With the notation of Definition 6.3, for $i=1, \ldots, s$ let $\varepsilon_{i}$ be the sets of the centers of $D$, represented by $\lambda_{x} x+\lambda_{y} y, u_{i}, v_{i}$, and $\theta_{i}$. Following the notation of Proposition 6.2 , let $\varepsilon_{i}^{\#}$ denote the canonical image of $\varepsilon_{i}$ in $\mathbb{P}^{2}$, and let $\tilde{\varepsilon}_{i}$ denote the affine part of $M\left(\varepsilon_{i}^{*}\right)$ : we can check if $M\left(\varepsilon_{i}^{\#}\right)$ is in the affine chart $z=1$, test if $\tilde{\lambda}=\tilde{\lambda}_{x} x+\tilde{\lambda}_{y} y$ is primitive for $\tilde{\varepsilon}_{i}$, and if so, compute the corresponding representation $\tilde{u}_{i}, \tilde{v}_{i}$, and $\tilde{\theta}_{i}$ with $O\left(\left(\operatorname{deg} \theta_{i}\right)^{\omega}\right)$ operations.

In order to check if $\tilde{\lambda}$ is primitive for $\bigcup_{i=1}^{s} \tilde{\varepsilon}_{i}$, it suffices to verify that $\tilde{\theta}:=\prod_{i=1}^{s} \tilde{\theta}_{i}$ is separable, that takes softly linear time.

Then, we evaluate $\lambda_{y} \frac{\partial F}{\partial x}(x, y, 1)-\lambda_{x} \frac{\partial F}{\partial y}(x, y, 1)$ at $\left(\tilde{u}_{i}, \tilde{v}_{i}\right)$ modulo $\tilde{\theta}_{i}$ for $i=1, \ldots, s$, and test if the result is prime to $\tilde{\theta}_{i}$, with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}}|\operatorname{supp} D|\right)
$$

further operations in $\mathbb{K}$, by Lemma 6.5.

### 6.2.2. Expansions of multi-set representations

Given a regular point $P$ of $C$, via the implicit function theorem, Newton's operator is a classical way to compute power series expansions of the germ of curve centered at $P$ for any arbitrary truncation order. In the following paragraphs we analyze the complexity for computing $D$ in terms of a list of series expansions.

DEFINITION 6.7. Given a subset of regular points $\mathcal{E}$ of $C$ defined over $\mathbb{K}$ and represented by a primitive element $\lambda:=\lambda_{x} x+\lambda_{y} y$ and polynomials $\theta, u, v$. The series expansion of the divisor $D=m \varepsilon$ is the data of

$$
(X(t), Y(t)) \in\left(\mathbb{L}[[t]] /\left(t^{m}\right)\right)^{2}
$$

where

$$
\mathbb{L}:=\mathbb{K}[b] /(\theta(b)),
$$

and such that $F(X(t), Y(t), 1)=O\left(t^{m}\right), X(t)=u(\beta)+t, Y(0)=v(\beta)$, where $F$ is the defining polynomial of the curve $C$ and $\beta$ denotes the class of $b$ in $\mathbb{L}$.

For a general positive smooth divisor $D$ of the form $m_{1} \varepsilon_{1}+\cdots+m_{s} \varepsilon_{s}$ given by a multi-set, its corresponding series expansions are the set of the series expansions of $m_{i} \varepsilon_{i}$ for $i=1, \ldots, s$.

Lemma 6.8. Let $f \in \mathbb{K}[x, y]$ be of total degree $\delta$. Let $m_{i} \in \mathbb{N}_{>0}, \theta_{i} \in \mathbb{K}[b], \mathbb{L}_{i}:=\mathbb{K}[b] /\left(\theta_{i}(b)\right)$,

$$
\left(X_{i}(t), Y_{i}(t)\right) \in\left(\mathbb{L}_{i}[[t]] /\left(t^{m_{i}}\right)\right)^{2},
$$

for $i=1, \ldots$, s represent the series expansions of a positive smooth divisor $D$, as above. Then, $f\left(X_{i}(t), Y_{i}(t)\right)$ for $i=1, \ldots, s$ can be computed with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D\right)
$$

operations in $\mathbb{K}$.
Proof. We follow the notation of Proposition 2.5, and compute $u_{i}(x):=\Gamma_{\theta_{i}, m_{i}}\left(X_{i}\right), v_{i}(x):=$ $\Gamma_{\theta_{i}, m_{i}}\left(Y_{i}\right)$ and $\chi_{i}:=\theta_{i}^{m_{i}}$. Thanks to Lemma 6.5 we obtain $w_{i}:=f\left(u_{i}(t), v_{i}(t)\right) \bmod \chi_{i}$, for $i=1, \ldots, s$, with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \sum_{i=1}^{s} \operatorname{deg} \chi_{i}\right)=\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D\right)
$$

operations in $\mathbb{K}$. Then, we obtain $f\left(X_{i}(t), Y_{i}(t)\right)$ as $\Gamma_{\theta_{i}, m_{i}}^{-1}\left(w_{i}\right)$. Evaluating $\Gamma_{\theta_{i}, m_{i}}$ and its inverse takes softly linear time by Proposition 2.5.

LEMMA 6.9. Let $D$ be a smooth positive divisor given by series expansions. Series expansions of $2 D$ can be computed with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D\right)
$$

operations in $\mathbb{K}$.
Proof. Let $D=m_{1} \varepsilon_{1}+\cdots+m_{s} \varepsilon_{s}$ be as above. Let $u_{i}, v_{i}, \theta_{i}$ denote the parametrization of $\varepsilon_{i}$, and let $\left(X_{i}(t), Y_{i}(t)\right) \in\left(\mathbb{L}_{i}[[t]] /\left(t^{m_{i}}\right)\right)^{2}$ with $\mathbb{L}_{i}:=\mathbb{K}[b] /\left(\theta_{i}(b)\right)$ stand for the expansion of $m_{i} \varepsilon_{i}$, for $i=1, \ldots, s$. Let $\lambda_{x} x+\lambda_{y} y$ denote the common primitive element of the $\varepsilon_{i}$.

The usual Newton iteration

$$
\binom{\hat{X}_{i}}{\hat{Y}_{i}}:=\binom{X_{i}}{Y_{i}}-\left(\begin{array}{cc}
\frac{\partial F}{\partial x}\left(X_{i}, Y_{i}\right) & \frac{\partial F}{\partial y}\left(X_{i}, Y_{i}\right) \\
\lambda_{x} & \lambda_{y}
\end{array}\right)^{-1}\binom{F\left(X_{i}, Y_{i}\right)}{\lambda_{x} X_{i}+\lambda_{y} Y_{i}-t}+O\left(t^{2 m_{i}}\right)
$$

yields the expansion of $2 m_{i} \varepsilon_{i}$. The evaluations of $F, \frac{\partial F}{\partial x}$, and $\frac{\partial F}{\partial y}$ at $\left(X_{i}(t), Y_{i}(t)\right)$ at precision $2 m_{i}$, for $i=1, \ldots, s$, amount to

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D\right)
$$

operations in $\mathbb{K}$ by Lemma 6.8.
Proposition 6.10. Given a multi-set representation of a positive smooth divisor $D$, the corresponding series expansions can be computed with

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D\right)
$$

operations in $\mathbb{K}$.

Proof. We still write $D=m_{1} \varepsilon_{1}+\cdots+m_{s} \varepsilon_{s}$ as above. Let $K$ be the first integer such that $m_{i}<2^{K+1}$ for $i=1, \ldots, s$. For $k=1, \ldots, K$, we introduce

$$
D_{k}:=\sum_{\substack{i=1 \\ 2^{k} \leqslant m_{i}<2^{k+1}}}^{s} m_{i} \varepsilon_{i} .
$$

The representation of the $\varepsilon_{i}$ straightforwardly yields the series expansions of the smooth divisor

$$
E_{k}:=\sum_{\substack{i=1 \\ 2^{k} \leqslant m_{i}<2^{k+1}}}^{s} \varepsilon_{i} .
$$

Then, we compute $2 E_{k}, 4 E_{k}, \ldots, 2^{k+1} E_{k}$ via Lemma 6.9. The series expansions of $D_{k}$ are deduced from those of $2^{k+1} E_{k}$ by truncating the series at the precisions prescribed by the $m_{i}$. The total cost amounts to

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D\right)
$$

because $k=O(\log (\operatorname{deg} D))$. The sum of these costs for $k=1, \ldots, K$ yields the claimed bound since $K=O(\log (\operatorname{deg} D))$.

### 6.3. Sum and subtraction

In this subsection we consider two smooth positive divisors $D_{1}$ and $D_{2}$ represented by $\left(\left(\theta_{1, i}, u_{1, i}, v_{1, i}, m_{1, i}\right)\right)_{i=1, \ldots, s_{1}}$ and $\left(\left(\theta_{2, i}, u_{2, i}, v_{2, i}, m_{2, i}\right)_{i=1, \ldots, s_{2}}\right.$ as in Definition 6.3. In order to compute $D_{1}+D_{2}$ and the positive part $\left[D_{1}-D_{2}\right]_{+}$of $D_{1}-D_{2}$, we first treat separately the common points of the supports of $D_{1}$ and $D_{2}$, and then the remaining points.

LEMMA 6.11. Given two smooth positive divisors $D_{1}$ and $D_{2}$ in multi-set representation, sharing the same primitive element $\lambda:=\lambda_{x} x+\lambda_{y} y$, and such that

$$
\prod_{i=1}^{s_{1}} \theta_{1, i}=\prod_{i=1}^{s_{2}} \theta_{2, i}
$$

we can check if $\lambda$ is primitive for $D:=D_{1}+D_{2}$, and, if so, compute the corresponding multi-set representation with

$$
\tilde{O}(|\operatorname{supp} D|)
$$

operations in $\mathbb{K}$.
Proof. We proceed by induction on $s_{1}$. If $s_{1}=1$, then we compute $u_{1,1}$ rem $\theta_{2, i}$ and $v_{1,1} \operatorname{rem} \theta_{2, i}$ for $i=1, \ldots, s_{2}$ in softly linear time by Proposition 2.3. The sum $D$ can be parametrized by $\lambda$ if, and only if, $u_{1,1}-u_{2, i}=0 \bmod \theta_{2, i}$ and $v_{1,1}-v_{2, i}=0 \bmod \theta_{2, i}$. A multiset representation of $D$ is obtained as

$$
\left(\left(\theta_{2, i}, u_{2, i}, v_{2, i}, m_{2, i}+m_{1,1}\right)\right)_{i=1, \ldots, s_{2}} .
$$

If $s_{1} \geqslant 2$ then we set $h:=\left\lfloor s_{1} / 2\right\rfloor$. We define $D_{1}^{\text {lo }}$ from $\left(\left(\theta_{1, i,}, u_{1, i}, v_{1, i}, m_{1, i}\right)\right)_{i=1, \ldots, h}$ and $D_{1}^{\text {hi }}$ from $\left(\left(\theta_{1, i}, u_{1, i}, v_{1, i}, m_{1, i}\right)\right)_{i=h+1, \ldots, s_{1}}$. We compute $\chi_{1}^{\mathrm{lo}}:=\prod_{i=1}^{h} \theta_{1, i}$ and $\chi_{1}^{\mathrm{hi}}:=\prod_{i=h+1}^{s_{1}} \theta_{1, i}$ in softly linear time.

Then $\theta_{2, i}^{\mathrm{lo}}:=\operatorname{gcd}\left(\chi_{1}^{\mathrm{lo}}, \theta_{2, i}\right)$ and $\theta_{2, i}^{\mathrm{hi}}:=\theta_{2, i} / \theta_{2, i}^{\mathrm{lo}}$ for $i=1, \ldots, s_{2}$ can be computed in softly linear time via Proposition 2.3. We define $D_{2}^{\text {lo }}$ to be

$$
\left(\left(\theta_{2, i}^{\mathrm{lo}}, u_{2, i} \operatorname{rem} \theta_{2, i,}^{\mathrm{lo}}, v_{2, i} \operatorname{rem} \theta_{2, i}^{\mathrm{lo}}, m_{2, i}\right)\right)_{i=1, \ldots, s_{2}}
$$

and $D_{2}^{\text {hi }}$ to be

$$
\left(\left(\theta_{2, i,}^{\mathrm{hi}} u_{2, i} \operatorname{rem} \theta_{2, i}^{\mathrm{hi}}, v_{2, i} \operatorname{rem} \theta_{2, i}^{\mathrm{hi}}, m_{2, i}\right)\right)_{i=1, \ldots, s_{2}} .
$$

Of course we discard tuples that represent empty sets. Finally, we compute $D_{1}^{\text {lo }}+D_{2}^{\text {lo }}$ and $D_{1}^{\mathrm{hi}}+D_{2}^{\mathrm{hi}}$ recursively, and concatenate the results. The claimed complexity bound follows from a classical induction.

Proposition 6.12. Given two smooth positive divisors $D_{1}$ and $D_{2}$ in multi-set representation, and sharing the same primitive element $\lambda:=\lambda_{x} x+\lambda_{y} y$, one can check if $\lambda$ is primitive for $D:=$ $D_{1}+D_{2}$, and, if so, compute the corresponding multi-set representation with

$$
\tilde{O}\left(\left|\operatorname{supp} D_{1}\right|+\left|\operatorname{supp} D_{2}\right|\right)
$$

operations in $\mathbb{K}$.
Proof. We compute $\chi_{2}:=\prod_{i=1}^{s_{2}} \theta_{2, i}$ and then $\chi_{2} \bmod \theta_{1, i}$ for $i=1, \ldots, s_{1}$ with $\tilde{O}\left(\left|\operatorname{supp} D_{1}\right|+\right.$ $\left|\operatorname{supp} D_{2}\right|$ ) operations in $\mathbb{K}$ by Proposition 2.3. Then we deduce

$$
\gamma_{i}:=\operatorname{gcd}\left(\chi_{2} \operatorname{rem} \theta_{1, i}, \theta_{1, i}\right)
$$

for $i=1, \ldots, s_{1}$ in softly linear time. For $i=1, \ldots, s_{1}$ we set $\check{\theta}_{1, i}:=\theta_{1, i} / \gamma_{i}, \check{u}_{1, i}:=u_{1, i} \operatorname{rem} \check{\theta}_{1, i,}$ and $\check{v}_{1, i}:=v_{1, i} \operatorname{rem} \check{\theta}_{1, i}$. The tuples

$$
\left(\left(\check{\theta}_{1, i} \check{\iota}_{1, i} \check{\nu}_{1, i,}, m_{1, i}\right)\right)_{i=1, \ldots, s_{1}}
$$

represent a smooth positive divisor written $\check{D}_{1} \leqslant D_{1}$. The tuples

$$
\left(\left(\gamma_{i}, u_{1, i} \operatorname{rem} \gamma_{i}, v_{1, i} \operatorname{rem} \gamma_{i}, m_{1, i}\right)\right)_{i=1, \ldots, s_{1}}
$$

represent another smooth positive divisor written $\hat{D}_{1} \leqslant D_{1}$. Note that $\hat{D}_{1}$ and $\check{D}_{1}$ have disjoint support and that $D_{1}=\hat{D}_{1}+\check{D}_{1}$ holds. The total cost for computing this decomposition is $\tilde{O}\left(\left|\operatorname{supp} D_{1}\right|+\left|\operatorname{supp} D_{2}\right|\right)$.

Then, we compute $\gamma:=\prod_{i=1}^{s_{1}} \gamma_{i}=\operatorname{gcd}\left(\chi_{1}, \chi_{2}\right)$ and $\delta_{i}:=\operatorname{gcd}\left(\gamma, \theta_{2, i}\right)$ for $i=1, \ldots, s_{2}$, in softly linear time, again via Proposition 2.3. For $i=1, \ldots, s_{2}$ we set $\check{\theta}_{2, i}:=\theta_{2, i} / \delta_{i,}, \check{u}_{2, i}:=u_{2, i}$ rem $\check{\theta}_{2, i}$, and $\check{v}_{2, i}:=v_{2, i} \operatorname{rem} \check{\theta}_{2, i}$. The tuples

$$
\left(\left(\check{\theta}_{2, i} \check{\iota}_{2, i} \check{v}_{2, i}, m_{2, i}\right)\right)_{i=1, \ldots, s_{2}}
$$

represent a smooth positive divisor written $\check{D}_{2} \leqslant D_{2}$. The tuples

$$
\left(\left(\delta_{i}, u_{2, i} \operatorname{rem} \delta_{i}, v_{2, i} \operatorname{rem} \delta_{i}, m_{2, i}\right)\right)_{i=1, \ldots, s_{2}}
$$

represent a smooth positive divisor written $\hat{D}_{2} \leqslant D_{2}$. Note that $\hat{D}_{2}$ and $\check{D}_{2}$ have disjoint support and that $D_{2}=\hat{D}_{2}+\check{D}_{2}$ holds.

Since $\hat{D}_{1}$ and $\hat{D}_{2}$ have the same product of defining polynomials, namely $\gamma$, Lemma 6.11 ensures that $\hat{D}_{1}+\hat{D}_{2}$ can be computed with $\tilde{O}\left(\left|\operatorname{supp} \hat{D}_{1}\right|+\left|\operatorname{supp} \hat{D}_{2}\right|\right)$ operations in $\mathbb{K}$, unless it cannot be parametrized by $\lambda$. Finally, the multi-set representation of $D$ is the union of the representations of $\check{D}_{1}, \hat{D}_{1}+\hat{D}_{2}$, and $\check{D}_{2}$.

LEMMA 6.13. Given two smooth positive divisors $D_{1}$ and $D_{2}$ in multi-set representation, sharing the same primitive element $\lambda:=\lambda_{x} x+\lambda_{y} y$, and such that

$$
\prod_{i=1}^{s_{1}} \theta_{1, i}=\prod_{i=1}^{s_{2}} \theta_{2, i}
$$

we can compute a multi-set representation $D:=\left[D_{1}-D_{2}\right]_{+}$in terms of $\lambda$ with

$$
\tilde{O}\left(\left|\operatorname{supp} D_{1}\right|+\left|\operatorname{supp} D_{2}\right|\right)
$$

operations in $\mathbb{K}$.
Proof. We proceed by induction on $s_{1}$ as in the proof of Lemma 6.11, from which we borrow the notation. If $s_{1}=1$, then we compute

$$
\delta_{i}:=\operatorname{gcd}\left(\theta_{2, i}, u_{1,1}-u_{2, i}, v_{1,1}-v_{2, i}\right) \text { for } i=1, \ldots, s_{2}
$$

via Proposition 2.3. We set

$$
\breve{\theta}_{1}:=\frac{\theta_{1,1}}{\prod_{i=1}^{S_{2}^{2}} \delta_{i}} .
$$

A multi-set representation of $D$ is made of the tuples

$$
\left(\breve{\theta}_{1}, u_{1,1} \operatorname{rem} \breve{\theta}_{1}, v_{1,1} \operatorname{rem} \breve{\theta}_{1}, m_{1,1}\right)
$$

and

$$
\left(\delta_{i}, u_{2, i} \operatorname{rem} \delta_{i}, v_{2, i} \operatorname{rem} \delta_{i}, m_{1,1}-m_{2, i}\right)
$$

such that $m_{1,1}-m_{2, i}>0$, for $i=1, \ldots, s_{2}$.
If $s_{1} \geqslant 2$, then we compute $D_{1}^{\text {lo }}, D_{1}^{\text {hi }}, D_{2}^{\text {lo }}$, and $D_{2}^{\text {hi }}$ as in the proof of Lemma 6.11. Then, we obtain $\left[D_{1}^{\mathrm{lo}}-D_{2}^{\mathrm{lo}}\right]_{+}$and $\left[D_{1}^{\mathrm{hi}}-D_{2}^{\mathrm{hi}}\right]_{+}$recursively, and merge the results.

PROPOSITION 6.14. Given two smooth positive divisors $D_{1}$ and $D_{2}$ in multi-set representation, sharing the same primitive element $\lambda:=\lambda_{x} x+\lambda_{y} y$, the multi-set representation of $\left[D_{1}-D_{2}\right]_{+}$in terms of $\lambda$ can be computed with

$$
\tilde{O}\left(\left|\operatorname{supp} D_{1}\right|+\left|\operatorname{supp} D_{2}\right|\right)
$$

operations in $\mathbb{K}$.
Proof. As in the proof of Proposition 6.12 we compute $\check{D}_{1}, \hat{D}_{1}$, and $\hat{D}_{2}$. We have

$$
\left[D_{1}-D_{2}\right]_{+}=\check{D}_{1}+\left[\hat{D}_{1}-\hat{D}_{2}\right]_{+},
$$

so the conclusion follows from Lemma 6.13 used with $\hat{D}_{1}$ and $\hat{D}_{2}$.

### 6.4. Equivalence with global representation

For the sake of comparison with previous works, we prove the equivalence between the series expansion representation with the "global representation" used in [2, 3, 49]. This equivalence is not necessary to the rest of the paper. We recall that the ambient curve $C$ in $\mathbb{P}^{2}$ is defined by the equation $F=0$.

PROPOSITION 6.15. Given a smooth positive divisor $D=m_{1} P_{1}+\cdots+m_{s} P_{s}$ whose support is in the affine chart $z=1$, and given a primitive element $\lambda_{x} x+\lambda_{y} y$ for $D$, there exist unique polynomials $\chi, u$, and $v$ in $\overline{\mathbb{K}}[t]$ with the following properties:
Div- $H_{0} . \chi$ is monic of degree $\operatorname{deg} D$, and $u, v$ have degree $<\operatorname{deg} D$,

Div- $\mathbf{H}_{1} . F(u(t), v(t), 1)=0 \bmod \chi(t)$,
Div- $\mathbf{H}_{2} . \lambda_{x} u(t)+\lambda_{y} v(t)=t$,
Div- $\boldsymbol{H}_{3} . \lambda_{y} \frac{\partial F}{\partial x}(u(t), v(t), 1)-\lambda_{x} \frac{\partial F}{\partial y}(u(t), v(t), 1)$ is coprime with $\chi(t)$.
Proof. The proof can be found in [49, Section 3] or in [2, Proposition 3.1].
A global representation of a smooth divisor $D$ defined over $\mathbb{K}$ is the data of $\lambda_{x} x+\lambda_{y} y$ and $\chi, u$, and $v$ in $\mathbb{K}[t]$, as occurring in Proposition 6.15.

Proposition 6.16. Given a smooth positive divisor $D$, the conversions between series expansions and global representations, for when $x$ is the primitive element used in the representations, take softly linear time.

Proof. Let $D=m_{1} \varepsilon_{1}+\cdots+m_{s} \varepsilon_{s}$ be given by series expansions: we write $\theta_{i}, u_{i}, v_{i}$ for the parametrization of $\varepsilon_{i}$, and

$$
\left(X_{i}(t), Y_{i}(t)\right) \in\left(\mathbb{L}_{i}[[t]] /\left(t^{m_{i}}\right)\right)^{2}
$$

for the series expansion of $m_{i} \varepsilon_{i}$, where $\mathbb{L}_{i}:=\mathbb{K}[b] /\left(\theta_{i}(b)\right)$. Let $\beta_{i}$ stand for the class of $b$ in $\mathbb{L}_{i}$. We introduce

$$
\begin{aligned}
\Gamma_{\theta_{i}, m_{i}}: \quad \mathbb{K}[t] /\left(\theta_{i}^{m_{i}}(t)\right) & \cong \mathbb{L}_{i}[[t]] /\left(t^{m_{i}}\right) \\
t & \longmapsto \beta_{i}+t,
\end{aligned}
$$

and verify that

$$
\Gamma_{\theta_{i}, m_{i}}^{-1}\left(X_{i}(t)\right)=\Gamma_{\theta_{i}, m_{i}}^{-1}\left(\beta_{i}+t\right)=t .
$$

Then, $\theta_{i}^{m_{i}}, \Gamma_{\theta_{i}, m_{i}}^{-1}\left(X_{i}(t)\right), \Gamma_{\theta_{i}, m_{i}}^{-1}\left(Y_{i}(t)\right)$ is the global representation of $m_{i} \varepsilon_{i}$ for the primitive element $x$. It can be obtained in softly linear time via Proposition 2.5. By Proposition 2.4 we recover the global representation of $D$ in softly linear time by using Chinese remaindering.

Conversely, let $\chi(t), u(t)=t, v(t)$ denote a global representation of $D$ in terms of $x$. In softly linear time we compute the squarefree factorization of $\chi=\theta_{1}^{m_{1}} \cdots \theta_{s}^{m_{s}}$ where the $m_{i}$ are pairwise distinct and the $\theta_{i}$ are squarefree and pairwise coprime. By Proposition 2.3, we obtain $u \bmod \theta_{i}^{m_{i}}$ and $v \bmod \theta_{i}^{m_{i}}$ for $i=1, \ldots, s$ with $\tilde{O}(\operatorname{deg} D)$ operations in $\mathbb{K}$. Then

$$
\Gamma_{\theta_{i}, m_{i}}\left(u \bmod \theta_{i}^{m_{i}}\right)=\Gamma_{\theta_{i}, m_{i}}\left(t \bmod \theta_{i}^{m_{i}}\right)=\beta_{i}+t
$$

and $\Gamma_{\theta_{i}, m_{i}}\left(v \bmod \theta_{i}^{m_{i}}\right)$ represent the series expansion of $m_{i} \varepsilon_{i}$; this also incurs softly linear time via Proposition 2.5.

## 7. VANISHING POLYNOMIALS

This section is devoted to computing homogeneous polynomials that vanish at a divisor of a curve $C$ defined by a homogeneous polynomial $F \in \mathbb{K}[x, y, z]$ of degree $\delta$. We assume that $F$ has degree $\delta$ in $y$ and that the centers of this divisor are in the affine chart $z=1$. The set of polynomials of total degree $d$ that vanish at this divisor forms a vector space, that can be computed straightforwardly by Gaussian elimination. This straightforward approach is detailed in the first subsection. Then, we focus on a more promising approach that yields "compressed representations" of bases of Riemann-Roch spaces.

### 7.1. Vanishing conditions

So far, places occurring in the Brill-Noether algorithm have been separated into two families: those centered at singular points of the curve and those at regular points. However the representations of these places have been designed to be consistent in terms of families of series expansions parametrized by algebraic numbers. This motivates the following ad hoc definition.

DEFINITION 7.1. A vanishing condition defined over $\mathbb{K}$ is a quintuple $(\Delta(b), \mu(a), X(t), Y(t)$, m) such that:

- $\Delta \in \mathbb{K}[b]$ is monic and separable, and $\beta$ stands for the class of $b$ in $\mathbb{L}:=\mathbb{K}[b] /(\Delta(b))$;
- $\mu \in \mathbb{L}[a]$ is monic and separable, and $\alpha$ stands for the class of a in $\mathbb{E}:=\mathbb{L}[a] /(\Delta(a))$; here separable means that the discriminant of $\mu$ is invertible in $\mathbb{L}$;
- $m \in \mathbb{N}_{>0}$;
- $(X(t), Y(t)) \in\left(\mathbb{E}[[t]] /\left(t^{m}\right)\right)^{2}$, with $X(t)=\beta+\gamma t^{e}$, $\gamma$ invertible in $\mathbb{E}$, and e a positive integer. We say that a polynomial $g \in \mathbb{K}[x, y]$ satisfies this vanishing condition when

$$
\operatorname{val}_{t}(g(X(t), Y(t))) \geqslant m
$$

With the representation of Definition 4.10 of the adjoint divisor $\mathcal{A}$ of $C$, and according to Definition 4.4, the adjoint condition can be regarded as a conjunction of vanishing conditions whose representations are

$$
\left(\left(\Delta_{i}(b), \mu_{i, j}(a), X_{i, j}(t)=\beta_{i, j}+\gamma_{i, j} t^{e_{i, j}}, Y_{i, j}(t), \tau_{i, j}\right)\right)_{i=1, \ldots, r, j=1, \ldots, s_{i}}
$$

where the $\tau_{i, j}$ are defined in Equation (4.8), and the $e_{i, j}$ are the ramification indices. In other words, a homogeneous polynomial $G \in \mathbb{K}[x, y, z]$ is adjoint to $C$ if, and only if,

$$
\operatorname{val}_{t}\left(G\left(X_{i, j}(t), Y_{i, j}(t), 1\right)\right) \geqslant \tau_{i, j} \text { for } i=1, \ldots, r, j=1, \ldots, s_{i} .
$$

On the other hand, if $D=m \mathcal{E}$ is a smooth divisor given by series expansions as in Definition 6.7 and parametrized by $x$, its representation by $\theta(b), u(b)=b, v(b), X(t)=\beta+t, Y(t)$ gives rise to the following vanishing condition:

$$
(\Delta(b)=\theta(b), \mu(a)=a, X(t), Y(t), m)
$$

For a homogeneous polynomial $G \in \mathbb{K}[x, y, z]$, the condition $\operatorname{Div}(G) \geqslant D$ is satisfied if, and only if,

$$
\operatorname{val}_{t}(G(X(t), Y(t), 1)) \geqslant m
$$

### 7.2. Straightforward linear solving

In this subsection we propose a solution based on classical linear algebra to the following problem: given vanishing conditions

$$
\left(\left(\Delta_{i}(b), \mu_{i}(a), X_{i}(t), Y_{i}(t), m_{i}\right)\right)_{i=1, \ldots, r}
$$

as in Definition 7.1, find polynomials $g \in \mathbb{K}[x, y]$ of total degree $\leqslant d$, degree $<\delta$ in $y$ and vanishing at all these conditions simultaneously. Vanishing conditions can be translated into a homogeneous linear system, where the unknowns are the coefficients of $g$ and the number of equations is

$$
\begin{equation*}
\sigma:=\sum_{i=1}^{r} m_{i} \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i} . \tag{7.1}
\end{equation*}
$$

## Algorithm 7.1

Input. A sequence of vanishing conditions $\left(\left(\Delta_{i}(b), \mu_{i}(a), X_{i}(t), Y_{i}(t), m_{i}\right)\right)_{i=1, \ldots, r}$ as in Definition 7.1 and integers $\delta, d \geqslant 1$.
Output. A basis of the polynomials $g \in \mathbb{K}[x, y]$ of total degree $\leqslant d$ and degree $<\delta$ in $y$ that vanish simultaneously at all the input conditions.

1. Construct the matrix representing the $\mathbb{K}$-linear map $\Phi$ :

$$
\begin{aligned}
\left\{g \in \mathbb{K}[x, y]: \operatorname{deg} g \leqslant d, \operatorname{deg}_{y} g<\delta\right\} & \longrightarrow \prod_{i=1}^{r} \mathbb{E}_{i}[[t]] /\left(t^{m_{i}}\right) \\
g(x, y) & \longmapsto\left(g\left(X_{i}(t), Y_{i}(t)\right) \bmod t^{m_{i}}: i=1, \ldots, r\right) .
\end{aligned}
$$

2. Compute and return a basis $g_{1,}, \ldots, g_{l}$ of $\operatorname{ker} \Phi$.

PROPOSITION 7.2. Algorithm 7.1 is correct and takes

$$
\tilde{O}\left((d \delta+\sigma)^{\omega}\right)
$$

operations in $\mathbb{K}$, where $\sigma$ has been defined in Equation (7.1).
Proof. For each $i=1, \ldots, r$ computing $X_{i}(t)^{k} Y_{i}(t)^{l}$ at precision $m_{i}$ for $l=0, \ldots, \delta-1$ and $k=0, \ldots, d-l$ takes

$$
\tilde{O}\left(d \delta \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i} m_{i}\right)
$$

operations in $\mathbb{K}$. Taking the sum of these costs for $i=1, \ldots, r$, we deduce that $\tilde{O}(d \delta \sigma)$ operations in $\mathbb{K}$ suffice to build the matrix of $\Phi$. For the basis of the source space we take the monomials $x^{k} y^{l}$ for $l=0, \ldots, \delta-1$ and $k=0, \ldots, d-l$. The basis of $\mathbb{E}_{i}[[t]] /\left(t^{m_{i}}\right)$ in the target space is set to $\alpha_{i}^{k} \beta_{i}^{l} t^{m}$ for $k=0, \ldots, \operatorname{deg} \mu_{i}-1, l=0, \ldots, \operatorname{deg} \Delta_{i}-1$, and $m=0, \ldots, m_{i}-1$. Consequently, the matrix of $\Phi$ has $O(d \delta)$ columns and $\sigma$ rows. Computing a basis of ker $\Phi$ costs

$$
\tilde{O}\left((d \delta+\sigma)^{\omega}\right)
$$

operations in $\mathbb{K}$; see [9, Chapter 2], [63, Theorem 2.10], or [12, Chapitre 8, Théorème 8.4], for instance.

The straightforward approach developed in Algorithm 7.1 turns out to be sufficient to achieve the complexity bound of Theorem 8.8. Yet we believe that it is worth adapting the point of view previously introduced in [2,3], because it yields more compact representations of Riemann-Roch spaces (see Section 8.4), and it could benefit from future improvements for computing the kernel of $\Phi$. In fact, in the special case where $\mathbb{K}$ is algebraically closed we will precisely achieve a lower complexity exponent in Section 8.7.

### 7.3. Popov form

Let $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\delta}$ be a basis of a free $\mathbb{K}[x]$-submodule of $\operatorname{rank} \delta$ of $\mathbb{K}[x]^{\delta}$, let $\boldsymbol{s} \in \mathbb{N}^{\delta}$ be a shift vector, we define

$$
\operatorname{deg}_{s} \boldsymbol{b}_{i}:=\max \left(\operatorname{deg} \boldsymbol{b}_{i, 1}+\boldsymbol{s}_{1}, \ldots, \operatorname{deg} \boldsymbol{b}_{i, \delta}+\boldsymbol{s}_{\delta}\right),
$$

this is called the s-degree of $\boldsymbol{b}_{i}$. The pivot index of $\boldsymbol{b}_{i}$ is the largest index $j$ such that

$$
\operatorname{deg} \boldsymbol{b}_{i, j}+\boldsymbol{s}_{j}=\operatorname{deg}_{s} \boldsymbol{b}_{i} .
$$

The basis $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\delta}$ is said to be in s-Popov form if the matrix made of the rows $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\delta}$ is in $s$-Popov form. In the present case this means that:

- the pivot index of $\boldsymbol{b}_{i}$ equals $i$ for $i=1, \ldots, \delta$,
- $\boldsymbol{b}_{i, i}$ is monic for $i=1, \ldots, \delta$,
- $\operatorname{deg} \boldsymbol{b}_{j, i}<\operatorname{deg} \boldsymbol{b}_{i, i}$ for $i=1, \ldots, \delta$, and $j \neq i$.

Given any basis, it is always possible to compute its s-Popov form. The Popov form will be needed for the following purpose.

Proposition 7.3. [2, Proposition 4.2] Let $\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{\delta}$ be a basis of a free $\mathbb{K}[x]$-module $\mathcal{M}$ of rank $\delta$ in $s$-Popov form. Given an integer $d \geqslant 0$, the elements in $\mathcal{M}$ of $s$-degree $\leqslant d$ form a $\mathbb{K}$-vector space of basis $x^{j} \boldsymbol{b}_{i}$ for $i=1, \ldots, \delta$ such that $\operatorname{deg}_{s} \boldsymbol{b}_{i} \leqslant d$ and $j=0, \ldots, d-\operatorname{deg}_{s} \boldsymbol{b}_{i}$.

Computing Popov forms of $m \times n$ matrices can be done by means of row operations only, with $\tilde{O}\left(\operatorname{mnr}(\operatorname{deg} M)^{2}\right)$ operations in $\mathbb{K}$, where $r$ is the rank of $M$ and when $s$ is zero [51, Theorem 7.1]. The current best known bound $\tilde{O}\left(m^{\omega-1} n \operatorname{deg} M\right)$ holds whenever $m \leqslant n[53,54]$. For more information about Popov forms we refer the reader to [52].

### 7.4. Syzygy module

Let $\mathfrak{E}$ be a $\sigma$-dimensional $\mathbb{K}$-vector space, whose elements are regarded as column vectors. By choosing an endomorphism of $\mathfrak{E}$, represented by a $\sigma \times \sigma$ matrix $J$ with entries in $\mathbb{K}$, we endow $\mathfrak{E}$ with a structure of a $\mathbb{K}[x]$-module defined by

$$
p \cdot \boldsymbol{e}:=p(J) \boldsymbol{e},
$$

where $p \in \mathbb{K}[x]$ and $\boldsymbol{e} \in \mathfrak{E}$. In other words, $J$ represents the matrix of the multiplication by $x$ in $\mathfrak{E}$.

Given a vector $\boldsymbol{E}:=\left(\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{\delta}\right)$ in $\mathfrak{E} \boldsymbol{\delta}$, we consider the map

$$
\begin{align*}
E_{J}: \quad \mathbb{K}[x]^{\delta} & \longrightarrow \mathfrak{E}  \tag{7.2}\\
p:=\left(p_{1}, \ldots, p_{\delta}\right) & \mapsto p \cdot \mathbf{E}:=p_{1} \cdot \boldsymbol{e}_{1}+\cdots+p_{\delta} \cdot \boldsymbol{e}_{\delta} .
\end{align*}
$$

The kernel of $E_{J}$ forms a submodule of $\mathbb{K}[x]^{\delta}$ which is free of rank $\delta$ because it contains $\mu_{J}(x) \mathbb{K}[x]^{\delta}$, where $\mu_{J}$ stands for the minimal polynomial of $J$. The kernel $\operatorname{ker} E_{J}$ is usually called the (first) syzygy module of $\boldsymbol{E}$.

For the sake of efficiency, it is important to compute bases of $\operatorname{ker} E_{J}$ with small shifted degrees, for a shift vector $s \in \mathbb{N}^{\delta}$ as above. The natural candidate bases are those in Popov form.

Theorem 7.4. [43, simplified from Theorem 1.4] With the notation as above, the basis in $s$-Popov form of $\operatorname{ker} E_{J}$ can be computed with $\tilde{O}\left(\sigma^{\omega}\lceil\delta / \sigma\rceil\right)$ operations in $\mathbb{K}$.

### 7.5. Compressed bases

We come back to Algorithm 7.1: we will replace the straightforward kernel basis computation by Theorem 7.4. The complexity exponent will remain the same as in Proposition 7.2, but we will obtain special bases having a representation size in general smaller.

In this subsection, we are given vanishing conditions

$$
\left(\left(\Delta_{i}(b), \mu_{i}(a), X_{i}(t), Y_{i}(t), m_{i}\right)\right)_{i=1, \ldots, r}
$$

as in Definition 7.1, an integer $\delta \geqslant 1$, and we search for polynomials $g \in \mathbb{K}[x, y]$ of degree $<\delta$ in $y$ such that

$$
\operatorname{val}_{t}\left(g\left(X_{i}(t), Y_{i}(t)\right)\right) \geqslant m_{i} \text { for } i=1, \ldots, r
$$

We let

$$
\mathfrak{E}:=\bigoplus_{i=1}^{r} \mathbb{E}_{i}[[t]] /\left(t^{m_{i}}\right) .
$$

The basis considered for $\mathbb{E}_{i}[[t]] /\left(t^{m_{i}}\right)$ is the set of the $\alpha_{i}^{k} \beta_{i}^{l} t^{m}$ for $k=0, \ldots, \operatorname{deg} \mu_{i}-1, l=0, \ldots$, $\operatorname{deg} \Delta_{i}-1, m=0, \ldots, m_{i}-1$. With $\sigma$ defined by Equation (7.1), we have

$$
\sigma=\operatorname{dim}_{\mathbb{K}} \mathfrak{E} .
$$

Let $J_{i}$ denote the matrix of the multiplication endomorphism by $X_{i}(t)=\beta_{i}+\gamma_{i} t^{e_{i}}$ in $\mathbb{E}_{i}[[t]] /$ $\left(t^{m_{i}}\right)$. Let $J$ be the block diagonal matrix made of the blocks $J_{1}, \ldots, J_{r}$. Let $e_{k}$ denote the vector $\left(Y_{1}(t)^{k-1}, \ldots, Y_{r}(t)^{k-1}\right)$ regarded in $\mathfrak{E} ;$ precisely the projection of $\boldsymbol{e}_{k}$ onto $\mathbb{E}_{i}[[t]] /$ $\left(t^{m_{i}}\right)$ is $Y_{i}(t)^{k-1}$.

LEMMA 7.5. The matrices $J_{1}, \ldots, J_{r}$ and the vectors $\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{r}$ can be computed with

$$
\tilde{O}((\delta+\sigma) \sigma)
$$

operations in $\mathbb{K}$.
Proof. Fix $i$ in $\{1, \ldots, r\}$. Building the vector representation of $\alpha_{i}^{k} \beta_{i}^{\operatorname{deg} \Delta_{i}}$ for $k=0, \ldots, \operatorname{deg} \mu_{i}-1$ does not require any operation in $\mathbb{K}$. Second, we precompute $\alpha_{i}^{k} \beta_{i}^{l} \gamma_{i}$ for $k=0, \ldots, \operatorname{deg} \mu_{i}-1$ and $l=0, \ldots, \operatorname{deg} \Delta_{i}-1$. This amounts to $\tilde{O}\left(\left(\operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i}\right)^{2}\right)$ operations in $\mathbb{K}$.

Then, we note that

$$
X_{i}(t) \alpha_{i}^{k} \beta_{i}^{l} t^{m}=\alpha_{i}^{k} \beta_{i}^{l+1} t^{m}+\alpha_{i}^{k} \beta_{i}^{l} \gamma_{i} t^{m+e_{i}},
$$

so the coordinates of $X_{i}(t) \alpha_{i}^{k} \beta_{i}^{l} t^{m}$ are obtained without any further arithmetic operations. Computing $Y_{i}(t)^{k}$ for $k=0, \ldots, \delta-1$ takes $\tilde{O}\left(m_{i} \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i} \delta\right)$ operations in $\mathbb{K}$. Summing these costs for $i=1, \ldots, r$ yields

$$
\tilde{O}\left(\sum_{i=1}^{r}\left(\left(\operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i}\right)^{2}+m_{i} \operatorname{deg} \Delta_{i} \operatorname{deg} \mu_{i} \delta\right)\right)=\tilde{O}((\delta+\sigma) \sigma) .
$$

## Proposition 7.6. Let

$$
\left(\left(\Delta_{i}(b), \mu_{i}(a), X_{i}(t), Y_{i}(t), m_{i}\right)\right)_{i=1, \ldots, r}
$$

represent vanishing conditions as in Definition 7.1, let $\delta \geqslant 1$, and set $\boldsymbol{s}:=(\delta-1, \delta-2, \ldots, 1,0)$ for the shift vector. Let $g$ be the space of polynomials $g$ of $\mathbb{K}[x, y]$ that vanish at all these conditions and such that $\operatorname{deg}_{y} g<\delta$. Then, $g$ is a $\mathbb{K}[x]$-module of rank $\delta$, for which a basis in $s$-Popov form can be computed with

$$
\tilde{O}\left(\sigma^{\omega}\lceil\delta / \sigma\rceil+\delta \sigma\right)
$$

operations in $\mathbb{K}$, where $\sigma$ has been defined in Equation (7.1).
Proof. In this context, the map (7.2) is

$$
\begin{aligned}
\boldsymbol{E}_{j}: \quad \mathbb{K}[x]^{\delta} & \longrightarrow \mathfrak{E}=\bigoplus_{i=1}^{r} \mathbb{E}_{i}[[t]] /\left(t^{m_{i}}\right) \\
p:=\left(p_{1}, \ldots, p_{\delta}\right) & \mapsto p \cdot \mathbf{E}=\left(p_{1}\left(X_{i}(t)\right)+p_{2}\left(X_{i}(t)\right) Y_{i}(t)+\cdots+p_{\delta}\left(X_{i}(t)\right) Y_{i}(t)^{\delta-1}\right)_{i=1, \ldots, r} .
\end{aligned}
$$

Consequently, $\operatorname{ker} \boldsymbol{E}_{J}$ can be regarded as the $\mathbb{K}[x]$-module of the polynomials $p$ in $\mathbb{K}[x][y]<\delta$ such that

$$
\operatorname{val}_{t}\left(p\left(X_{i}(t), Y_{i}(t)\right)\right) \geqslant m_{i} \text { for } i=1, \ldots, r
$$

that is exactly the definition of $g$. The combination of Lemma 7.5 with Theorem 7.4 yields the claimed cost.

### 7.6. Application to divisors

To conclude this section, we revisit Proposition 7.6 in terms of divisors.
Proposition 7.7. Let $C$ be a projective curve of degree $\delta$ defined by $F=0$. We assume that the adjoint divisor $\mathcal{A}$ of $C$ is represented as in Definition 4.10. Let $D$ be a smooth positive divisor represented by series expansions as in Definition 6.7 and let $\boldsymbol{s}:=(\delta-1, \delta-2, \ldots, 1,0)$ stand for a shift vector. Let $G$ be the space of homogeneous polynomials $G$ of $\mathbb{K}[x, y, z]$ such that

$$
\operatorname{deg}_{y} G<\delta \text { and } \operatorname{Div}(G) \geqslant D+\mathcal{A} .
$$

Then, $\mathcal{G}(x, y, 1)$ is a $\mathbb{K}[x]$-module of rank $\delta$, for which a basis in $\boldsymbol{s}$-Popov form can be computed with

$$
\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D\right)^{\omega}\right)
$$

operations in $\mathbb{K}$.
Proof. Since $D$ is smooth, the condition $\operatorname{Div}(G) \geqslant D+\mathcal{A}$ is equivalent to $\operatorname{Div}(G) \geqslant D$ and $\operatorname{Div}(G) \geqslant \mathcal{A}$. As explained at the end of Section 7.1, these inequalities can straightforwardly be rephrased into vanishing conditions in the affine chart $z=1$. The inequality $\operatorname{Div}(G) \geqslant D$ yields deg $D$ linear equations in the coefficients of $G(x, y, 1)$, while the other inequality $\operatorname{Div}(G) \geqslant \mathcal{A}$ yields $\operatorname{deg} \mathcal{A}=O\left(\delta^{2}\right)$ linear equations. Proposition 7.6 gives the claimed complexity bound since $\sigma=O\left(\delta^{2}+\operatorname{deg} D\right)$.

## 8. COMPUTATION OF RIEMANN-ROCH SPACES

We are now ready to present our top level algorithm for computing Riemann-Roch spaces. For efficiency reasons, our method relies on random changes of coordinates. So we begin this section by studying the complexities related to this task.

### 8.1. Changes of coordinates

We first recall that generic coordinates (with the meaning of Definition 4.9) can be achieved after a random linear change of the variables with high probability.

Lemma 8.1. Let $F$ and $G$ be two coprime homogeneous polynomials in $\mathbb{K}[x, y, z]$, and let $S$ be a finite subset of $\mathbb{K}$. If $M$ is an invertible $3 \times 3$ matrix taken at random with entries in $S$, then the coordinates are not generic for $F \circ M$ and $G \circ M$ with probability

$$
\leqslant \frac{2 \operatorname{deg} F \operatorname{deg} G+\operatorname{deg} F}{|S|} .
$$

Testing if the coordinates are generic for $F$ and $G$ takes $\tilde{O}(\operatorname{deg} F+\operatorname{deg} G)$ operations in $\mathbb{K}$.
Proof. The proof is recalled briefly from [3, Lemma 5.2]. Let $\left(M_{i, j}\right)_{1 \leqslant i, j \leqslant 3}$ denote the entries of $M$. The coefficient of $y^{\operatorname{deg} F}$ in $F \circ M$ is $F\left(M_{1,2}, M_{2,2}, M_{3,2}\right)$, so it is generically nonzero and has degree $\operatorname{deg} F$ in the entries of $M$. Let $C$ be the coefficient of $x^{\operatorname{deg} F \operatorname{deg} G}$ in the determinant $R$ of the Sylvester matrix of $F \circ M$ and $G \circ M$ in $y$, where $F \circ M$ (resp. $G \circ M$ ) is regarded as a polynomial of degree $\operatorname{deg} F$ in $y$ (resp. $\operatorname{deg} G$ in $y$ ).

The degree of $C$ in the entries of $M$ is $\leqslant 2 \operatorname{deg} F \operatorname{deg} G$. Once $F$ is ensured to have degree $\operatorname{deg} F$ in $y$, then $R(x, z+c x)$ has degree $\operatorname{deg} F \operatorname{deg} G$ in $x$ whenever $R(1, c) \neq 0$. This proves that $C$ is not identically zero as a polynomial in the entries of $M$. The bound on the probability then follows directly from the aforementioned Schwartz-Zippel lemma.

Testing if the coordinates are generic involves determining the degree of $F$ in $y$ and computing $R(x, 0)$, that incur $\tilde{O}(\operatorname{deg} F+\operatorname{deg} G)$ arithmetic operations in $\mathbb{K}$.

LEMMA 8.2. Let $S$ be a finite subset of $\mathbb{K}$ and let $F$ be a squarefree polynomial. If $M$ is an invertible $3 \times 3$ matrix taken at random with entries in $S$, then the coordinates are not generic for $F \circ M$ with probability

$$
\leqslant \frac{2(\operatorname{deg} F)^{2}}{|S|} .
$$

Testing if the coordinates are generic for $F$ takes $\tilde{O}(\operatorname{deg} F)$ operations in $\mathbb{K}$.
Proof. Let $\delta:=\operatorname{deg} F$. The proof is very similar to the one of Lemma 8.1. Let $\left(M_{i, j}\right)_{1 \leqslant i, j \leqslant 3}$ denote the entries of $M$. The coefficient of $y^{\delta}$ in $F \circ M$ is $F\left(M_{1,2}, M_{2,2}, M_{3,2}\right)$, so it is generically non-zero and has degree $\delta$ in the entries of $M$. Let $C$ be the coefficient of $x^{\delta(\delta-1)}$ in the determinant $R$ of the Sylvester matrix of $F \circ M$ and $\frac{\partial(F \circ M)}{\partial y}$ in $y$, where $F \circ M$ is regarded as a polynomial of degree $\delta$ in $y$.

The degree of $C$ in the entries of $M$ is $\leqslant \delta(2 \delta-1)$. Once $F$ is ensured to have degree $\delta$ in $y$, then $R(x, z+c x)$ has degree $\delta(\delta-1)$ in $x$ whenever $R(1, c) \neq 0$. This proves that $C$ is not identically zero as a polynomial in the entries of $M$. The rest of the proof is the same as for Lemma 8.1.

### 8.2. Modular change of coordinates

Next, we address the cost of the division by $F$ with respect to the variable $y$. We write $G \operatorname{rem}_{y} F$ for the remainder in the division of $G$ by $F$ in $\mathbb{K}[x, z][y]$. This division is well defined whenever $F$ is monic in $y$.

LEMMA 8.3. Let $F \in \mathbb{K}[x, y, z]$ be homogeneous of degree $\delta \geqslant 1$ and of degree $\delta$ in $y$. Let $G_{1}$ and $G_{2}$ be homogeneous polynomials in $\mathbb{K}[x, y, z]$ of total degree $d_{1}$ and $d_{2}$ and degree $<\delta$ in $y$. Then, $G_{1} G_{2} \operatorname{rem}_{y} F$ can be computed with $\tilde{O}\left(\left(d_{1}+d_{2}\right) \delta\right)$ operations in $\mathbb{K}$.

Proof. The product $P(x, y):=G_{1}(x, y, 1) G_{2}(x, y, 1)$ can be computed with $\tilde{O}\left(\left(d_{1}+d_{2}\right) \delta\right)$ by means of the Kronecker substitution method; see [28, Chapter 8, Section 4] for instance. If $d_{1}+d_{2}<\delta$ then no division by $F$ in $y$ is needed. Otherwise $P(x, y)$ rem $_{y} F(x, y, 1)$ can be computed in $\left(\mathbb{K}[[x]] /\left(x^{d_{1}+d_{2}+1}\right)\right)[y]$ with $\tilde{O}\left(\left(d_{1}+d_{2}\right) \delta\right)$ operations in $\mathbb{K}$. It remains to homogenize the latter remainder in degree $d$, unless it is zero.

LEMMA 8.4. Let $F \in \mathbb{K}[x, y, z]$ be homogeneous of degree $\delta \geqslant 1$ and of degree $\delta$ in $y$. Let $G \in \mathbb{K}[x$, $y, z]$ be homogeneous of total degree $d$ and degree $<\delta$ in $y$. Then, $G^{n} \operatorname{rem}_{y} F$ can be computed with $\tilde{O}(d \delta \log n)$ operations in $\mathbb{K}$.

Proof. This bound follows from the usual modular binary powering algorithm and Lemma 8.3; see [28, Chapter 4, Section 3] for instance.

LEMMA 8.5. Let $F \in \mathbb{K}[x, y, z]$ be homogeneous of degree $\delta \geqslant 1$ and of degree $\delta$ in $y$. Let $H \in \mathbb{K}[x$, $y, z]$ be homogeneous of total degree $d$ and degree $<\delta$ in $y$, and let $M$ be a $3 \times 3$ matrix over $\mathbb{K}$. Then, $H \circ M \operatorname{rem}_{y} F$ can be computed with $\tilde{O}\left(\delta^{2}+d \delta\right)$ operations in $\mathbb{K}$.

Proof. If $d \leqslant 2 \delta$ then $H \circ M$ can be computed with $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$, by Lemma 2.1. Then, $(H \circ M)(x, y, 1) \operatorname{rem}_{y} F(x, y)$ can be computed with $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$ by means of a fast division algorithm in $\mathbb{K}[[x]] /\left(x^{d+1}\right)[y]$. The corresponding remainder can then be homogenized in degree $d$, unless it is zero.

If $d>2 \delta$, then we use the "divide and conquer" paradigm. We set $d_{0}:=\lfloor d / 2\rfloor$ and $d_{1}:=d-d_{0}$, and we note that $d_{0} \geqslant \delta$ and $d_{1} \geqslant \delta$. We decompose $H$ into

$$
H=z^{d_{0}} H_{1}+G+x^{d_{1}} H_{0}
$$

where $\operatorname{deg}_{z}\left(G+x^{d_{1}} H_{0}\right)<d_{0}, \operatorname{deg}_{x} G<d_{1}$, and such that the supports of $z^{d_{0}} H_{1}, G$, and $x^{d_{1}} H_{0}$ are pairwise disjoint. Such a decomposition of $H$ is uniquely determined by these conditions. In particular, we have

$$
\operatorname{deg} H_{0}=d_{0}, \quad \operatorname{deg}_{y} H_{0}<\delta, \quad \operatorname{deg} H_{1}=d_{1}, \quad \operatorname{deg}_{y} H_{1}<\delta .
$$

Then, we verify that

$$
\begin{aligned}
\operatorname{deg}_{x}\left(G+x^{d_{1}} H_{0}\right) & \geqslant d-\operatorname{deg}_{z}\left(G+x^{d_{1}} H_{0}\right)-\operatorname{deg}_{y}\left(G+x^{d_{1}} H_{0}\right) \\
& \geqslant d-\left(d_{0}-1\right)-(\delta-1) \\
& =d_{1}-\delta+2
\end{aligned}
$$

and that

$$
\begin{aligned}
\operatorname{deg}_{z} G & \geqslant d-\operatorname{deg}_{x} G-\operatorname{deg}_{y} G \\
& \geqslant d-\left(d_{1}-1\right)-(\delta-1) \\
& =d_{0}-\delta+2 .
\end{aligned}
$$

We set $\tilde{G}:=G /\left(x^{d_{1}-\delta+2} z^{d_{0}-\delta+2}\right)$, and deduce that

$$
\begin{aligned}
& \operatorname{deg}_{x} \tilde{G} \leqslant d_{1}-1-\left(d_{1}-\delta+2\right)=\delta-3 \\
& \operatorname{deg}_{z} \tilde{G} \leqslant d_{0}-1-\left(d_{0}-\delta+2\right)=\delta-3 \\
& \operatorname{deg}_{y} \tilde{G} \leqslant \delta-1,
\end{aligned}
$$

so the decomposition of $H$ rewrites as

$$
H=z^{d_{0}} H_{1}+x^{d_{1}-\delta+2} z^{d_{0}-\delta+2} \tilde{G}+x^{d_{1}} H_{0}
$$

By Lemma 8.4 the polynomials $(z \circ M)^{d_{0}} \operatorname{rem}_{y} F,(x \circ M)^{d_{1}-\delta+2}(z \circ M)^{d_{0}-\delta+2} \operatorname{rem}_{y} F$, and $(x \circ M)^{d_{1}} \operatorname{rem}_{y} F$, can be computed with $\tilde{O}(d \delta)$ operations in $\mathbb{K}$. In addition, $\tilde{G} \circ M$ rem ${ }_{y} F$ can be computed with $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$ by Lemma 2.1. Thanks to Lemma 8.3 we obtain $H \circ M \operatorname{rem}_{y} F$ from $H_{0} \circ M \operatorname{rem}_{y} F$ and $H_{1} \circ M \operatorname{rem}_{y} F$ with $\tilde{O}(d \delta)$ operations in $\mathbb{K}$.

Let $\mathrm{T}(d)$ represent the cost for computing $H \circ M \bmod _{y} F$ with $\operatorname{deg} H=d$. For $d>2 \delta$, we have shown that

$$
\mathrm{T}(d)=\mathrm{T}\left(d_{0}\right)+\mathrm{T}\left(d_{1}\right)+\tilde{O}(d \delta) .
$$

This "divide and conquer" strategy ends when $d \leqslant 2 \delta$, for which we have seen that $\mathrm{T}(d)=$ $\tilde{O}\left(\delta^{2}\right)$.

The successive recursive calls of the algorithm are regarded as a tree. The sum of the total degree of the polynomials $H$ occurring at depth $h$ is $\leqslant d$. So the total cost of the computation nodes at depth $h$ is $\tilde{O}(d \delta)$. The depth of the tree is $O(\log (d / \delta))$. The number of leaves is $O(d / \delta)$, and the contribution of each leaf is $\tilde{O}\left(\delta^{2}\right)$. Consequently, the computation of $H \circ M \operatorname{rem}_{y} F$ amounts to $\tilde{O}\left(\delta^{2}+d \delta\right)$.

### 8.3. Computation of a common denominator

As recalled in Section 1.1, the first part of the Brill-Noether method is the computation of a common denominator of a basis of $\mathcal{L}(D)$. We are looking for homogeneous polynomials $H$ of degree

$$
\begin{equation*}
d:=\left\lceil\frac{(\delta-1)(\delta-2)+\operatorname{deg} D_{+}}{\delta}\right\rceil, \tag{8.1}
\end{equation*}
$$

such that $\operatorname{Div}(H) \geqslant D_{+}+\mathcal{A}$. Note that $d \delta=O\left(\delta^{2}+\operatorname{deg} D_{+}\right)$. For the sake of complexity, we require that $\operatorname{Div}(H)$ is sharply adjoint, which means that $\operatorname{Div}(H)-\mathcal{A}$ is smooth. The computation is summarized in the following algorithm.

## Algorithm 8.1

Input. An absolutely irreducible plane projective curve $C$ of degree $\delta$, defined by the equation $F=0$, and a smooth divisor $D$ of $C$ in multi-set representation.
Output. A homogeneous polynomial $H \in \mathbb{K}[x, y, z]$, of total degree $d$ defined in (8.1), and degree $<\delta$ in $y$, such that $\operatorname{Div}(H) \geqslant D_{+}+\mathcal{A}$ and $\operatorname{Div}(H)$ is sharply adjoint, where $\mathcal{A}$ represents the adjoint divisor of $C$.
Assumption. $\mathbb{K}$ has characteristic zero. The coordinates are generic for $F$. The centers of $D$ are in the affine chart $z=1$. The variable $x$ is primitive for the union of the centers of $D$ and $U_{\mathbb{A}}\left(F(x, y, 1), F_{y}(x, y, 1)\right)$.

1. Compute the series expansions of $\mathcal{A}$ using Proposition 4.11.
2. Expand the representation of $D_{+}$using Proposition 6.10.
3. Let $H$ denote the space of homogeneous polynomials $H$ of $\mathbb{K}[x, y, z]$ such that $\operatorname{deg}_{y} H<\delta$ and $\operatorname{Div}(H) \geqslant D_{+}+\mathcal{A}$. Use Proposition 7.7 with $D_{+}$in order to obtain a $\mathbb{K}[x]$-module basis $h_{1}, \ldots, h_{\delta}$ of $\mathcal{H}(x, y, 1)$.
4. Set $H(x, y, z):=z^{d} \sum_{i=1}^{\delta} a_{i}(x / z) h_{i}(x / z, y / z)$ with $a_{i}(x) \in \mathbb{K}[x]_{\leqslant d-\operatorname{deg} h_{i}}$ taken at random with coefficients in $\left\{1, \ldots, 2 \delta^{2}\right\}$. Repeat this step until $H$ is sharply adjoint.
5. Return $H$.

PROPOSITION 8.6. Algorithm 8.1 is correct and takes an expected number of

$$
\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\omega}\right)
$$

operations in $\mathbb{K}$.
Proof. The assumptions are gathered in order to be able to apply Propositions 4.11, 6.10, and 7.7. By Proposition 5.3 the $\mathbb{K}$-vector subspace $V$ of $\mathcal{H}$ of homogeneous polynomials of degree $d$ has positive dimension. Then, Proposition 7.3 ensures that the polynomials $H$ generated in Step 4 are random elements of $V$. By Lemma 5.4, the expected number of iterations of this step is $O(1)$. Consequently, the algorithm finishes with a correct result.

Step 1 costs $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$ by Proposition 4.11. Step 2 contributes to

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D_{+}\right)
$$

by Proposition 6.10. Then, Step 3 incurs $\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\omega}\right)$ by Proposition 7.7. Finally, the construction of $H$ in Step 4 takes $\tilde{O}(\delta d)=\tilde{O}\left(\delta^{2}+\operatorname{deg} D_{+}\right)$operations in $\mathbb{K}$. Testing if $H$ is sharply adjoint further incurs

$$
\tilde{O}\left(\delta \max \left(d, \delta^{2}\right)\right)=\tilde{O}\left(\delta^{3}+\operatorname{deg} D_{+}\right)
$$

by Proposition 4.13.

### 8.4. Representation of Riemann-Roch bases

The $\mathbb{K}[x]$-module approach of Section 7.5 naturally leads to the following representation of a Riemann-Roch space $\mathcal{L}(D)$ by:

- $M \in \mathrm{GL}_{3}(\mathbb{K})$,
- a homogeneous polynomial $H$ in $\mathbb{K}[x, y, z]$,
- a sequence of homogeneous polynomials $G_{1}, \ldots, G_{l}$ in $\mathbb{K}[x, y, z]$ of respective degree $d_{1}, \ldots, d_{l}$,
such that
- $F \circ M$ has generic coordinates,
- $\operatorname{deg}_{y} H<\delta, \operatorname{deg}_{y} G_{i}<\delta$ for $i=1, \ldots, l$,
- the support of $M^{-1}(D)$ is in the affine chart $z=1$,
- $U_{\mathbb{P}}(F \circ M, H)$ is in the affine chart $z=1$,
- $\left(\frac{x^{j} z^{d-d_{i}-j} G_{i}}{H}\right) \circ M^{-1}$ with $0 \leqslant j \leqslant d-d_{i}$ and $1 \leqslant i \leqslant l$ form a basis of $\mathcal{L}(D)$.


### 8.5. Computation of a numerator basis

We are now ready to detail the second step of the Brill-Noether method: a common denominator $H$ of $\mathcal{L}(D)$ has been computed and it remains to obtain a basis of numerators. The way $H$ has been determined does not a priori guarantee that the current coordinates will be sufficiently generic for $\operatorname{Div}(H)$ and for the subsequent computation of $\operatorname{Div}(H)-\mathcal{A}-D$. Consequently, the first part of the following algorithm is dedicated to finding sufficiently generic coordinates with high probability. Although this part of the algorithm seems technical, its correctness will be proved routinely. Nevertheless, it would be further interesting to show that a single random change of the coordinates from the outset is sufficient to ensure all the needed genericity conditions with high probability. In fact, we previously developed this strategy in [3] for curves with ordinary singularities.

## Algorithm 8.2

Input. An absolutely irreducible plane projective curve $C$ defined by $F=0$, a smooth divisor $D$ of $C$ in multi-set representation, a common denominator $H$ of $\mathcal{L}(D)$ of total degree $d$ and degree $<\delta$ in $y$.
Output. A representation of $\mathcal{L}(D)$ as defined in Section 8.4.
Assumption. $\mathbb{K}$ has characteristic zero. The coordinates are generic for $F$. The centers of $D$ are in the affine chart $z=1$. The variable $x$ is primitive for the union of the centers of $D$ and the singular locus of $C . \operatorname{Div}(H)$ is sharply adjoint and satisfies $\operatorname{Div}(H) \geqslant$ $D_{+}+\mathcal{A}$.

1. Take a $3 \times 3$ matrix $M$ at random with entries in

$$
S:=\left\{1, \ldots, 60\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}\right\}
$$

until $M$ is invertible.
2. Compute $F \circ M$. If the coordinates are not generic for $F \circ M$, then go to Step 1 .
3. Compute $H \circ M$ rem $_{y} F$ using Lemma 8.5.
4. Compute

$$
\varepsilon:=U_{\mathbb{A}}\left(F \circ M(x, y, 1),\left(H \circ M \operatorname{rem}_{y} F\right)(x, y, 1)\right)
$$

by using [2, Lemma 2.4]. If the number of solutions counted with multiplicities is not $d \delta$ or if $x$ is not primitive for $\varepsilon$, then go to Step 1 .
Otherwise, write $\theta_{i}^{H}(x)=0$ and $y=v_{i}^{H}(x)$ for the parametrization of the points of $\varepsilon$ having intersection multiplicity $i$, for $i=1, \ldots, d \delta$.
5. Compute $M^{-1}(D)$ using Proposition 6.6. If the centers of $M^{-1}(D)$ are not in the affine chart $z=1$, or if $x$ is not a primitive element for $M^{-1}(D)$, then go to Step 1.
6. If $x$ is not primitive for the union of the centers of $M^{-1}\left(D_{-}\right)$and $\varepsilon$, then go to Step 1. If $x$ is not primitive for $U_{\mathbb{A}}\left(F \circ M(x, y, 1), \frac{\partial(F \circ M)}{\partial y}(x, y, 1)\right)$, then go to Step 1 .
7. Replace $F$ by $F \circ M, H$ by $H \circ M \operatorname{rem}_{y} F$ and $D$ by $M^{-1}(D)$, and compute the adjoint divisor $\mathcal{A}$ of $C$ in the new coordinates, by using Proposition 4.11.
8. Compute the product $\Delta$ of the $\Delta_{i}$ of Definition 4.10. Compute

$$
\theta:=\prod_{i=1}^{d \delta} \theta_{i}^{H} \text { and } \tilde{\theta}:=\theta / \operatorname{gcd}(\theta, \Delta)
$$

Then compute $\tilde{\theta}_{i}:=\tilde{\theta} \bmod \theta_{i}^{H}, \tilde{\theta}_{i}:=\operatorname{gcd}\left(\tilde{\theta}_{i}, \theta_{i}^{H}\right), \tilde{v}_{i}:=v_{i}^{H} \bmod \tilde{\theta}_{i}$ for $i=1, \ldots, d \delta$.
If some of the $F_{y}\left(x, \tilde{v}_{i}(x), 1\right)$ are not invertible modulo $\tilde{\theta}_{i}(x)$ then go to Step 1. Otherwise the $\left(\tilde{\theta}_{i}, \tilde{v}_{i}, i\right)$ for $i=1, \ldots, d \delta$ constitute a multi-set representation of the smooth divisor $\operatorname{Div}(H)-\mathcal{A}$.
9. Compute the multi-set representation of

$$
R:=\left((\operatorname{Div}(H)-\mathcal{A})-D_{+}\right)+D_{-}
$$

by using Propositions 6.12 and 6.14 successively.
10. Expand the representation of $R$ by means of Proposition 6.10.
11. Let $G$ denote the space of homogeneous polynomials $G$ of $\mathbb{K}[x, y, z]$ such that $\operatorname{deg}_{y} G<\delta$ and $\operatorname{Div}(G) \geqslant R+\mathcal{A}$. Compute a basis $g_{1}, \ldots, g_{\delta}$ of the $\mathbb{K}[x]$-module $G(x, y, 1)$ by means of Proposition 7.7 used with $R$. Sort the $g_{i}$ by increasing total degrees and let $l$ be maximal such that $\operatorname{deg} g_{l} \leqslant d$.
12. Return $M, H, z^{d_{i}} g_{i}(x / z, y / z)$, and $d_{i}$ for $i=1, \ldots, l$.

PROPOSITION 8.7. Algorithm 8.2 is correct and takes an expected number of

$$
\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\omega}\right) .
$$

operations in $\mathbb{K}$.
Proof. If the algorithm reaches Step 7, then the conditions of Proposition 4.11 are satisfied, so the adjoint divisor $\mathcal{A}$ can actually be computed. When entering Step 8 the variable $x$ separates the centers of $\operatorname{Div}(H)$ and $\operatorname{Div}(H)$ is sharply adjoint. Since $\operatorname{Div}(H) \geqslant D_{+}+$ $\mathcal{A}$, the variable $x$ also separates the centers of $\mathcal{A}$ (i.e. the singular points of $C$ ). Therefore if Step 8 does not return to Step 1, then it actually computes a multi-set representation of $\operatorname{Div}(H)-\mathcal{A}$. From Step 6 it is ensured that $x$ is primitive for $R$ so Step 9 works properly.

From the Brill-Noether theory, briefly recalled in Section 1.1, it is known that a polynomial $H$ satisfying $\operatorname{Div}(H) \geqslant D_{+}+\mathcal{A}$ is a suitable denominator for $\mathcal{L}(D)$. This means that a numerator basis is a basis of the space of polynomials $G$ modulo $F$, of total degree $d$, and such that $\operatorname{Div}(G) \geqslant \operatorname{Div}(H)-D$; see [36, Chapitre 2, Théorème 2.7.1], or [37, Théorème 2.5], or [48, Section 4], for instance. Consequently, when Step 11 is reached, Propositions 7.3 and 7.7 ensure the correctness of the output.

Before analyzing probabilities, from the definition of $d$ in (8.1), we note that

$$
\begin{equation*}
d \delta \leqslant \delta^{2}+\operatorname{deg} D_{+}-2 \delta \tag{8.2}
\end{equation*}
$$

The probability that a matrix $M$ taken with random entries in $S$ is not invertible is

$$
\begin{equation*}
\leqslant \frac{3}{|S|} \tag{8.3}
\end{equation*}
$$

by the aforementioned Schwartz-Zippel lemma. In Step 2, the probability that the coordinates are not generic for $F \circ M$ is

$$
\begin{equation*}
\leqslant \frac{2 \delta^{2}}{|S|} \tag{8.4}
\end{equation*}
$$

by Lemma 8.2. In Step 4, the probability that the coordinates are not generic for $F \circ M$ and $H \circ M$ or that $x$ is not a suitable primitive element is

$$
\begin{equation*}
\leqslant \frac{2 d \delta+\delta+\binom{d \delta}{2}}{|S|} \leqslant \frac{3\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}}{|S|} \tag{8.5}
\end{equation*}
$$

by Lemmas 8.1 and 6.1 combined with Inequality (8.2). In Step 5, the probability that the conditions for $M^{-1}(D)$ are not met is

$$
\begin{equation*}
\leqslant \frac{3\left(\operatorname{deg} D_{+}+\operatorname{deg} D_{-}\right)^{2}}{|S|} \leqslant \frac{12\left(\operatorname{deg} D_{+}\right)^{2}}{|S|} \tag{8.6}
\end{equation*}
$$

by Lemma 6.4. In Step 6, the probability that the algorithm goes back to Step 1 is

$$
\begin{align*}
\frac{\binom{\operatorname{deg} D_{-}+|\varepsilon|}{2}+\binom{\delta(\delta-1)}{2}}{|S|} & \leqslant \frac{\left(\operatorname{deg} D_{+}+d \delta+\delta^{2}\right)^{2}}{|S|} \\
& \leqslant \frac{4\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}}{|S|} \tag{8.7}
\end{align*}
$$

by Inequality (8.2) and Lemma 6.1 again. For the probability of Step 8 to return to Step 1, we apply Lemma 6.4 to the divisor made of the points of $\varepsilon$ that are smooth on $C$ : the probability bound is

$$
\begin{equation*}
\leqslant \frac{3|\varepsilon|^{2}}{|S|} \leqslant \frac{3(d \delta)^{2}}{|S|} \leqslant \frac{3\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}}{|S|} \tag{8.8}
\end{equation*}
$$

The sum of the right-hand sides of Inequalities (8.3) to (8.8) is $\leqslant 1 / 2$. Overall, the expected number of times the algorithm goes back to Step 1 is $O(1)$. We are done with the correctness.

The cost of Step 1 is negligible. Then Step 2 contributes to $\tilde{O}\left(\delta^{2}\right)$ by Lemmas 2.1 and 8.1. Step 3 takes

$$
\tilde{O}\left(\delta^{2}+d \delta\right)=\tilde{O}\left(\delta^{2}+\operatorname{deg} D_{+}\right)
$$

operations in $\mathbb{K}$ by Lemma 8.5. By [2, Lemma 2.4] (or [3, Proposition 5.6]), the cost of Step 4 is

$$
\tilde{O}\left(d \delta^{2}\right)=\tilde{O}\left(\delta^{3}+\delta \operatorname{deg} D_{+}\right)=\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}\right) .
$$

Step 5 costs

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} D_{+}+\left(\operatorname{deg} D_{+}\right)^{\omega}\right)=\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}\right)
$$

by Proposition 6.6.

Arriving at Step $6, x$ is primitive for the support of $M^{-1}\left(D_{-}\right)$and for $\varepsilon$, so it suffices to verify that the defining polynomials are coprime, with

$$
\tilde{O}\left(\operatorname{deg} D_{-}+|\varepsilon|\right)=\tilde{O}\left(d \delta+\operatorname{deg} D_{+}\right)=\tilde{O}\left(\delta^{2}+\operatorname{deg} D_{+}\right)
$$

operations in $\mathbb{K}$. Testing if $x$ is primitive for $U_{\mathbb{A}}\left(F \circ M(x, y, 1), \frac{\partial(F \circ M)}{\partial y}(x, y, 1)\right)$ contributes to $\tilde{O}\left(\delta^{3}\right)$ by [2, Lemma 2.4] (or [3, Proposition 5.6]). The conditions of Proposition 4.11 are satisfied, so Step 7 costs $\tilde{O}\left(\delta^{3}\right)$.

For Step 8, Proposition 2.3 allows the computation of the $\tilde{\theta}_{i}, \tilde{v}_{i}$ for $i=1, \ldots, d \delta$ with

$$
\tilde{O}\left(d \delta+\delta^{2}\right)=\tilde{O}\left(\delta^{2}+\operatorname{deg} D_{+}\right)
$$

operations in $\mathbb{K}$. The remaining evaluations of $F_{y}$ and the consecutive invertibility tests of Step 8 amount to

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}}(d \delta)\right)=\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}}\left(\delta^{2}+\operatorname{deg} D_{+}\right)\right)=\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}\right)
$$

by Lemma 6.5.
By Propositions 6.12 and 6.14, Step 9 costs

$$
\tilde{O}\left(\operatorname{deg}(\operatorname{Div}(H))+\operatorname{deg} D_{+}\right)=\tilde{O}\left(d \delta+\operatorname{deg} D_{+}\right)=\tilde{O}\left(\delta^{2}+\operatorname{deg} D_{+}\right) .
$$

Step 10 then takes

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}} \operatorname{deg} R\right)=\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}}(d \delta)\right)=\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{2}\right)
$$

operations in $\mathbb{K}$ by Proposition 6.10. Finally Step 11 contributes to

$$
\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} R\right)^{\omega}\right)=\tilde{O}\left(\left(\delta^{2}+d \delta\right)^{\omega}\right)=\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\omega}\right)
$$

by Proposition 7.7.

### 8.6. Main complexity bound

By combining Algorithms 8.1 and 8.2 , we finally achieve our main result.
THEOREM 8.8. Let $\mathbb{K}$ be an effective field of characteristic zero. Let $F \in \mathbb{K}[x, y, z]$ be a homogeneous and absolutely irreducible polynomial of degree $\delta$, that defines a curve C. Let D be a smooth divisor of $C$ given in multi-set representation (see Definition 6.3). Then, a representation of $\mathcal{L}(D)$ as in Section 8.4 can be computed with a probabilistic algorithm of Las Vegas type with an expected number of

$$
\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\omega}\right)
$$

operations in $\mathbb{K}$.
Proof. After a random change of coordinates, the assumptions of Algorithm 8.1 hold with high probability, thanks to Lemmas 6.1, 6.4, and 8.2. Changing the coordinates in $F$ and testing their genericity take $\tilde{O}\left(\delta^{2}\right)$ operations in $\mathbb{K}$ by Lemmas 2.1 and 8.2. Changing the coordinates in $D$, verifying that the centers are in the affine chart $z=1$, and that $x$ is a primitive element takes

$$
\tilde{O}\left(\delta^{\frac{\omega}{2}+1}+\delta^{\frac{\omega-1}{2}}\left|\operatorname{supp} D_{+}\right|+\left|\operatorname{supp} D_{+}\right|^{\omega}\right)=\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\omega}\right)
$$

by Proposition 6.6. Let $\theta_{D}$ denote the corresponding minimal polynomial of $x$.

Testing if $x$ is primitive for $U_{\mathbb{A}}\left(F(x, y, 1), F_{y}(x, y, 1)\right)$ and computing the corresponding parametrization requires $\tilde{O}\left(\delta^{3}\right)$ operations in $\mathbb{K}$ by [2, Lemma 2.4] (or [3, Proposition 5.6]). Let $\theta_{F_{y}}$ denote the corresponding minimal polynomial of $x$.

The variable $x$ is primitive for the union of the centers of $D$ and $U_{\mathbb{A}}\left(F(x, y, 1), F_{y}(x\right.$, $y, 1)$ ) if, and only if, $\operatorname{Res}\left(\theta_{D}, \theta_{F_{y}}\right) \neq 0$, whose computation takes negligible time. Finally, once the assumptions of Algorithm 8.1 are satisfied, we call this algorithm, followed by Algorithm 8.2. The total complexity bound is deduced from Propositions 8.6 and 8.7.

### 8.7. Towards a subquadratic complexity bound

To conclude this section we focus on the following unusual special case:
Hypothesis (C). $\mathbb{K}$ is algebraically closed of characteristic zero and is endowed with a routine that computes the roots of any polynomial $\theta \in \mathbb{K}[x]$ in softly linear time.
In fact, our goal is only to show that the complexity exponent for computing Rie-mann-Roch spaces can be improved in this case, thanks to a faster algorithm for syzygy bases. Precisely, we will rely on the following statement that improves Theorem 7.4 in a particular case; we use the notation of Section 7.5.

Theorem 8.9. [43, simplified from Theorem 1.5] With the notation of Section 7.5, if J is a Jordan matrix, then the basis in s-Popov form of $\operatorname{ker} \boldsymbol{E}_{\boldsymbol{J}}$ can be computed with $\tilde{O}\left(\delta^{\omega-1}(\sigma+|\boldsymbol{s}|)\right)$ operations in $\mathbb{K}$, where $|\boldsymbol{s}|:=s_{1}+\cdots+s_{\delta}$.

We deduce the following proposition in replacement of Proposition 7.7.
Proposition 8.10. Under Hypothesis (C), the complexity bound in Proposition 7.7 can be replaced by $\tilde{O}\left(\delta^{\omega-1}\left(\delta^{2}+\operatorname{deg} D\right)\right)$.

Proof. Since $\mathbb{K}$ is algebraically closed, by using root-finding, we can decompose any vanishing condition into a conjunction of vanishing conditions where each of them is still represented by $(\Delta(b), \mu(a), X(t), Y(t))$ as in Definition 7.1 but in the form $\Delta(b):=b-\beta$, $\mu(a):=a$ and $X(t)=\beta+t^{e}$. Such a rewriting takes softly linear time by Hypothesis (C) and Proposition 2.3.

For $j=0, \ldots, e-1$, let $v_{j}$ denote the largest integer $v$ such that $v e+j \leqslant m-1$. In the basis of the $\mathbb{K}$-vector space $\mathbb{K}[[t]] /\left(t^{m}\right)$ made of the concatenation of

$$
\left(t^{v_{j}+j}, t^{\left(v_{j}-1\right) e+j}, \ldots, t^{e+j}, t^{j}\right) \text { for } j=0, \ldots, \min (e, m)-1
$$

the matrix representing the multiplication by $X(t)=\beta+t^{e}$ is a Jordan matrix. Consequently, the cost of Lemma 7.5 becomes $\tilde{O}(\delta \sigma)$. Since $|\boldsymbol{s}|=O\left(\delta^{2}\right)$, by combining this bound with Theorem 8.9, the complexity bound in Proposition 7.6 becomes $\tilde{O}\left(\delta^{\omega-1}\left(\delta^{2}+\sigma\right)\right)$. The conclusion follows as in the proof of Proposition 7.7.

In the future, we hope that the complexity bound in Proposition 8.10 will hold without Hypothesis (C). This might be made possible thanks to further advances in the so called interpolation bases algorithms; see [43,52]. Let us now briefly assess the overall cost of our Brill-Noether variant in this framework.

Theorem 8.11. Under Hypothesis (C), the expected complexity bound in Theorem 8.8 can be replaced by

$$
\tilde{O}\left(\left(\delta^{2}+\operatorname{deg} D_{+}\right)^{\frac{\omega+1}{2}}\right)
$$

Proof. Using Proposition 8.10 instead of Proposition 7.7, and revisiting complexity analyses step by step, the cost in Proposition 8.6 becomes $\tilde{O}\left(\delta^{\omega+1}+\delta^{\omega-1} \operatorname{deg} D_{+}\right)$. Then, the cost in Proposition 8.7 becomes

$$
\tilde{O}\left(\delta^{\omega+1}+\delta^{\omega-1} \operatorname{deg} D_{+}+\left(\operatorname{deg} D_{+}\right)^{\omega}\right)
$$

It follows that the complexity bound in Theorem 8.8 can be replaced by

$$
\tilde{O}\left(\delta^{\omega+1}+\delta^{\omega-1} \operatorname{deg} D_{+}+\left(\operatorname{deg} D_{+}\right)^{\omega}\right)=\tilde{O}\left(\delta^{\omega+1}+\delta^{\omega-1} \operatorname{deg} D_{+}+\left(\operatorname{deg} D_{+}\right)^{\frac{\omega+1}{2}}\right) .
$$

If $\operatorname{deg} D_{+} \leqslant \delta^{2}$ then $\delta^{\omega-1} \operatorname{deg} D_{+}=O\left(\delta^{\omega+1}\right)$. Otherwise $\delta^{2}<\operatorname{deg} D_{+}$and we have

$$
\delta^{\omega-1} \operatorname{deg} D_{+} \leqslant\left(\operatorname{deg} D_{+}\right)^{\frac{\omega-1}{2}} \operatorname{deg} D_{+} \leqslant\left(\operatorname{deg} D_{+}\right)^{\frac{\omega+1}{2}},
$$

whence the claimed bound.

## 9. Conclusion

Our new algorithm for computing bases of Riemann-Roch spaces is subject to future improvements and extensions. A first extension concerns handling non necessarily smooth input divisors. Indeed our Proposition 5.3 supports this more general setting, so it would essentially suffice to focus on the algorithmic side.

Another challenging research direction would be to achieve the same complexity exponent in any characteristic. At present time the main difficulty resides in designing a suitable efficient replacement of Puiseux expansions. Some possibilities in this direction could be to exploit Hamburger-Noether expansions (introduced in [15] and previously used in the context of computing Riemann-Roch spaces in [16]), or to rely on the approximate roots theory initiated by Abhyankar [4, 21].

The bottleneck of our main algorithm is in the complexity bound of Theorem 7.4. Therefore, faster computations of syzygy bases related to the structured linear algebra problem occurring in Section 7.5 would improve the complexity exponent of our main algorithm, in a way similar to the framework of Section 8.7.

Finally, let us mention that, for practical efficiency, it would be also valuable to design an adjoint condition from the sole singular parts of the Puiseux expansions, because it would save the lifting procedure of Section 3.7. From [3, Section 7.1] this is already known to be possible for ordinary curves.
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