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Abstract. Disease modeling techniques summarize the possible trajec-
tories of progression from multimodal and longitudinal data. These tech-
niques often assume that individuals form a homogeneous cluster, thus
ignoring possible disease subtypes within the population. We extend a
non-linear mixed-effect model used for disease course mapping with a
mixture framework. We jointly estimate model parameters and subtypes
with a tempered version of a stochastic approximation of the Expec-
tation Maximisation algorithm. We show that our model recovers the
ground truth parameters from synthetic data, in contrast to the naive
solution consisting in post hoc clustering of individual parameters from
a one-class model. Applications to Alzheimer’s disease data allows the
unsupervised identification of disease subtypes associated with distinct
relationship between cognitive decline and progression of imaging and
biological biomarkers.

Keywords: Mixture model · Non-linear mixed-effect model · Disease
course mapping · Alzheimer’s disease subtypes

1 Introduction

In the wake of medical progress and general increase of life expectancy, neu-
rodegenerative diseases have seen a dramatic surge in the population. In order
to better understand these diseases, our goal is to build digital models of their
progression, which may span decades in the life of the patients. Such models
may be estimated from longitudinal data sets of several patients at different
disease stages. Data may include cognitive or behavioral assessments, biological
biomarkers or image-based biomarkers such as regional brain volumes.

The statistical analysis of longitudinal data is often done in the framework
of mixed-effects models [1]. Linear mixed-effects models (LMEM) are widely
used, yet their application to medical observations is not adapted because of the
non-linearity of the disease progression over large periods of time [2]. Nonlin-
ear mixed-effects models (NLMEM) have been proposed in recent years [3, 4].
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Mixed-effects models separate fixed effects, assumed to be common to the pop-
ulation, and individual effects, which are random variables describing how the
model should change to accommodate for inter-individual differences. They are
often assumed to follow a unimodal distribution, thus assuming the homogene-
ity of the population. However, this is often not the case as neurodegenerative
diseases are known to be heterogeneous, with various subtypes that are difficult
to characterize. Uncovering the underlying clusters of population is a complex
task to perform in addition to an already complex NLMEM.

Our work contribution is a framework allowing for both unsupervised cluster-
ing and estimation of an NLMEM for each cluster. We propose a mixture model
based on a nonlinear Riemannian mixed-effect model which we will refer to as
a disease course mapping model [5]. The joint estimation of clusters and model
parameters is performed using a mixture Monte-Carlo Markov chain stochas-
tic approximation Expectation Maximisation (M-MCMC SAEM) algorithm [6].
This end-to-end approach differs from a more naive approach based on a poste-
riori clustering the parameters of the individual effects after the estimation of
an NLMEM. We applied the proposed mixture model to the Alzheimer’s disease
neuroimaging initiative (ADNI) cohort. Our main focus is the separation of two
obvious clusters: controls and patients diagnosed with Alzheimer. We then in-
cluded the mild cognitive impaired (MCI) patients to understand their position
relatively to the two previously found clusters.

2 Related work

Analysis of longitudinal data can be performed with various types of models.
Discrete models include event-based models which estimate the temporal order-
ing of sequence of pathological events [7–9]. This approach has been extended
with the SuStaIn model [10] to identify clusters in the population.

Continuous models include the linear mixed-effects model [1]. Several NLMEM
have been proposed, one being the generalized linear framework [11] where the
observations result of simple non-linear transformation of an LMEM. Typically
the link function can be the logit, allowing for a sigmoid-shaped model. NLMEM
include univariate models with time-reparameterizing functions [12]. Multivari-
ate approaches include DIVE [4], a voxel-based model which also clusters disease
trajectories, and disease course mapping which combines variations in progres-
sion dynamics with phenotypic differences [5,13–15]. In this approach, the obser-
vations belong to a Riemannian manifold and each individual trajectory in time
is a parallel to a geodesic curve representing the population trajectory. Other
models are also based on differential equation models [3]. Non parametric models
using deep learning were also explored [16].

Estimation of complex parametric models such as NLMEM corresponds to
the maximization of the likelihood. Such optimization can be performed with the
Expectation Maximization (EM) and more especially its stochastic approxima-
tion variant with Monte-Carlo Markov chain (MCMC SAEM) which has been
proven to have good theoretical properties [17–19]. Moreover the EM algorithm
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is also a staple for mixture model estimation. Combining the estimation of the
mixture model and the NLMEM has already been studied [6]. However the the-
oretical properties are often not enough as the MCMC SAEM tends, in practice,
to suffer from local maxima attraction. In particular, changing cluster assign-
ments is known to be challenging in such methods; it is a problem referred to
as trapping states. Adding a tempering scheme has been shown to alleviate this
issue by flattening the target distribution and thus easing the exploration of the
parameter space [20]. A mixture model on top of a disease progression model was
also proposed in [21], the clustering during estimation was handled with hard
labels and a probability for individuals to switch from one cluster to another.

3 Method

3.1 Disease course mapping model

We present here the disease course mapping model first mentioned in [5] and
improved in [13,15]. We introduce the notations and essential equations for the
rest of the article. In this work we focus on the particular case where the model
takes the form of a series of logistic curves for each biomarker.

We assume a longitudinal dataset (yijk)1≤i≤n,1≤j≤Ni,1≤k≤d where each pa-
tient i has Ni visits, at time tij , and d features observed at each visit. The
number of visits Ni may vary from one patient to another. Data yijk are as-
sumed to be points on a Riemannian manifold M. This model is a mixed effect
model in the following sense: we define the population parameters or fixed effects
as a set of parameters describing an average population trajectory as a geodesic
γ0 in the Riemannian manifold, with γ0(t0) = p and γ̇0(t0) = v. The individual
effects take into account a temporal effect with an individual reparametrization
of time and space-shifts, also called inter-marker spacing parameters. Following
the hypothesis of sigmoids for neurodegenerative disease biomarkers [2], we use
the logistic variant of the disease course mapping model:

yijk =

(
1 + (

1

pk
− 1)exp(−vk(eξi(tij − t0 − τi) + t0) + wik

pk(1− pk)
)

)−1
+ εijk (1)

with the noise εij ∼ N (0d, σ
2Id). The individual time reparametrization takes

the following form: ψi(t) = αi(t − t0 − τi) + t0, where τi is called the time-
shift and models a straight delay or advance one individual can have on the
average trajectory, and αi = eξi is called the acceleration factor. This time
reparametrization captures two phenomena: the fact that a patient can have an
early or late disease onset, and the fact that a patient can be a slow or fast
progressor. The space-shifts (wi)i have the same dimension as the observations,
but for more interpretability the model uses an ICA decomposition with Ns
independent sources (si)1≤i≤Ns

. This leads to a formulation wi = Asi such that

the columns Al =
∑d−1
k=1 βlkBk are a linear combination of an orthonormal basis

(Bk)1≤k≤d−1 of the orthogonal hyperplane to Span(v).
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The hierarchical statistical model assumes that the population and individual
parameters are latent, and follow Gaussian distributions directly or after trans-
formation: ξi ∼ N (0, σ2

ξ ), τi ∼ N (0, σ2
τ ) and si ∼ N (0Ns , INs); gk = 1

pk
− 1 and

g ∼ N (ḡ, σ2
gId), vk = eṽk and ṽ ∼ N (v̄, σ2

vId), t0 ∼ N (t̄0, σ
2
t ), βlk ∼ N (β̄lk, σ

2
β).

The individual parameters are noted zi = (ξi, τi,wi). The population parame-
ters, i.e. the fixed effects, are noted zpop = (g, v, t0, A). All the latent variables
are noted z = (zpop, (zi)1≤i≤n). Finally the statistical model parameters are
θ = (σξ, στ , ḡ, v̄, t̄0, β̄lk), while σg, σt, σv, σβ are fixed.

MCMC-SAEM The estimation of the parameters in the disease course map-
ping model is performed with the Monte Carlo Markov chain stochastic approx-
imation variant of the Expectation Maximization algorithm. The convergence
of the MCMC-SAEM has been proven [18] for the curved exponential family,
which is the family of distributions for which the log-likelihood can be written
as: ∀θ ∈ Θ, log q(y, z, θ) = −Φ(θ) + 〈S(y, z), g(θ)〉 where Φ and g are smooth
functions, S are called the sufficient statistics. The sufficient statistics are to be
understood as a summary of the required information from the latent variables
z and the observations y. The algorithm alternates between two steps:

– Expectation: latent parameters are estimated by a Metropolis-Hastings
within Gibbs sampler algorithm. First new values z∗ are sampled from a
proposal law. Proposal value z∗ is accepted over current value zK with proba-

bility 1∧ q(y,z∗|θ)
q(y,zK |θ)

. This Metropolis-Hastings scheme guarantees that the new

value zK+1 is asymptotically sampled from the target distribution q(y, ·|θK).
The Gibbs sampler is used to sequentially estimate the population param-
eters zpop and the individual parameters zi. Based on the latent variables
zK+1, the sufficient statistics are computed, giving an approximation of log q

– Maximization: the model parameters θK are updated by maximizing the
expectation of the log-likelihood θK+1 = argmax

θ∈Θ
log(q(y, zK+1, θ)), which

is computed in closed form as a function of the sufficient statistics only

3.2 Mixture of disease course mapping models

The improvement we brought to the disease course mapping model is a new layer
atop of the hierarchical structure already built. If we write q(y, z, θ) the likeli-
hood of the model parametrized by θ, with latent variables z and observations
y, then the likelihood of a mixture model with L clusters is: Qθ1,...,θL(y, z) =∑L
c=1 π

cq(y, z, θc) where πc denotes the probability of cluster c. Then each clus-
ter c has its own set of parameters θc. We assume that each individual has a true
latent class πi and a set of individual parameters zπi

i corresponding to the model
attached to the cluster πi. The estimation algorithm is described in Algorithm 1.
It is a mixture version of the MCMC-SAEM, where we add the latent variables
πci for the probability of each individual i to be in each cluster c, and (zci )i are the
individual parameters for an individual i in cluster c. Contrarily to [21] where the
latent variable is directly πi, forcing individuals to attach to a cluster, our use of
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soft cluster labelling avoids cluster freeze and trapping states. By conditioning,
we rewrite the likelihood of individual i in cluster c q(yi, z

c
i |θc, zcpop) as the prod-

uct of q(yi|θc, zcpop, zci ) the likelihood of the observations and p(zci |θc, zcpop) the
likelihood of the individual parameters. These two terms are akin to the classical
terms of the L2 loss (resulting from the choice of the Gaussian noise) and the
regularization respectively.

Algorithm 1: M-MCMC-SAEM estimation

Initialization: π0, (θ
c
0), (zc0,i)

for K = 0...N do
Compute probability of individual i to belong to cluster c:

πcK+1,i =
πc
Kq(yi|θ

c
K ,z

c
K,i,z

c
K,pop))p(z

c
K,i|θ

c
K ,z

c
K,pop))∑

j π
j
Kq(yi|θ

j
K ,z

j
K,i,z

j
K,pop))p(z

j
K,i|θ

j
K ,z

j
K,pop))

for c = 1...L do
• E step
Population parameters estimation
Sample zc∗,pop and compute acceptance ratio

α = 1 ∧ q(y|θcK ,(z
c
K,i)i,z

c
∗,pop)p((z

c
K,i)i|θ

c
K ,z

c
∗,pop)

q(y|θcK ,(zcK,i)i,z
c
K,pop)p((z

c
K,i)i|θcK ,zcK,pop

Set zcK+1,pop = zc∗,pop with probability α else zcK+1,pop = zcK,pop
Individual parameters estimation
Sample (zc∗,i)i and compute acceptance ratios

αi = 1 ∧ q(yi|θcK ,z
c
∗,i,z

c
K+1,pop))p(z

c
∗,i|θ

c
K ,z

c
K+1,pop)

q(yi|θcK ,zcK,i,z
c
K+1,pop))p(z

c
K,i|θcK ,zcK+1,pop)

∀i, set zcK+1,i = zc∗,i with probability αi else zcK+1,i = zcK,i
Compute sufficient statistics (Sc(yi, zK+1))i
• M step
Update θcK+1 = argmax

θ∈Θ
log q(y, zcK+1,pop, (z

c
K+1,i)i, θ)

Compute πcK = 1
n

∑
i π

c
K,i

end

end

The challenging part is the update of model parameters within each cluster.
In the case of a single model, the updates of the parameters θ of the model are
computed in a closed form and are only a function of the total sufficient statis-
tic, which writes S(y, zK+1) =

∑
i S(yi, zK+1) since the observations (yi)i are

supposed independent. When mixtures are involved, the log-likelihood changes
to log q(y, zc, θc) =

∑
i log (

∑
c π

c
i q(yi, z

c
i , z

c
pop, θ

c)). However since the EM com-
putes an expectation of the log-likelihood, we can condition on the true latent
class πi of each individual i such that πci = P(πi = c) :

Ez

(
log
(∑

c

πci q(yi, z
c
i , z

c
pop, θ

c)
))

= Eπ

(
Ez

(
log
(∑

c

1πi=cq(yi, z
c
i , z

c
pop, θ

c)
)
|πi
))

= Eπ

(
Ez

(∑
c

1πi=c log
(
q(yi, z

c
i , z

c
pop, θ

c)
)
|πi
))

= Ez

(∑
c

πci log (q(yi, z
c
i , z

c
pop, θ

c))
)
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Thus we obtain the total sufficient statistics for each cluster Sc(y, zK+1) =∑
i π

c
iS(yi, zK+1) which can be used to update θc. This formula is intuitive: each

sufficient statistic for each cluster weights the contribution of the individual data
by the probability of this individual being in the cluster. This result also proves
that the mixture model still belongs to the curved exponential family. Therefore,
the convergence of this algorithm is guaranteed by the MCMC-SAEM proof [18].

3.3 Tempered scheme

Even with theoretical guarantees, the convergence might be very slow in prac-
tice. The estimation of individual parameters in a non-linear single model may
be challenging. Building a mixture on top of it further adds to the difficulty.
Practical experiences show a high reliability on initialization. One of the bottle-
neck is the amount of cluster regularization contained in the term p(zci |θc, zcpop)
in the likelihood. Until the cluster population parameters stabilize, we do not
want to restrict the exploration of the individual parameters space.

We thus propose to use a tempered scheme for the Gibbs sampler, mim-
icking simulated annealing. Tempered MCMC-SAEM has been shown to con-
verge [20]. In a tempered scheme, inverse temperature comes as a multiplier of
the log-likelihood of the model. We realized our model had overly constraining
regularization, outweighing the data term in the likelihood. Thus we applied
temperature only to the regularization term of the log-likelihood in the sample.
In practice, we propose to simply replace p by p̃ = p1/T in Algorithm 1.

For the temperature scheme, we opted for a sinusoidal pattern with a de-

creasing hull (sine cardinal) following [20]: T (κ) = 1 + b sin(κ)κ , κ = ∆ + 2πKp ,
where b can be seen as the amplitude of the oscillations, ∆ as a phase delay,
and p as a period, K is the iteration number. The use of this tempered scheme
allows for an alternation between exploratory phases (high temperature) and
exploitation phases (low temperature). The values of the hyperparameters were
empirically set to b = 1, ∆ = 0, p = Niter/100 after several attempts.

3.4 Initialization method

With the same practical considerations, we had to find an initialization method
which would improve the odds of convergence towards the global optimum. Ran-
dom or manual initialization of the model parameters (θc0)c was not satisfying,
as we will see in the experiments.

We opted for an initialization as close to the clusters as possible. We first fit a
disease course mapping model (without mixture) on the whole data. This yields
a set of parameters (θinit, zpop,init, (zi,init)). Then we use a Gaussian mixture
model (GMM) on the estimated individual parameters zi,init. The GMM allows
us to identify L clusters within the individual data. The parameters of each
mode c in the GMM combined with the population parameters θinit produce
new population parameters for a disease course mapping model which represent
the mode: for instance the new tc0 is the shift of t0,init by the mean value of τi
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in the mode. This provides initialization parameters for as many disease course
mapping models as there are modes in the GMM, and we use these initialization
parameters for the clusters of the mixture model.

Please note that the use of a post hoc clustering on the estimated parameters
is not equivalent to the joint estimation in the mixture model, so this initializa-
tion method does not directly give the right cluster parameters. Indeed, we can
only produce clusters such that ∀c,vc ∈ Span(vinit), which is a strong limit to
the posterior analysis of a one-class model.

4 Results and Discussion

4.1 Simulated data

Univariate model We first show that the mixture model accurately recovers
the ground truth parameters on simulated data. We generated data by creating
two unimodal disease course mapping models with chosen population param-
eters. We fix the first model with t0 = 70, στ = 2, σξ = 0.1, log(v0) = −2,
log(g0) = 1. For the second model we change the values of t0 and v0. We use the
Kullback-Leibler divergence to determine the difference between the two model
distributions. We then assume the two clusters have equal prevalence and we
create 512 individuals, which consists in randomly attributing the individual
to a cluster and sample individual parameters according to the distribution of
the cluster. Next we arbitrarily decide the number (7 in average) and time of
the ”visits” for each individual, and we compute the values associated to these
timepoints. Finally we add a small Gaussian noise (σ = 0.01) to the output.

A simplified version of the model consists in assuming that there is no sources
in the ICA, leading to an univariate model with no space-shifts. In this case, the
only individual parameters left are the time-related ones: (ξi)i and (τi)i. This
special case of the model converges more easily since there are less parameters
to estimate, which allows us to initialize the model without having to first fit a
single model. We evaluated the class estimation with the area under the ROC
curve (ROC AUC) metric. For the evaluation of population and individual pa-
rameters, we computed the absolute error between the ground truth parameters
of each cluster and the parameters of the closest estimated cluster, this error be-
ing normalized by the standard deviation of the parameter. Figure 1 shows the
reconstruction metrics on simulated data as a function of the Kullback-Leibler
divergence between clusters. With the ROC AUC, we are able to see that the mix-
ture perfectly separates two clusters, once the two clusters are different enough.
The estimation errors for population parameters increases slightly as the clusters
get farther from each other, which is understandable since the algorithm needs
to do more exploration. The mean error on individual parameters shows a very
stable curve. The reconstruction is limited by the noise of the generated data.
In all the univariate experiments, the estimated parameters allowed the model
to reach a L2 loss close to the noise level. The consistent errors for individual
parameters seemingly correspond to the range in which individual parameters
differences can be mistaken for noise.
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Fig. 1. Evaluation metrics for the reconstruction of true parameters. Left: ROC AUC
for the estimated cluster probabilities of individuals πc

i . Right: Absolute error between
estimated parameters and ground truth, normalized by parameter standard deviation.

Multivariate model In the previous experiment, the results show consistent
performance on a simplified univariate model. However when we add multiple
sources, the number of parameters increases drastically and convergence might
be more challenging in practice. We generated a dataset as in the first experiment
but with two sources and three-dimensional observations. We first fitted a single
disease course mapping model on the generated dataset, yielding (θinit, zpop,init).
We then fitted several mixture models to compare the different initialization
methods, with or without the tempered scheme. Final results are shown in Table
1. Each model estimation takes about 5 minutes for 4,000 iterations which is the
number of iterations required in this setup for the log-likelihood to stabilize.

The table shows that the tempered version allows for a better fit at the cost
of regularization overall. Random initialization does not work. ”Init” shows a
better fit but is not able to cluster the individuals. ”GMM” initialization is the
best method in the absence of better heuristics.

Table 1. Performances of models. Single: single disease course mapping model; Ran-
dom: random initialization; Init: initialization for both clusters at (θinit, zpop,init);
GMM: the initialization method described previously using a GMM on (zi,init)i; True:
perfect initialization at the ground truth parameters. Fit: log-likelihood related to the
observations. Regularization: log-likelihood related to parameters’ distribution.

Model ROC AUC Fit (log q) Regularization (log p) BIC
Single - 42288 -3662 -38494

Random non-tempered 0.50 25922 -1439 -24212
Random tempered 0.50 36813 -3622 -32920
Init non-tempered 0.53 36523 -3637 -32615

Init tempered 0.56 40034 -3882 -35881
GMM non-tempered 0.99 45787 -2914 -42602

GMM tempered 0.99 46871 -3068 -43532
True non-tempered 1.00 53613 -2735 -50607

True tempered 1.00 53571 -2280 -51020
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4.2 Applications on Alzheimer’s disease data

Experiment without MCI We apply the method to the ADNI dataset 1. We
first build a model considering only stable Alzheimer’s disease (AD) patients
and stable controls. Our data was comprised of 400 AD (mean MMSE : 21.7,
mean age : 75.9) and 695 controls (mean MMSE : 29, mean age : 75.8), with
approximately 5 visits per patient. We select 8 features that are most relevant
to the progression of AD based on a medical expert’s advice, which included
cognitive scores, MRI-derived regional volumes and biomarkers level. We then fit
a single disease course mapping model on it. The posterior analysis of individual
parameters highlights the need to take heterogeneity into account. The posterior
distribution of the couple (τi, ξi) is shown in Fig. 2.

The GMM on the individual parameters provides two initial clusters for our
mixture model. Optimal number of clusters was decided based on the Bayesian
Information Criterion (BIC). The results of the mixture model are shown in
Figure 3. The two clusters have very distinct average trajectories. The most
obvious difference is the much earlier and rapid cognitive decline in cluster 2
compared to the cluster 1, while the progression of imaging and CSF biomarkers
is only a few years earlier in cluster 2.

Fig. 2. Scatter plot of individual parameters, with kernel density estimation. Left: KDE
on all AD and control patients. Right: KDE estimated separately for AD and controls.

Interestingly, the clustering does not correspond to AD and controls classes.
Cluster 1 contains 88% of all controls and 65% of AD cases, meaning cluster
2 accounts for a minority of the data and contains mostly AD patients. Since
average trajectory takes controls into account, we plotted the average trajectory

1 http://adni.loni.usc.edu/
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Fig. 3. Average trajectories in time. AD patients in both clusters have a similar cog-
nitive evolution as shown by the cognitive scores (MMSE, RAVLT and ADAS-COG)
whereas AD patients of cluster 1 (green) have a faster progression on MRI-based and
CSF biomarkers than AD patients of cluster 2 (red).

of AD patients in each cluster in order to compare them. AD patients in both
clusters show rapid cognitive degradation, while AD patients in the first cluster
show a steeper increase of their imaging and CSF levels.

To understand why the mixture model did not separate AD patients from
controls, we estimated one model on AD patients only and one model on controls
only. We then computed the log-likelihood of our models. Results are shown in
table 2. They confirm that the mixture model explains the variability seen in the
data better than prior categorisation based on diagnosis. We further estimated a
mixture with the initial clusters being AD and controls, and the algorithm still
converged towards a similar version to the one presented in Figure 3.

Several studies report an association between the atrophy rates of particular
brain regions and cognitive decline [22, 23], which lead to the identification of
disease subtypes based on the differences in regional atrophies. Our analysis
suggest that such associations are not systematic: similar pathological processes
may lead to distinct pattern of cognitive decline, like similar cognitive decline
may have distinct pathological processes.

Table 2. Log-likelihood of models

Model Fit (log q) Regularization (log p) Total log-likelihood
Mixture 38100 -10391 27708

AD + Controls 37226 -9772 27454
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Estimating MCI patients We performed individual personalization of MCI
in the previous model, i.e. we estimated individual parameters including likeli-
hood to belong to each cluster while keeping population parameters fixed. The
distribution of MCI patients in the two clusters confirmed our hypothesis that
cluster 2 is a specific subtype of AD: MCI associated to cluster 2 are mostly
converters (66%) while 80% of non-converters are in cluster 1.

Conclusion We proposed a mixture for a disease course mapping model which
has been validated on simulated data. We also introduced an heuristic initial-
ization method to ensure convergence without extensive parameter search. The
application to an Alzheimer’s disease cohort suggests two subtypes of the disease
associated with distinct relationship between cognitive decline and progression
of imaging and CSF biomarkers.
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