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ABSTRACT

Background.TheJavaVirtualMachine (JVM)platformshaveknown
multiple evolutions along the last decades to enhance both the per-
formance they exhibit and the features they offer. With regards
to energy consumption, few studies have investigated the energy
consumption of code and data structures. Yet, we keep missing an
evaluation of the energy efficiency of existing JVM platforms and
an identification of the configurations that minimize the energy
consumption of software hosted on the JVM.
Aims. The purpose of this paper is to investigate the variations in
energy consumptionbetweendifferent JVMdistributions andparam-
eters to help developers configure the least consuming environment
for their Java application.
Method.Wethusassess theenergyconsumptionof someof themost
popular and supported JVMplatformsusing 12 Java benchmarks that
explore different performance objectives. Moreover, we investigate
the impact of the different JVM parameters and configurations on
the energy consumption of software.
Results.Our results show that some JVM platforms can exhibit up
to 100% more energy consumption. JVM configurations can also
play a substantial role to reduce the energy consumption during the
software execution. Interestingly, the default configuration of the
garbage collectorwas energyefficient inonly50%ofour experiments.
Conclusion. Finally, we provide an Open source tool, named J-
Referral that recommends an energy-efficient JVM distribution and
configuration for any Java application.
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1 INTRODUCTION

Software services arewidely deployed to support our daily activities,
being mobile or hosted in the cloud. Yet, beyond this undeniable
success, the environmental impact of Information and Communi-
cation Technology (ICT) is raising concerns and calls for solutions
to reduce the energy footprint of software services [22].

Software developers often report that such solutions should come
frommore energy-efficient hardware components or optimized al-
gorithms [15, 24] but, given the complexity of modern software
environments, the composition of software layers makes this sus-
tainability objective particularly challenging.

Given this context, this paper more specifically investigates the
impact of one of these layers, the runtime environment and its set-
tings, on the energy consumption of a hosted software service. More
precisely, we aim at revealing the importance of carefully selecting
and configuring the JavaVirtualMachine (JVM) to reduce the energy
consumption of any software service built from any language com-
patible with the Java ecosystem (Java, Kotlin, Scala, Groovy, Clojure,
Jython, etc.).

The empirical study we conduct in this paper reports on the en-
ergy footprint of several versions of popular JVM distributions that
are freely available for download. Beyond the choice of an appropri-
ate runtime and its most energy-efficient version, we also consider
the impact of exposed JVM settings to maximize the energy savings
for a given software service. The observations of this study aim to
quantify the role played by internal JVMmechanisms, like the Just in
Time (JIT) compiler and theGarbage Collector (GC), in the reduction
of the energy consumption of hosted applications. More formally,
we formulate the following research questions:

RQ1: What is the impact of existing JVM distributions on the en-
ergy consumption of Java-based software services?

RQ2: What are the relevant JVM settings that can reduce the en-
ergy consumption of a given software service?

This paper comes with a set of contributions that can be summa-
rized as:

(a) Reporting on the energy-efficiency of a large panel of JVM
when running acknowledged benchmarks,

(b) Identifying and assessing the key JVM settings that can influ-
ence the energy consumption of a software service,

(c) Sharing guidelines and prerequisites that will help in config-
uring the most energy-efficiency environment before deploy-
ment,

(d) Providing a JVM benchmarking environment to evaluate the
energy-efficiency of upcoming JVM distributions and their
settings,

(e) Deliveringanopen-sourcesoftware (OSS) tool,named J-Referral,
to recommend the most energy efficient JVM distribution
among 85 JVMs/versions and hundreds of configurations for
Java applications.

The remainder of this paper is organized as follows. Section 3
introduces the experimental protocol and methodology (hardware,
projects, tools, andmethodology) we adopted in this study. Section 4
analyzes the results of our experiments on the energy consumption
of the different JVM configurations. Section 5 discusses the related
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works to reduce the energy consumption of Java-based Software
Services. Finally, Section 6 covers our conclusions.

2 THE JAVAVIRTUALMACHINE

Java was originally developed by James Gosling at Sun Microsys-
tems and released in 1995, before being acquired by Oracle in 2010.
One key design goal of Java is portability, which means that Java
applicationsmust run similarly on any combination of hardware and
operating systemwith adequate runtime support. This is achieved by
compiling the Java language code to an intermediate representation,
called Java bytecode, instead of machine code. Java bytecode instruc-
tions are analogous to machine code, but executed by a Java Virtual
Machine (JVM), which is specific to the host machine. For example,
Oracle keeps offering theHotSpot JVM, while the official reference
implementation is now theOpenJDK JVM—a free and open-source
software used by most developers.

Programs written in Java have a reputation for being slower and
requiring more memory than those written in C++, but Just-in-Time
(JIT) compilation, embedded in the JVM, delivers a boost of perfor-
mance by opportunistically compiling bytecode to machine code at
runtime. The JIT combines two compilers, C1 and C2 (also known as
Client & Server VM), which are triggered based on the activity of the
hosted application. Additionally, Java uses an automatic garbage col-
lector (GC) to manage memory in the object lifecycle and recovering
the memory once objects are no longer in use. Each JVM usually in-
cludes multiple GC, each designed to satisfy different requirements.

Bydefault,HotSpotuses bothC1 andC2 as tiered compilers,∗ and
theGarbage-First (G1) GCwith a maximum number of GC threads
limited by available CPU resources and heap size, whose initial size
is set 1/64th of physical memory and maximum size may reach up
to 1/4th of physical memory.†

At the time of writing this paper, the latest JVM version is Java 15,
released in September 2020, while Java 11 is the current Long-Term
Support (LTS) version. As Java 9, 10, 12, and 13 are no longer sup-
ported, Oracle advises developers to immediately transition to the
latest version (currently Java 15), or an LTS release.

Beyond HotSpot, one can observe that the initial JVM design
leads to numerous initiatives to improve the performances of Java
applications, including new hotswapping strategies—with theDy-
namic Code Evolution VirtualMachine (DCEVM) [25]—or alternative
JIT—with GraalVM.‡ This also includes alternative implementa-
tions, like IBM J9 JVM, which is currently distributed as part of the
Eclipse foundation, and known as J9.§ Given the wide diversity of
distributions and related settings, this paper aims to study the impact
of the features implemented by available JVM distributions on the
energy consumption of the hosted Java software services.

3 EXPERIMENTAL PROTOCOL

To investigate the effect that could have the JVM distribution choice
and/or parameters on software energy consumption, we conducted
a wide set of experiments on a cluster of machines and using several
established Java benchmarks and JVM configurations.

∗http://www.ittc.ku.edu/~kulkarni/teaching/EECS768/19-Spring/Idhaya_
Elango_JIT.pdf

†https://docs.oracle.com/en/java/javase/15/gctuning/ergonomics.html
‡https://www.graalvm.org
§https://www.eclipse.org/openj9

Table 1: List of selected JVM distributions.

Distribution Provider Support Selected versions

HotSpot AdoptOpenJDK All 8.0.275, 11.0.9, 12.0.2, 13.0.2, 14.0.2, 15.0.1
HotSpot Oracle All 8.0.265, 9.0.4, 10.0.2, 11.0.2, 12.0.2, 13.0.2, 14.0.2, 15.0.1, 16.ea.24
Zulu Azul Systems All 8.0.272, 9.0.7, 10.0.2, 11.0.9, 12.0.2, 13.0.5, 14.0.2, 15.0.1

SapMachine SAP All 11.0.9, 12.0.2, 13.0.2, 14.0.2, 15.0.1
Librca BellSoft All 8.0.275, 11.0.9, 12.0.2, 13.0.2, 14.0.2, 15.0.1

Corretto Amazon Mjr 8.0.275, 11.0.9, 15.0.1
HotSpot TravaOpenJDK LTS 8.0.232, 11.0.9

Dragonwell Alibaba LTS 8.0.272, 11.0.8
OpenJ9 Eclipse All 8.0.275, 11.0.9, 12.0.2, 13.0.2, 14.0.2, 15.0.1

GraalVM Oracle LTS 19.3.4.r8, 19.3.4.r11, 20.2.0.r8, 20.2.0.r11
Mandrel Redhat LTS 20.2.0.0

Hardware Settings. To report on reproducible measurements, we
used the clusterDahu of the G5K platform [2] for most of our experi-
ments. This cluster is composedof 32 identical computenodes,which
are equipped with 2 Intel XeonGold 6130 and 192GB of RAM. Our
experimental protocol enforces that the software under test is the
only process executed on the node configured with a very minimal
Linux Debian 9 (4.9.0 kernel version). Theminimal OS configuration
ensures that onlymandatory services and daemons are kept active to
conduct robust experiments and reduce the factors that can affect the
energy consumption measurements during our experiments [15].

EnergyMeasurements.Weused Intel RAPLasaphysicalpowerme-
ter to analyze the energy consumption of the CPU package and the
DRAM. RAPL is one of the most accurate tools to report on the
global energy consumption of a processor [6, 9]. We note that, due
to CPU energy consumption variations issues [15], we used the
same node for all our experiments. Moreover, we tried to be very
careful, while running our experiments, not to fall in most common
benchmarking "crimes" [23]. Every single experiment, therefore,
reports on energy metrics obtained from at least 20 executions of 50
iterations per benchmark. All of our experiments are available for
use/reproducibility from our anonymous repository.¶

Java Virtual Machines. We considered a set of 52 JVM distribu-
tions taken from 8 different providers/packagers mostly obtained
from SDKMAN,∥ as listed in Table 1. Depending on providers, either
all the versions, majors, or LTS are made available by SDKMAN.

Java Benchmarks.We ran our experiments across 12 Java bench-
marks we picked from OpenBenchmarking.org.∗∗ This includes
5 acknowledged benchmarks from the Dacapo benchmark suite
v. 9.12 [3], namely Avrora, H2, Lusearch, Sunflow and PMD, that
have been widely used in previous studies and proven to be accu-
rate for memory management and computer architecture commu-
nities [8, 11]. It consists of open-source and real-world applications
with non-trivial memory loads. Then, we also considered 7 addi-
tional benchmarks from the Renaissance benchmark suite [19, 20],
namely ALS,Dotty, Fj-kmeans,Neo4j, Philosophers, Reaction and
Scrabble, which offers a diversified set of benchmarks aimed at test-
ing JIT, GC, profilers, analyzers, and other tools. The benchmarks
we picked from both suites exercise a broad range of programming
paradigms, including concurrent, parallel, functional, and object-
orientedprogramming. Table 2 summarizes the selected benchmarks
with a short description.

¶https://anonymous.4open.science/r/jvm-comparaison-213E/Readme.md
∥https://sdkman.io/
∗∗https://openbenchmarking.org

http://www.ittc.ku.edu/~kulkarni/teaching/EECS768/19-Spring/Idhaya_Elango_JIT.pdf
http://www.ittc.ku.edu/~kulkarni/teaching/EECS768/19-Spring/Idhaya_Elango_JIT.pdf
https://www.graalvm.org
https://anonymous.4open.science/r/jvm-comparaison-213E/Readme.md
https://sdkman.io/
https://openbenchmarking.org
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Table 2: List of selected open-source Java benchmarks taken fromDacapo andRenaissance.

Benchmark Description Focus

ALS Factorize a matrix using the alternating least square algorithm on spark Data-parallel, compute-bound
Avrora Simulates and analyses for AVRmicrocontrollers Fine-grained multi-threading, events

queue
Dotty Uses the dotty Scala compiler to compile a Scala codebase Data structure, synchronization
Fj-Kmeans Runs K-means algorithm using a fork-join framework Concurrent data structure, task parallel
H2 Simulates an SQL database by executing a TPC-C like benchmark written by Apache Query processing, transactions
Lusearch Searches keywords over a corpus of data comprising the works of Shakespeare and

the King James bible
Externally multi-threaded

Neo4j Runs analytical queries and transactions on the Neo4j database Query Processing, Transactions
Philosophers Solves dining philosophers problem Atomic, guarded blocks
PMD Analyzes a list of Java classes for a range of source code problems Internally multi-threaded
Reactors Runs a set of message-passing workloads based on the reactors framework Message-passing, critical-sections
Scrabble Solves a scrabble puzzle using Java streams Data-parallel, memory-bound
Sunflow Renders a classic Cornell box; a simple scene comprising two teapots and two glass

spheres within an illuminated box
Compute-bound

4 EXPERIMENTS &RESULTS

4.1 Energy Impact of JVMDistributions

Job-oriented applications. To answer our first research question,
we executed 62,400 experiments by combining the 52 JVM distribu-
tions with the 12 Java benchmarks, thus reasoning on 100 energy
samplesacquired foreachof thesecombinations. Figure1firstdepicts
the accumulated energy consumption of the 12 Java benchmarks per
JVMdistribution andmajor versions (or LTSwhenunavailable). Con-
cretely, Wemeasure the energy consumption of each of the bench-
marks and compute the ratio of energy consumption compared to
HotSpot-8, which we consider as the baseline in this experiment.
Then, we sum the ratios of the 12 benchmarks and depict them as
percentages in Figure 1.

One can observe that, along with time and versions, the energy
efficiency of JVM distributions tends to improve (10% savings), thus
demonstrating the benefits of optimizations delivered by the com-
munities. Yet, one can also observe that energy consumption may
differ from one distribution to another, thus showing that the choice
of a JVM distribution may have a substantial impact on the energy
consumption of the deployed software services. For example, one
can note that J9 can exhibit up to 15% of energy consumption over-
head, while other distributions seem to converge towards a lower
energy footprint for the latest version of Java. AsGraalVM adopts
a different strategy focused on LTS support, one can observe that
its recent releases provide the best energy efficiency for Java 11, but
recent releases of other distributions seem to reach similar efficiency
for Java 13 and above, which are recent versions not supported by
GraalVM yet.

Interestingly, this convergence of distributions has been observed
since Java 11andcoincideswith theadoptionofDCEVMbyHotSpot.
Ultimately, 3 clusters of JVMs that encompass JVMs with similar
energy consumption can be seen through Figure 1: J9, theHotSpot
and its variants, andGraalVM. Additional detailed figures to illus-
trate the evolution of energy consumption per benchmark/JVM are
made available from the anonymous repository.††

††https://anonymous.4open.science/r/jvm-comparaison-213E/Readme.md

Then, Figure 2 depicts the evolution of the energy consumption
of the 12 benchmarks, when executed on theHotSpot JVM. Figure 2
reports on the energy consumption variation of individual bench-
marks, using toHotSpot-8 as the baseline. Our results show that
the JVM version can severely impact the energy consumption of the
application. However, unlike Figure 1, one can observe that, depend-
ing on applications, latest JVM versions can consume less energy
(60% less energy for Scrabble) or more energy (25% more energy
for theNeo4J). It is worth noticing that the energy consumption of
some benchmarks, such as Reactors, exhibit large variations across
JVM versions due to experimental features and changes that are
not always kept when releasing LTS versions (version 11 here). For
example, the introduction of VarHandle to allow low-level access to
the memory order modes available in JDK 9 and work along Unsafe
Classe that was removed from from JVM 11.‡‡

Given that the wide set of distributions and versions seems to
highlight 3 classes of energy behaviors, the remainder of this pa-
per considers the following distributions as relevant samples of
JVM to be further evaluated: 20.2.0.r11-grl (GraalVM), 15.0.1-open
(HotSpot-15), 15.0.21.j9 (J9). We also decided to keep the 8.0.275-
open (HotSpot-8) as a baseline JVM for some figures to highlight
the evolution of energy consumption over time/versions.

Figure 3 further explores the comparison of energy efficiency
of the JVM distributions per benchmark. One can observe that, de-
pending on the benchmark’s focus, the energy efficiency of JVM
distributionsmay strongly vary.Whenconsidering individual bench-
marks, J9 performs theworst for at least 6 out of 12 benchmarks—i.e.,
worst ratio among the 4 tested distributions. Even though, J9 can still
exhibit a significant energy saving for some benchmarks, such as
Avrora, where it consumes 38% less energy thanHotSpot and others.

Interestingly,GraalVMdeliversgoodresultsoverall, beingamong
the distributions with a low energy consumption for all benchmarks,
except for Reactors and Avrora. Yet, some differences still can be ob-
servedwithHotSpot depending on applications. The newer version
of HotSpot-15was averagely good and, compared toHotSpot-8,
it significantly enhances energy consumption for most scenarios.

‡‡https://blogs.oracle.com/javamagazine/the-unsafe-class-unsafe-at-any-speed

https://anonymous.4open.science/r/jvm-comparaison-213E/Readme.md
https://blogs.oracle.com/javamagazine/the-unsafe-class-unsafe-at-any-speed


ESEM ’21, October 11–15, 2021, Bari, Italy Zakaria Ournani, MohammedChakib Belgaid, Romain Rouvoy, Pierre Rust, and Joël Penhoat

8 9 10 11 12 13 14 15

Java version

87.5%

90.0%

92.5%

95.0%

97.5%

100.0%

102.5%

105.0%
E

ne
rg

y
C

on
su

m
pt

io
n

ra
ti

o
(%

)

Dragonwell (LTS)

J9

HotSpotAdopt

Librca

Corretto (MJR)

Zulu

HotSpot

HotSpotTrava (LTS)

GraalVM-20 (LTS)

GraalVM-19 (LTS)

Mandrel

SapMachine

Figure 1: Energy consumption evolution of selected JVM distributions along versions.

8 9 10 11 12 13 14 15

Java version

40

60

80

100

120

E
ne

rg
y

C
on

su
m

pt
io

n
ra

ti
o

(%
)

sunflow

avrora

dotty

fj-kmeans

h2

lusearch

neo4j

philosopher

pmd

reactors

scrabble

als

Figure 2: Energy consumption of the HotSpot JVM along versions.

als avrora dotty fj-kmeans h2 lusearch neo4j philosopher pmd reactors scrabble sunflow
0%

20%

40%

60%

80%

100%

120%

140%

E
ne

rg
y

C
on

su
m

pt
io

n
ra

ti
o

(%
)

GraalVM

J9

HotSpot-8

HotSpot-15

Figure 3: Energy consumption comparison across Java benchmarks forHotSpot,GraalVM& J9.



Evaluating the Impact of JVM on Energy Consumption ESEM ’21, October 11–15, 2021, Bari, Italy

Table 3: Power per request forHotSpot,GraalVM& J9.

Benchmark JVM Power (P) Requests (R) P/R×10−3

Scrabble
GraalVM 109W 5,336 req 20mW

HotSpot 98W 3,595 req 27mW
J9 92W 2,603 req 35mW

Dotty
GraalVM 45W 510 req 88mW
HotSpot 45W 597 req 75mW

J9 46W 381 req 120mW

Finally,Neo4J is the only selected benchmark whereHotSpot-8 is
more energy efficient thanHotSpot-15.

Service-orientedapplications. In this section, instead of consider-
ing bounded execution of benchmarks, we run the same benchmarks
as services for 20 minutes, and we compare the average power and
total requests processed by each of the 3 JVM distributions. Globally,
the results showed that the average power when usingGraalVM,
HotSpot, andOpenJ9 is often equivalent and stable over time. This
means that theenergyefficiencyobserved forsomeJVMdistributions
with Job-oriented applications is mainly related to shorter execution
times, which incidentally results in energy savings. Nonetheless,
we can highlight two interesting observations for two benchmarks
whose behaviors differ from others. First, the analysis of the Scrab-
ble benchmark experiments showed that, in some scenarios, some
JVMs can exhibit different power consumptions. Figure 4 depicts
the power consumed by the 3 JVM distributions for the Scrabble
benchmark. One can clearly see thatGraalVM requires an average
power of 109W, which is 9W higher than HotSpot-15 and 15W
higher than J9. When it comes to the number of requests processed
by Scrabbles during that same amount of time,GraalVM completes
5,336 requests, against 3,595 forHotSpot and 2,603 for J9, as shown
inTable 3. Thehigher powerusage forGraalVMhelped in achieving
a high amount of requests, but also the fastest execution of every,
request which was 40% faster onGraalVM. Thus,GraalVMwas
more energy efficient, even if it uses more power, which confirms
the results observed in Figure 3 for this benchmark.

The second interesting situationwasobservedon theDottybench-
mark.More specifically, during the first 100 seconds of the execution
of theDotty benchmark on all evaluated JVMs. At the beginning of
the execution,GraalVM has a slightly lower power consumption,
is faster, and consumes 10% less energy. After about 150 seconds,
the power differences between the 3 JVMs is barely noticeable. One
can, however, notice the effect of the JIT, asHotSpot takes the ad-
vantage overGraalVM and becomes more energy efficient. In total,
HotSpot completes 597 requests against 510 forGraalVM and 381
for J9, as shown in Table 3.HotSpotwas thus the best choice on the
long term, which explains why it is always necessary to consider a
warm-up phase andwait for the JIT to be triggered before evaluating
the effect of the JVM or the performance of an application. This is
exactly what we did in our experiments, and why HotSpot was
more energy efficient thanGraalVM in Figure 3, thus ignoring the
warm-up phase would have been misleading.

To answer RQ1, we conclude that—while most of the JVM
platforms perform similarly—we can cluster JVMs in 3 classes:

HotSpot, J9, andGraalVM. The choice of one JVM of these
classes can have a major impact on software energy consump-
tion, that strongly depends on the application context. When
it comes to the JVM version, latest releases tend to offer the
lowest power consumption, but experimental features should
be carefully configured, thus further questioning the impact
of JVM parameters.

4.2 Energy Impact of JVM Settings

The purpose of our study is not only to investigate the impact of
the JVM platform on the energy consumption, but also the different
JVM parameters and configurations that might have a positive or
negative effect, with a focus on 3 available settings: multi-threading,
JIT, and GC.

4.2.1 Multithreading. The purpose behind this phase is to investi-
gate the impact JVM thread management strategies on the energy
consumption. This encompasses exploring if themanagement strate-
gies of application-level parallelism (so called threads) results in
different energy efficiencies, depending on JVM distributions.

Investigating such an hypothesis requires a selection of highly
parallel and CPU-intensive benchmarks, which is one of the main
criteria for our benchmark selection. As no tool can accurately mon-
itor the energy consumption at a thread level, we monitor the global
power consumption and CPU utilization during the execution using
RAPL for the energy, and several Linux tools for the CPU-utilization
(htop, cpufreq). Knowing that most of the benchmarks are multi-
threaded jobs that use multiple cores, further analysis of thread
management is required to understand the results of our previous
experiments. We thus selected the benchmarks that highlighted the
highest differences along JVM distributions from Figure 3, namely
Avrora and Reactors. We studied their multi-threaded behavior to
optimize their energy efficiency.

Figures 6 and 7 deliver a closer look to the thread allocation strate-
gies adopted by JVM. First, Figure 6 illustrates the active threads
count evolution over time (excluding the JVM-related threads, usu-
ally 1 or 2 extra threads dependingon the executionphase) forAvrora.
One can notice through the figure that J9 exploits the CPU more
intensively by running much more parallel threads compared to
other JVMs (an average of 5.1 threads per second for J9 while the
other JVMs do not exceed 1.5 thread per second). Furthermore, the
number of context switches is twice as big for J9, while the number of
soft page faults is twice as small. The efficient J9 threadmanagement
explains why running the Avrora benchmark took much less time
and consumed less energy, given that no other difference for the JIT
or GC configuration was spotted between the JVMs. Another key
reasons of the J9’s efficiency for the Avrora benchmark is memory
allocation, asOpenJ9 adopts a different policy for the heap allocation.
It creates a non-collectable thread local heap (TLH) within the main
heap for each active thread. The benefit of cloning a dedicated TLH
is the fast memory access for independent threads: each thread has
its own heap and no deadlock can occur.

The second example in Figure 7 depicts the active threads evolu-
tion over time of the Reactors benchmark. In this case, all the JVMs
have a close average of threads per second. Nevertheless, one can
still observe thatHotSpot-15 and J9 keep running faster, which con-
firms the results of Figure 3, where both JVMs consumemuch less
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Figure 4: Power consumption of Scrabble as a service forHotSpot,GraalVM& J9.
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Figure 5: Power consumption of Dotty as a service forHotSpot,GraalVM& J9.
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Figure 6: Active threads of Avrorawhen usingHotSpot,GraalVM, or J9.

energy compared toGraalVM andHotSpot-8. This difference in
energy consumption between benchmarks can be less likely caused
by thread management for the Reactors benchmark, asHotSpot-8
reports on a higher average of active threads. However, the TLH
mechanism was not as efficient as for the Avrora benchmark, as
dedicating a heap for each thread can also cause some extra memory
usage for data duplication and synchronization, especially if a lot
of data is shared between threads.

In conclusion, JVMs thread management can sometimes consti-
tute a key factor that impacts software energy consumption. How-
ever, we suggest to check and compare JVMs before deploying a
software, especially if the target application is parallel and multi-
threaded.

4.2.2 Just-in-Time Compilation. The purpose of experiments on
JIT is to highlight the different strategies that can impact software
energy consumptionwithin a JVM and between JVMs.We identified
a set of JIT compiler parameters for every JVM platform.
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For J9, we considered fixing the intensity of the JIT compiler at
multiple levels (cold,warm, hot, veryhot, and scorching).§§ The hot-
ter the JIT, themore code optimization to be triggered.We also varied
the minimum count method calls before a JIT compilation occurs
(10, 50, 100), and the number of JIT instances threads (from 1 to
7). ForHotspot-15, we conducted experiments while disabling the
tiered complication (that generates compiled versions of methods
that collect profiling information about themselves), and we also
varied the JIT maximum compilation level from 0 to 4, we also tried
outHotSpotwith a basicGraalVM JIT. We note that the level 0 of
JIT compilation only uses the interpreter, with no real JIT compila-
tion. Levels 1, 2, and 3 use the C1 compiler (called client-side) with
different amount of extra tuning. The JIT C2 (also called server-side
JIT) compiler only kicks-in at level 4.

ForGraalVM, we conducted experiments with and without the
JVMCI (a Java-based JVM compiler interface enabling a compiler
written in Java to be used by the JVMas a dynamic compiler).We also
considered both the community and economy configurations (no
enterprise). A JIT+AOT (Ahead Of Time) disabling experiment has
also been considered for all of the 3 JVM platforms. Table 4 reports
on the energy consumption of the experiments we conducted for
most of the benchmarks and JIT configurations under study.

The p-values are computed with the mann-whitney test, with a
null hypothesis of the energy consumption being equal to the de-
fault configuration. The p-values in bold show the values that are
significantly different from the default configuration with a 95%
confidence, where the values in green highlight the strategies that
consumed significantly less energy than default (less energy and
significant p-value).

For J9, we noticed that adopting the default JIT configuration
is always better than specifying a custom JIT intensity. Thewarm
configuration delivers the closest results to the best results observed
with the default configuration. Moreover, choosing a lowminimum
count of method calls seems to have a negative effect on the exe-
cution time and the energy consumption. The only parameter that
can give better performance than the default configuration in some

§§[https://www.eclipse.org/openj9/docs/jit/]

cases is the number of parallel JIT threads—using 3 and 7 parallel
threads—but is not statistically significant.

ForGraalVM, the default community configuration is often the
one that consumes the least energy. Disabling the JVMCI can—in
somecases—haveabenefit (16%of energyconsumption reduction for
theH2 benchmark), but still gave overall worst results (80%more en-
ergy consumption for theNeo4J benchmark). In addition, switching
the economyversion of theGraalVM JIT often results in consuming
more energy and delaying the execution.

ForHotSpot, keeping the default configuration of the JIT is also
mostly good. In fact, the usage of the C2 JIT is often beneficial (JIT
level 4) inmost cases, while using theGraalVM JIT reported similar
energy efficiency. Yet, some benchmarks showed that using only the
C1 JIT (JIT level 1) is more efficient and even outperforms the usage
of the C2 compiler. 10% on Avrora and 30% on Pmd are examples
of energy savings observed by using the C1 compiler. However, be-
ing limited to the C1 compiler can also cause a huge degradation
in energy consumption, such as 32% and 34% of additional energy
consumed for theDotty and FJ-kmeans benchmarks, respectively.
Hence, if it is a matter of not using the C2 JIT, the experiments have
shown that the level 1 JIT is always the best, compared to levels 2 or 3
that also use the C1 JIT, butwithmore options, such as code profiling
that impacts negatively the performance and the energy efficiency.
Level 0 JIT compilation should never be an option to consider. No
p-value has been computed for Level 0, due to the limited amount of
iterations executedwith thismode (very high execution time, clearly
much more consumed energy).

Globally, we conclude through these experiments that keeping
the default JIT configuration wasmore energy efficient in 80% of our
experiments and for the 3 classes of JVMs. This advocates that using
the default JIT configuration that can often deliver near-optimal en-
ergy efficiency. Although, some other configurations, such as using
only the C1 JIT or disabling the JVMCI could be advantageous in
some cases.

4.2.3 Garbage Collection. Changing or tuning the GC strategy has
been acknowledged to impact the JVMperformances [12]. To investi-
gate if this impact alsobenefits to energyconsumption,weconducted

[https://www.eclipse.org/openj9/docs/jit/]
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Table 4: Energy consumption when tuning JIT settings onHotSpot,GraalVM& J9

JVM Mode ALS Avrora Dotty Fj-kmeans H2 Neo4j Pmd Reactors Scrabble Sunflow

GraalVM
Default 2848 p-values 3861 p-values 2271 p-values 948 p-values 1959 p-values 3313 p-values 297 p-values 23452 p-values 452 p-values 335 p-values
DisableJVMCI 3099 0.001 4012 0.041 2694 0.001 934 0.011 1771 0.005 5086 0.001 353 0.001 25007 0.007 503 0.002 354 0.227
Economy 4503 0.001 3895 0.793 3466 0.001 1306 0.002 2560 0.001 9525 0.001 270 0.001 30317 0.001 649 0.002 392 0.002

J9

Default 3792 p-values 2122 p-values 3515 p-values 1271 p-values 2426 p-values 4336 p-values 277 p-values 12705 p-values 734 p-values 476 p-values
Thread 1 4157 0.001 2121 0.875 4749 0.001 1297 0.097 2597 0.066 4906 0.001 350 0.001 12800 0.713 948 0.002 626 0.005

Thread 3 3849 0.018 2105 0.713 3574 0.104 1259 0.371 2450 0.637 4477 0.005 294 0.004 12647 0.875 795 0.021 457 0.27
Thread 7 3843 0.041 2386 0.372 3511 0.875 1259 0.25 2424 0.637 4431 0.104 273 0.372 12600 0.875 808 0.055 463 0.372
Count 0 8461 0.001 2425 0.001 4877 0.001 2289 0.002 3212 0.001 10565 0.001 744 0.001 18084 0.001 1476 0.002 922 0.001

Count 1 4281 0.001 2150 0.431 3164 0.001 1841 0.002 2546 0.431 7166 0.001 272 0.128 14715 0.001 1005 0.002 514 0.052
Count 10 3980 0.001 2431 0.713 3771 0.001 1312 0.011 2779 0.003 4979 0.001 299 0.001 12000 0.104 860 0.005 1182 0.001

Count 100 3878 0.007 2141 0.713 3469 0.227 1363 0.523 2513 0.128 4547 0.001 262 0.031 12313 0.024 768 0.16 634 0.004

Cold 6788 0.001 2134 0.637 4855 0.001 1636 0.002 2873 0.001 7250 0.001 275 0.372 20380 0.001 870 0.005 386 0.001

Warm 4594 0.001 2112 0.713 4253 0.001 1244 0.055 2521 0.128 5305 0.001 411 0.001 13726 0.001 913 0.002 336 0.001

Hot 7553 0.001 2310 0.001 12749 0.001 1452 0.002 3973 0.001 8979 0.001 857 0.001 36534 0.001 1180 0.002 506 0.128
VeryHot 15113 0.001 3300 0.001 18235 0.001 2430 0.002 7205 0.001 19359 0.001 793 0.001 38303 0.001 5420 0.002 1692 0.001

Schorching 18316 0.001 3541 0.001 21686 0.001 2514 0.002 7855 0.001 26409 0.014 808 0.001 43929 0.001 5583 0.002 1778 0.001

HotSpot

Default 2997 p-values 4014 p-values 2516 p-values 934 p-values 1796 p-values 4787 p-values 323 p-values 11685 p-values 530 p-values 325 p-values
Graal 2999 0.637 3971 0.318 2512 0.318 929 0.609 1662 0.007 4750 0.372 327 0.189 11548 0.523 537 0.701 338 0.564
Lvl 0 491443 / 14484 / 84395 / / / 52344 / 356287 / 1073 / 148381 / / / 14559 /
Lvl 1 / / 3731 0.001 3302 0.001 1256 0.002 2523 0.001 8304 0.001 222 0.001 22410 0.002 735 0.002 277 0.007

Lvl 2 3079 0.004 4110 0.189 3723 0.001 22547 0.002 2840 0.001 19058 0.001 226 0.001 40701 0.002 2291 0.002 4131 0.001

Lvl 3 16375 0.001 7729 0.001 6789 0.001 144914 0.002 4139 0.001 44594 0.001 330 0.005 190124 0.002 9070 0.002 10449 0.001

NotTired 3254 0.001 3901 0.189 3110 0.001 912 0.021 1846 0.227 3844 0.001 933 0.001 11256 0.041 588 0.003 405 0.001

Table 5: The different J9GC policies

Policy Description

Balanced Evens out pause times & reduces the overhead of the
costlier operations associated with GC

Metronome GC occurs in small interruptible steps to avoid
stop-the-world pauses

Nogc Handles only memory allocation & heap expansion,
with no memory reclaim

Gencon (default) Minimizes GC pause times without compromising
throughput, best for short-lived objects

Concurrent
Scavenge

Minimizes the time spent in stop-the-world pauses by
collecting nursery garbage in parallel with running
application threads

optthruput Optimized for throughput, stopping applications for
long pauses while GC takes place

Optavgpause Sacrifices performance throughput to reduce pause
times compared to optthruput

a set of experiments on the selected JVMs.We considered different
garbage collector strategies with a limited memory quantity of 2 GB,
and recorded the execution time and the energy consumption. The
tested GC strategies options mainly vary between J9 and the other
2 JVMs, as detailed in Table 5.

ForHotSpot andGraalVM, we also considered many GC poli-
cies, as described in Table 6. Furthermore, other GC settings have
also been tested for all JVM platforms, such as the pause time, the
number of parallel threads and concurrent threads and tenure age.

Table 7 summarizes the results of all the tested GC strategies with
our selected benchmarks and thep-values of the mann-whitney test,
with a null hypothesis of the energy consumption being equal to
the default configuration with a 95% confidence. The p-values in
bold show the values that are significantly different from the default
configuration,where the values in green highlight the strategies that
consumed significantly less energy than default. ForGraalVM, one
can see that the GC default configuration is efficient in most exper-
iments, compared to other strategies. The main noticeable impact is
related to the ParallelGC and ParallelOldGC. In fact, the ParallelGC

Table 6: The differentHotSpot/GraalVMGC policies

Policy Description

G1GC (default) Uses concurrent & parallel phases to achieve
low-pauses GC and maintain good throughput

SerialGC Uses a single thread to perform all garbage collection
work (no threads communication overhead)

ParallelGC Known as throughput collector: similar to SerialGC,
but uses multiple threads to speed up garbage
collections for scavenges

parallelOldGC Use parallel garbage collection for the full collections,
enabling it automatically enables the ParallelGC

can be 13% more energy efficient in some applications with a signif-
icant p-value, such as Reactors, compared to default. However, the
same GC strategy can cause the software to consume twice times
more, as for theNeo4j benchmark, due to the high communications
between the GC threads, and the fragmentation of the memory.

For J9, the defaultGencon GC causes the software to report an
overall good energy efficiency among the tested benchmarks. How-
ever, other GC can cause better or worse energy consumption than
Gencon depending on workloads. Using theMetronome GC con-
sumes 35% less energy for the ALS benchmark and 17% less energy
for the Sunflow benchmark, but it also consumes twice energy for
theNeo4j benchmark and 28%more energy forReactors. The reason
is thatMetronome occurs in small preemptible steps to reduce the
GCcycles composed ofmanyGCquanta. This suitswell for real-time
applications and can be very beneficial when long GC pauses are not
desired, asobserved forALS.However, if theheapspace is insufficient
after a GC cycle, another cycle will be triggered with the same ID.
AsMetronome supports class unloading in the standard way, there
might be pause time outliers during GC activities, inducing a neg-
ative impact on theNeo4j execution time and energy consumption.

The same goes for the BalancedGC that tries to reduce the maxi-
mumpause timeon theheapbydividing it into individuallymanaged
regions. TheBalanced strategy is preferred to reduce the pause times
that are caused by global GC, but can also be disadvantageous due to
the separatemanagement of the heap regions, such as forALSwhere
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Table 7: Energy consumption when tuning GC settings onHotSpot,GraalVM& J9

JVM Mode ALS Avrora Dotty H2 Neo4j Pmd Reactors Scrabble Sunflow

GraalVM

Default 2570 p-values 4153 p-values 2223 p-values 1870 p-values 5256 p-values 281 p-values 2611 p-values 410 p-values 353 p-values
1Concurent 2567 0.403 4007 0.023 2220 1.000 1883 0.982 5368 1.000 286 0.182 2664 1.000 413 0.885 347 0.573
1Parallel 2668 0.012 3904 0.008 2228 0.835 2022 0.000 5836 0.012 298 0.000 2869 0.144 561 0.030 317 0.000

5Concurent 2570 0.676 4117 0.161 2215 0.210 1862 0.505 5259 1.000 282 0.980 2611 0.531 414 0.885 362 0.356
5Parallel 2561 0.676 3863 0.012 2237 1.000 1910 0.103 5223 0.403 282 0.538 2682 0.531 424 0.112 353 0.758
DisableExplicitGC 2559 0.210 3911 0.003 2215 1.000 1978 0.018 5106 0.210 281 0.758 2704 0.676 400 0.312 332 0.036

ParallelCG 2720 0.012 4016 0.206 2237 0.531 1945 0.000 13172 0.037 282 0.878 2267 0.022 545 0.030 329 0.003

ParallelOldGC 2715 0.012 4032 0.103 2221 1.000 1925 0.002 13362 / 282 0.918 2514 0.012 535 0.030 329 0.008

J9

Default 3371 p-values 2243 p-values 3237 p-values 2107 p-values 6277 p-values 232 p-values 1644 p-values 589 p-values 510 p-values
Balanced 9012 0.012 2232 0.597 3429 0.012 2247 0.002 8853 0.012 235 0.412 1902 0.020 661 0.061 519 0.505
ConcurrentScavenge 3487 0.012 2270 0.280 3388 0.012 2319 0.001 6857 0.012 233 0.878 1705 0.903 639 0.194 546 0.018

Metronome 2098 0.012 2265 0.505 3815 0.012 2717 0.000 12103 0.012 239 0.022 2089 0.020 758 0.030 422 0.000

Nogc 3454 0.022 2239 0.872 3259 0.144 2207 0.031 61781 0.012 227 0.151 1505 0.066 711 0.030 499 0.720
Optavgpause 3601 0.012 2431 0.370 3425 0.012 2169 0.297 7495 0.012 253 0.000 1772 0.391 1089 0.030 478 0.046

Optthruput 3357 1.000 2432 0.241 3178 0.403 2194 0.139 6324 0.835 232 0.878 1554 0.111 640 0.194 429 0.000

ScvNoAdaptiveTenure 3494 0.012 2253 0.800 3248 0.835 2161 0.103 8442 0.012 228 0.137 1908 0.020 618 0.665 528 0.218

HotSpot

Default 2765 p-values 4115 p-values 2492 p-values 1673 p-values 8152 p-values 316 p-values 1546 p-values 484 p-values 347 p-values
1Concurent 2775 0.060 4137 0.346 2493 0.676 1675 0.918 8062 0.531 316 0.383 1533 0.665 478 0.470 334 0.218

1Parallel 2863 0.012 4142 0.800 2526 0.037 1853 0.001 8270 0.676 334 0.000 1747 0.030 592 0.030 320 0.002

5Concurent 2758 0.676 4091 0.872 2485 0.296 1681 0.608 8087 0.835 314 0.330 1497 0.665 469 0.030 336 0.259
5Parallel 2767 0.144 4176 0.077 2473 0.060 1654 0.720 8046 0.835 316 0.573 1546 0.470 489 0.470 342 0.573
DisableExplicitGC 2734 0.012 4062 0.448 2483 0.835 1702 0.248 7710 0.037 312 0.200 1545 0.470 470 0.061 325 0.014

ParallelCG 2653 0.012 4064 0.629 2356 0.012 1602 0.008 8953 0.060 300 0.000 1476 0.885 579 0.030 336 0.081
ParallelOldGC 2764 0.531 4070 0.872 2525 0.802 1675 0.959 7963 0.403 314 0.720 1582 0.194 475 0.470 333 0.151
SerialGC 2593 0.012 4083 0.395 2378 0.012 1620 0.046 5745 0.012 307 0.002 1672 0.061 601 0.030 352 0.473

it consumed about three times the energy consumption, compared
to the defaultGenconGC. On the other hand, theOptthruputGC,
which stops the application longer and less frequently, gave very
good overall results and sometimes even outperformed theGencon
GC by a small margin. Other JVM parameters, such as theConcur-
rentScavenge or noAdaptiveTenure did not have a substantial impact
during our experiments.

Finally, the results of HotSpot shared similaritieswithGraalVM.
The ParallelGC happened to give better (6% forDotty) or worst (10%
for Neo4j) energy efficiency compared to the default GC. On the
other hand,ParallelOldGC and SerialGCgave better results than the
default G1 GC. More specifically, the second one consumed 30% and
6% less energy than default GC for theNeo4j andDotty benchmarks,
respectively. The most interesting result for HotSpot is the 30%
energy reduction obtained with the Serial GC. This last was also
more efficient on ALS (6% less energy), compared to the default G1
GC, due to its single-threaded GC that only uses one CPU core.

Therefore, we noticed during our experiments that, even if using
the default GC configuration ensures an overall steady and correct
energy consumption, we still found other settings that reduce that
energy consumption in 50% of our experiments. Tuning the GC ac-
cording to the hosted app/benchmark is thus critical to reduce the
energy consumption.

To answer RQ2, we conclude that users should be careful
while choosing and configuring the garbage collector as sub-
stantial energy enhancements can be recorded from a configu-
ration to another. The default GC consumedmore energy than
other strategies in most of the situations. However, keeping
the default JIT parameters often delivers near-optimal energy
efficiency. In addition, the JVM platforms can handle differ-
entlymulti-threaded applications and thus consumeadifferent

amount of time/energy. Dedicated performance tuning eval-
uations should therefore be conducted on such software to
identify the most energy-efficient platform and settings.

4.2.4 J-Referral. To help developers and practitioners choosing an
energy efficient JVM distribution and configuration, we propose a
tool named J-Referral. This tool takes a Java application as an input
and a launch script to tune the JVM configuration. The recommen-
dation is is based on the 85 JVM distributions and versions made
available by SDKMAN. Beyond the JVM distribution and version
recommendation, J-Referral automatically explores many GC and
JIT options for each distribution. Hundreds of combinations are thus
compared to recommend an energy efficient JVM distribution and
the associated configuration parameters.

Table 8 illustrates an example of the final report of J-Referral.
The tool was tested for 2 real Java projects: Zip4J and¶¶ and K-
nucleotide.∗∗∗.Zip4J runsa largefile compression,whileK-nucleotide
extracts a DNA sequence, and updates a hashtable of k-nucleotide
keys to count specific values. The short report presented in Table 8
shows the ratioof potential energy savingbetween themost and least
energy consuming tested JVM (40% and 70% energy savings forZip4J
andK-nucleotide respectively).Options are available for J-Referral to
obtain muchmore detailed reports including execution time, DRAM
usage, split DRAM vs. CPU consumption, etc. The tool is available
as open-source software (OSS) from our anonymous repository.†††

5 RELATEDWORK

In this section, we review the state of the art of studies related to
JVM energy consumption.

At code level.Many works investigated software energy consump-
tion efficiency through source code changes and optimizations. For

¶¶https://github.com/srikanth-lingala/zip4j
∗∗∗https://benchmarksgame-team.pages.debian.net/benchmarksgame/

performance/knucleotide.html
†††https://anonymous.4open.science/r/jreferral/Readme.md

https://github.com/srikanth-lingala/zip4j
https://benchmarksgame-team.pages.debian.net/benchmarksgame/performance/knucleotide.html
https://benchmarksgame-team.pages.debian.net/benchmarksgame/performance/knucleotide.html
https://anonymous.4open.science/r/jreferral/Readme.md
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Table 8: J-Referral recommendations.

Project Metric Energy JVM Execution flags

Zip4J
Least energy 2210 J 16-sapmchn default

Most energy 3680 J 8.0.292-J9 default

K-nucl
Least energy 1296 J 21.1.r16-grl default

Most energy 4433 J 15.0.1-J9 -Xjit:optlevel=cold

example, [7, 18] studied the effect of Java collections on energy
consumption, with regards to the collection size and/or the most
executed tasks on the collection (insertion, removal, search). In [21],
Hasan et al. compared the energy consumption of several Java data
structures, analyzing the bytecode using theWala framework‡‡‡
and assessing the evolution of the energy consumption in different
scenarios (insertion at the beginning, iteration, etc.). They also used
some automated replacement of LinkedList and ArrayList to sim-
ulate best- and worst-case energy consumption scenarios on real
production applications. Their study showed that using inappropri-
ate collection can cause an energy consumption inefficiency of 300%
for the worst-case scenario.

SEEDS and SEEDS-API is a fully automated framework, proposed
in [13], to analyze source code (at bytecode level for Java) and auto-
tunes apps to have reduce their energy consumption, with a focus on
Java collection tuning. The authors reported on an improvement up
to 17%. In [16], the same authors presented SPELL, the energy leaks
detector tool. The tool uses JRapl [1, 18] to detect energy-inefficient
code fragments by using a statistical spectrum-based energy red
spots localization. Their evaluation reported up to 18% energy sav-
ings on Java applications.

At JVM level. In [17], Pereira et al. investigated several program-
ming languages, including JVM-based languages like Java and Scala,
and compared them on different dimensions (energy, memory, and
time) using CLBG benchmarks. Their observation reported that
compiled languages are more energy-efficient than interpreted ones,
overall. More advanced results expose how the selected languages
may satisfy one, two, or three dimensions of the equation. The au-
thors of [14] conducted a performance analysis and comparison
between HotSpot and J9. They claimed in their results that the
relative performance of HotSpot ranges from 44% to 289% of J9,
while the dynamic power consumption varies from 2.7W to 7.2W
using the SPECjvm2008 benchmarks.

The difference betweenHotSpot and J9was also reported in other
studies. Chiba et al. [5] evaluated the effect that could have those 2
JVMplatformson theperformanceof a combinationof bigdataquery
engines (Spark and Tez) using TPC-DS benchmark. They reported
on a 3-fold drawback that can exhibit one JVMcompared to the other.

Onanothernote, theauthorsof [10] attempted toassess andassign
an energy cost to atomic bytecode instructions together with a con-
stant overhead of using the JVM. Their claims are rather surprising,
as the energy cost should be impacted by the execution environment,
workload, core frequencies, and can hardly be fixed. A similar idea
was used in [4] to design a model for JVM-based software energy
consumption, using a bytecode-level model. The authors described
their tool, namedOPACITOR, as being deterministic, accurate, and

‡‡‡http://wala.sourceforge.net/wiki/index.php

robust to the surrounding noise. However, they disable the JIT in
their experiments to maintain the deterministic behavior of their
tool, which does not reflect a real software execution given all the
optimizations that the JVM triggers to optimize the performances.

6 CONCLUSION

This paper reports on an empirical investigation of the key differ-
ences in energy consumption that some of the most famous and
supported JVM platforms can exhibit, in addition to the key settings
that can impact this energy consumption positively or negatively.
During our experiments, we considered a total of 12 well-known
and diversified-purposes Java benchmarks together with a total of
52 JVMs, including many versions of 11 different distributions. The
results of our investigations showed thatmany JVMs share energy ef-
ficienciesandcangrouped into3classes:HotSpot, J9, andGraalVM.
The 3 selected JVM classes can however report a different energy
efficiency for different software and/or workloads, sometimes by a
largemargin.While we did not observed a unique championwhen it
comes to energy consumption,GraalVM reported the best energy
efficiency for a majority of benchmarks. Nonetheless, each JVM can
achieve the best or the worst depending on the hosted application.
One cause can be threadmanagement strategies, as observedwith J9
when advantageously runningAvrora. Moreover, some JVM settings
can cause energy consumption variations. Our experiments showed
that the default JIT compiler of the JVM is often near-optimal, in at
least 80% of our experiments. The default GC, however, was outper-
forming alternative strategies in half of our experiments, with some
large gains observed when using some alternative GC depending on
the application characteristics.

To ease the integration of the above guidelines, we propose a tool,
named J-Referral, to recommend the most energy-efficient JVM dis-
tribution and configuration among more than a hundred considered
possibilities. It establishes a full report on the energy consumption
of both CPU and DRAM components for each JVM distribution
and/or configuration to help the user to choose the onewith the least
consumption for a Java Software.

http://wala.sourceforge.net/wiki/index.php
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