
HAL Id: hal-03272066
https://inria.hal.science/hal-03272066v1

Preprint submitted on 28 Jun 2021 (v1), last revised 2 Nov 2021 (v2)

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Blind inverse problems with isolated spikes
Valentin Debarnot, Pierre Weiss

To cite this version:

Valentin Debarnot, Pierre Weiss. Blind inverse problems with isolated spikes. 2021. �hal-03272066v1�

https://inria.hal.science/hal-03272066v1
https://hal.archives-ouvertes.fr


Blind inverse problems with isolated spikes

Valentin Debarnot & Pierre Weiss

March 30, 2021

Abstract

Assume that an unknown integral operator living in some known sub-
space is observed indirectly, by evaluating its action on a few Dirac masses
at unknown locations. Is this information enough to recover the operator
and the impulse responses locations stably? We study this question and
answer positively under realistic technical assumptions. We illustrate the
well-foundedness of this theory on two challenging optical imaging prob-
lems: blind super-resolution and deconvolution. This provides a simple,
practical and theoretically grounded approach to solve these long resisting
problems.

1 Introduction

(a) (b) (c)

Figure 1: A sketch of the contribution: (a) a noisy image of the action of an unknown
operator on a few Dirac masses, (b) detection of isolated spikes, (c) an operator es-
timate applied to a Dirac comb. The results in (b) and (c) were obtained using the
algorithms proposed in this paper, see Section 4.3 for the technical details.

To motivate this paper, let us start with a concrete problem in imaging.
In Figure 1a, we simulated an image of fluorescent proteins observed with an
optical microscope. Assume that an algorithm is able to recover the proteins
locations at a sub-pixel accuracy from this image. By taking thousands of such
images and stacking the protein locations, it is possible to break the diffraction
limit and to construct an image with a resolution of the order of a nanometer.
This principle was awarded the 2014 Nobel prize in chemistry [1, 2].

From a mathematical viewpoint, this problem can be modelled as follows.
Let µ̄ =

∑N
n=1 w̄nδx̄n ∈ M(Rd) denote a Radon measure that encodes the
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protein locations (x̄n) and their intensity (w̄n). Assume that this measure is
observed indirectly through a linear regularizing operator Ā :M(Rd)→ C0

0(Rd):

ym = (Āµ̄)(zm) + b, (1)

where y ∈ RM is the observed data, (z1, z2, . . . , zM ) denotes a set of sampling
locations in RD and b ∈ RM is some additive noise.

Numerous approaches have been developped over the years to recover the
positions (x̄n) from the measurements y. We refer the interested reader to
the summaries of the super-resolution challenges [3, 4] for more insight on the
possible approaches. The main hurdles to solve this problem are the following:

• The number of measurements M can be huge, making it essential to design
computationally efficient methods.

• The weights (w̄n) are usually unknown.

• It is important to work off-the-grid to avoid biases in the location estima-
tion.

• The proteins can sometimes be aggregated in clusters, resulting in a diffi-
cult disentanglement of their individual locations.

• Most importantly for this paper: the operator Ā is often only partially
known, making it important to estimate both the positions and weights
(w̄n, x̄n), but also the operator Ā itself.

The main objective of this work is to design certified methods, which are able
to cope with the above difficulties. This work will strongly rely on the following
unformal assumption:

Assumption 1.1. A few Dirac masses are sufficiently separated from the oth-
ers, so that the resulting impulse responses can be sensed independently.

1.1 Related works

When the operator Ā is known, recovering µ̄ is a challenging problem, since the
inverse problem is ill-posed and infinite dimensional. Specifying prior assump-
tions on the signal µ̄ to certify its approximate recovery is essential [5]. A few
mathematical breakthroughs were achieved in the recent past.

Off-the-grid total variation minimization with a known operator In
[6, 7], the authors proposed to recover the individual point sources by solving
a generalization of the basis pursuit to an infinite dimensional setting. They
showed that the recovery was stable given that the spikes were sufficiently sepa-
rated. In [8], the authors showed that the separation was not needed, provided
that the weights (w̄n) were positive. From a numerical perspective, the solution
of this problem can be found rather efficiently using techniques of semi-infinite
programming [9, 10, 11]. This type of approach is currently amongst the best
competitors when a high density of proteins is used.
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Gridded lifting for an unknown operator Assume that the operator Ā
is unknown but lives in a known finite dimensional subspace A. Also assume
that the positions (x̄n) are known, but that the weights (w̄n) are unknown.
Under these hypotheses, an elegant solution to recover A and µ̄ was proposed
by Ahmed et al in [12] based on a trick called lifting. This approach allows to
tackle bilinear problems of the form

inf
A∈A,u∈U

1

2
‖Au− y‖22, (2)

where U is a finite dimensional subspace of signals, by transforming the bilin-
ear problem into a linear one restricted to rank-1 matrices. This nonconvex
constraint can then be relaxed to a convex one by using the nuclear norm.
This approach can be guaranteed to stably estimate (w̄n) and Ā under rather
stringent assumptions. The assumptions were relaxed in a series of works
[12, 13, 14, 15, 16]. One important achievement was to allow to handle sparsity
constraints over a fixed grid instead of subspace constraints. This is particularly
relevant for the considered setting.

Off-the-grid lifting In [14], Y. Chi showed that the lifting trick could also
be used when the unknown positions (x̄n) live off-the-grid, D = 1 and the op-
erators in A are convolution operators. The approach was then extended to the
2 dimensional setting for convolution operators in [17]. In [18], an alternative
formulation was proposed based on the Hankel lifting for convolution opera-
tors in 1D. This approach is elegant but is currently restricted to convolution
operators, while it is important in many applications to consider space variant
systems. In addition, we will see that a convex relaxation may not be the most
efficient approach from a practical viewpoint in the numerical experiments.

1.2 Our contribution

Our main contribution in this work is to propose a simple estimation method
that strongly relies on Assumption (1.1). The proposed methodology offers
many significant advantages:

• We can work with near arbitrary subspaces of operators A.

• We work under a general linear sampling model with arbitray linear forms.

• The proposed theory doesn’t require a grid.

• Our theory is rather simple and leads to recovery conditions that can be
checked in advance (for some of them) or a posteriori (for some others).

• The proposed theory provides answers to alternative questions such as
the ability to recover the position of Dirac masses from simple correlation
algorithms.

• We propose an original study of the stability to noise under a white Gaus-
sian noise assumption on b. This requires analyzing the suprema of con-
tinuous Gaussian processes and second order chaos. While most stability
bounds in the sparse recovery literature are valid asymptotically when
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the noise level goes to 0, our results hold for noise levels of the order of
the norm of the measurements. In particular, we explain why correlation
algorithms can perform extremely well even under large noise levels.

• The proposed framework - though strongly dependent on Assumption 1.1 -
is still realistic for various applications. For instance, we recently proposed
a set of algorithms to estimate the subspace of operators A in [19, 20].

• Most importantly, the proposed algorithms are simple to implement and
efficient in practice.

2 Preliminaries

All the proofs in this paper are post-poned to the appendix.

2.1 Notation

Throughout the paper M(RD) will denote the set of Radon measures, i.e. the
dual of the set C0

0(RD) of continuous functions vanishing at infinity. For µ ∈
M(RD) and u ∈ C0

0(RD), we let 〈µ, u〉 ∈ R denote the value of the linear form µ
on u. We also let µ?u denote the convolution product between µ and u defined
for all x ∈ RD by (µ ? u)(x) = 〈µ, u(x− · )〉.

In all the paper, the notation 〈 · , · 〉 will also refer to the usual scalar product
on the vector space RN , where N ∈ N and for u ∈ RN , ‖u‖2 will denote the
`2-norm of u defined by ‖u‖22 = 〈u, u〉. For two matrices M1,M2 in RM×N , the
notation MT

1 will stand for the transpose of M1 and 〈M1,M2〉F = Tr(MT
1 M2)

will denote the Frobenius scalar product.
We let 〈 · , · 〉L2(RD) denote the usual scalar product of L2(RD). For a com-

pact and symmetric set Ω ⊂ RD, we let PW (Ω) denote the Paley-Wiener set
of bandlimited functions on Ω, i.e. the set of functions in L2(RD) that have a
Fourier transform that vanishes outside Ω.

2.2 Assumptions

All our results will be established under the following two assumptions on the
family of operators.

Assumption 2.1 (The operators’ structure). We assume that the family of
observation operators A = span{A1, . . . , AI} is a subspace of linear operators
from M(RD) to C0

0 (RD).
For any A ∈ A, there exists a vector γ = (γi) ∈ RI such that for any

µ ∈M(RD):

Aµ = A(γ)µ
def.
=

I∑
i=1

γiAiµ (3)

The next assumption describes the general sampling model considered in
this work.

Assumption 2.2 (The observation model). Let (νm)1≤m≤M inM(RD) denote
a collection of M linear forms on C0

0 (RD). Let (x̄n)1≤n≤N denote a collection
of N points in RD and (w̄n)1≤n≤N denote N weights.
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We assume that we are given the N ×M measurements

yn,m
def.
= w̄n〈νm, A(γ̄)δx̄n〉+ bn,m. (4)

In what follows, we will let yn = (yn,m)m denote the measurement vector in
RM associated to the n-th Dirac mass δx̄n . The observation model 2.2 allows
to describe nearly any sampling device. For instance the traditional pointwise
sampling would consist in choosing νm = δzm , where (zm)1≤m≤M is a set of
sampling locations. The critical element in this assumption is that the impulse
responses are observed independently from each other.

Under Assumptions 2.1 and 2.2, the impulse response of an operator A(γ)

at a location z ∈ RD is given by A(γ)δz =
∑I
i=1 γiAiδz. Letting

(E(z))m,i
def.
= 〈νm, Aiδz〉, (5)

we can rewrite equation (4) compactly as

yn,m = (E(x̄n)ᾱn)m + bn,m, (6)

with ᾱn = w̄nγ̄. The matrix-valued function E : RD → RM×I will play an
essential role in our analysis. Some of our results will depend on two additional
hypotheses.

Assumption 2.3 (Identifiability of the operator). For all x ∈ RD, the mapping
E(x) : RI → RM is injective: we have

σ−Id 4 E∗(x)E(x) 4 σ+Id (7)

with 0 < σ− ≤ σ+ < +∞. In what follows, we let κ
def.
= σ+

σ−
.

This assumption will be useful to guarantee that an operator can be stably
estimated once the location of a Dirac mass is known. Throughout the paper,
we let

R(x)
def.
= Ran(E(x)) (8)

denote the subspace of possible measurements for an impulse response located
at x ∈ RD and ΠR(x) denote the orthogonal projector onto the range R(x).
Another important technical assumption is the following.

Assumption 2.4 (Identifiability of the Dirac masses location). The mapping
E satisfies the following inequality for any pair x, x̄ ∈ RD

‖ΠR(x)ΠR(x̄)‖2→2 ≤ 1− φ(‖x− x̄‖2) (9)

for some nondecreasing function φ : R+ → [0, 1] with φ(0) = 0 and φ(t) > 0 for
t > 0.

This assumption will allow to guarantee the stable recovery of the Dirac
masses locations. This can be understood informally as follows. Take two
locations x 6= x̄ in RD. Then, the two ranges R(x) and R(x̄) do not contain two
identical elements. Hence, the knowledge of a measurement of the form E∗(x̄)γ̄
different from 0 should be enough to perfectly recover x̄.

An additional implicit assumption is that the range R(x) cannot be the
singleton {0} for any x. Indeed, taking x = x̄ implies that ‖ΠR(x)‖2→2 = 1.

5



2.3 Some intuition

Before stating our main results, we provide some intuition on the meaning of
Assumption 2.3 and Assumption 2.4.

An injectivity condition

Proposition 2.1. Under Assumptions 2.3 and 2.4, the mapping (x, γ) 7→
E(x)γ is injective on (RD × RI\{0}).

The injectivity of the mapping is a necessary condition to guarantee the
identifiability of a position and an operator from a single measurement. For
instance, it implies that - for any x - the subspace span(Aiδx, 1 ≤ i ≤ I) does
not contain two elements that are shifted versions of each other. This hypothesis
is essential to discard the standard ambiguity in blind deconvolution related to
the fact that the signal and the convolution kernel can be shifted in opposite
directions and still yield the same measurement vector, see e.g. [21].

A correlation condition Assumption 2.4 allows to control the correlation
between measurements of an impulse response at x with an operator A(γ) and
another at x̄ with an operator A(γ̄). Indeed, we obtain using Cauchy-Schwarz
inequality:

〈E(x)γ,E(x̄)γ̄〉 = 〈ΠR(x)E(x)γ,ΠR(x̄)E(x̄)γ̄〉 = 〈ΠR(x̄)ΠR(x)E(x)γ,E(x̄)γ̄〉
≤ ‖ΠR(x̄)ΠR(x)‖2→2‖E(x)γ‖2‖E(x̄)γ̄‖2

A geometric condition The quantity ‖ΠR(x)ΠR(x̄)‖2→2 is related to the
principal angle between the subspaces R(x) and R(x̄). To realize this, let us
recall that the principal angle between two subspaces U and V of a Hilbert
space is defined by

∠ (U, V ) = arccos max
u∈U,v∈V
u6=0,v 6=0

〈u, v〉
‖u‖2‖v‖2

. (10)

Proposition 2.2. We have

‖ΠR(x)ΠR(x̄)‖22→2 ≤ cos (∠ (R(x), R(x̄))) .

Convolution operators In this paragraph, we aim at providing some insights
on Assumptions 2.3 and 2.4 for the particular case of convolution operators. We
will work under the following assumption.

Assumption 2.5. We assume that we are given an orthogonal 1 family (ei)1≤i≤I
of functions in PW (Ω) that vanish at infinity. The operators Ai are convolu-
tions with the filters ei, i.e. Aiµ = ei ? µ for µ ∈M(RD).

The linear forms νm describing the sampling device correspond to a Shannon
sampler, i.e. νm = δzm , where the positions zm correspond to a Cartesian grid
with a grid-size smaller than 2π

diam(Ω) .

1The orthogonality is not a strong assumption, since any family can be orthogonalized.
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Under Assumption 2.5, any (u, v) ∈ PW (Ω)2 satisfy

〈u, v〉L2(RD) =
∑
m∈N

u(zm)v(zm), (11)

which is a variant of the Shannon-Nyquist theorem, see e.g. [22, Thm 3.5].

Proposition 2.3 (Operator identifiability for convolution operators). Under
Assumption (2.5), we have E∗(z)E(z) = Id, hence Assumption 2.3 is satisfied
with σ− = σ+ = 1.

Proposition 2.4 (Location identifiability for convolution operators). Let C :
RD → RI×I denote the following cross-correlation matrix-valued function:

[C(x− x′)]i,i′
def.
= 〈ei( · − x), ei′( · − x′)〉L2(RD) (12)

Under Assumption (2.5), we have

‖ΠR(x)ΠR(x′)‖2→2 = ‖C(x− x′)‖2→2. (13)

Proposition 2.4 shows that the condition (9) characterizes the speed of decay
of a cross-correlation matrix. For instance, consider the simplest case I = 1,
corresponding to a convolution with a known filter e1. Then (9) simply measures
how fast the auto-correlation function of e1 decays away from 0. Intuitively, this
information is central to derive stability results for algorithms that estimate the
Dirac locations by finding correlation maxima. This statement will be made
precise in Theorem 3.2.

Product-convolution operators To encode space varying operators, we
now turn to product-convolution expansions [23]. These decompositions allow to
represent compactly most linear integral operators arising in applications. For
the sake of the current paper, we will work under the simplifying assumptions
below.

Assumption 2.6 (Product-convolution expansion). We assume that we are
given an orthogonal family (ek)1≤k≤K of bandlimited functions in PW (Ω), and
another orthogonal family (fl)1≤l≤L of functions in L2(RD) ∩ C0

0 (RD).
The family of observation operators A is a subspace of product-convolution

expansions from M(RD) to C0
0 (RD) defined as follows. For any A ∈ A, there

exists a matrix γ = (γk,l) ∈ RK×L such that for any µ ∈M(RD):

Aµ = A(γ)µ
def.
=

K∑
k=1

L∑
l=1

γk,lek ? (fl � µ). (14)

Similarly to Assumption 2.5, we assume that a Shannon sampler is used.
Letting i = (k, l), this implies that (E(z))i,m = fl(zm)ek(zm − z).

Let us mention that the blurring operators appearing in optics can be repre-
sented very efficiently using this structure [24]. In addition, we recently showed
how a subspace of product-convolution operators A could be constructed in
practice in optical imaging [25, 19, 20].
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Proposition 2.5. Under Assumptions 2.1, 2.2 and 2.6, we have

‖ΠR(x)ΠR(x′)‖2→2 = ‖C(x− x′)‖2→2. (15)

However, for L ≥ 2, Assumption 2.3 is not valid: the mapping E(z) is not
injective for any z.

As a consequence of this proposition, we will see that the identification of a
product-convolution operator with L ≥ 2 is possible only under the condition
N ≥ L, i.e. by observing multiple impulse responses.

3 Main results

A significant difficulty in the problem of operator estimation comes from the
fact that the weights w̄n are possibly unknown. This issue has been carefully
analyzed in a series of recent works, leading to a better understanding of the
strengths and limitations of the idea of convex lifting and relaxation [12, 26,
15, 21]. The second difficulty comes from the fact that the positions x̄n are
unknown. This issue received less attention in the literature and we will first
focus on this, by assuming that the weights w̄n 6= 0 are known. We will then
turn to the case of unknown weights.

3.1 The case of known weights

For all 1 ≤ n ≤ N , any measurement yn of the form (6) can be written as

yn = E(x̄n)ᾱn + bn, (16)

where x̄n ∈ RD is an unknown location that we wish to recover and ᾱn = w̄nγ̄
is a vector colinear to the unknown operator parameterization γ̄. Our aim in
this section is to design an estimate X̂ = (x̂1, . . . , x̂N ) of X̄ = (x̄1, . . . , x̄N ) and
γ̂ of γ̄ and certify their proximity, despite the noise term bn ∈ RM . Letting
X = (x1, . . . , xN ) ∈ RD×N and

F (γ,X)
def.
=

1

2

N∑
n=1

‖w̄nE(xn)γ − yn‖22 =
1

2

N∑
n=1

Fn(γ, x), (17)

a natural approach to achieve this goal is to solve the following nonlinear least-
square problem

(γ̂, X̂)
def.
= argmin

X∈RD×N ,γ∈RI×N
F (γ,X). (18)

3.1.1 Characterizing the solutions

Theorem 3.1. The global minimizer (γ̂, X̂) of Problem (18) can be obtained in
a two step procedure.

First, estimating the positions in (18) boils down to solving the following
maximum correlation problem

x̂n ∈ argmax
x∈RD

〈ΠR(x)yn, yn〉, (19)
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independently for all 1 ≤ n ≤ N .
Second, the vector γ̂ is given by any solution of the following linear system

system: (
N∑
n=1

w̄2
nE
∗(x̂n)E(x̂n)

)
γ =

N∑
n=1

w̄nE
∗(x̂n)yn. (20)

Assumption 2.3 is sufficient to ensure that γ̂ is unique with a single observation.

Theorem 3.1 shows that under realistic assumptions, the blind inverse prob-
lem (18) can be solved exactly in a two step procedure. The first step consists
in finding independently N maxima of nonconvex functions in RD. This is not
a trivial task, but it can be implemented with standard methods from nonlinear
programming (gradient or Newton-like method) starting from a sufficiently good
initialization. Let us mention that this procedure is one of the most popular
approach to estimate the positions [3]. The second step consists in solving a
small dimensional linear system of equations.

Remark 3.1. In the proposed formulation, two implicit regularization terms
are used: i) we look for a single Dirac mass and ii) the operator live in a known
subspace. If the dimension I of the subspace is large, the proposed methodology
might fail: as I increases, so does dim(R(x)). For instance in the case of
convolution operators (see Assumption 2.5), we have dim(R(x)) = I. If I = M ,
the correlation function (19) is constant and there is no hope to recover x̄.

A possible solution for this problem is to add a weighted `2-regularization
on γ of the form 1

2

∑I
i=1 θiγ

2
i , where θi are weights adapted to the problem at

hand. Most of the theory developed in this paper applies to this setting as well.
The main difference is that this regularization introduces a bias in the operator
estimate.

3.1.2 Stability of the location estimates

As seen in Theorem 3.1, recovering the location of each Dirac location xn can
be achieved independently. The following theorem shows that this estimation
is robust despite the noise term bn.

Theorem 3.2 (Stability of the Dirac locations). Let y0,n = E(x̄n)γ̄ denote the

noiseless measurements and assume that ‖bn‖2 ≤ θ‖y0,n‖2 with θ <
√

6
2 − 1 '

0.225. Then, under Assumption 2.4, the following inequality holds:

‖x̂n − x̄n‖2 ≤ φ−1
+

(
2θ2 + 4θ

)
, (21)

where φ−1
+ (t) = inf {s s.t. φ(s) ≥ t} is the quantile function of φ (in particular

φ−1
+ = φ−1 if φ is bijective).

The above bound can be quite pessimistic for large M , but - apart from the

constant
√

6
2 − 1 - it cannot be improved for an arbitrary noise term bn. In the

case of random noise however, we can obtain a much better probabilistic control
using concentration inequalities. We focus on the case N = 1 observed impulse
response, which allows us to discard the indices n.
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Proposition 3.3. Assume that b ∼ N (0, σ2Id) is white Gaussian noise of
variance σ2. Define the following two random processes

∆1(x)
def.
= 〈ΠR(x)y0,ΠR(x)b〉 and ∆2(x)

def.
=

1

2
‖ΠR(x)(b)‖22. (22)

Then under Assumption 2.4

‖x̂− x̄‖2 ≤ φ−1
+

(
2Ampl(∆1 + ∆2)

‖y0‖22

)
, (23)

where Ampl(f)
def.
= supx∈RD f(x)− infx∈RD f(x).

This proposition reveals that the critical quantity to control, to evaluate the
localization error is the ammplitude of the random process ∆1 + ∆2. Obtaining
tight analytical bounds for this is a difficult problem in general. Hopefully the
following proposition shows that it can be evaluated efficiently using numerical
procedures.

Proposition 3.4. We have Ampl(∆1 + ∆2) ≤ Ampl(∆1) + Ampl(∆2). In
addition, the random variable Z1 = Ampl(∆1) is sub-Gaussian:

P(|Z1 − Z̄1| ≥ t) ≤ 2 exp
(
−t2/(8σ2‖y0‖22)

)
and the random variable Z2 = Ampl(∆2) is sub-exponential:

P(|Z2 − Z̄2| ≥ t) ≤ 2 exp
(
−Ct/σ2

)
,

where Z̄1 and Z̄2 are the expectations of Z1 and Z2 and C is a universal constant.

This proposition has two consequences. First, we see that the deviation
around the mean of Z1 scales as σ‖y0‖2 and the deviation around the mean
of Z2 scales as σ. Second, Hoeffding [27, Thm 2.6.1] and Bernstein [27, 2.8.1]
inequalities imply that computing an empirical average of Z1 and Z2 will con-
verge rapidly to the true means Z̄1 and Z̄2. Hence, it is possible to obtain
a precise numerical estimate using an empirical average and we know that the
probability that the variables deviate from the means by more than σ(‖y0‖2 +1)
is negligible.

Unfortunately, the averages Z̄1 and Z̄2 are difficult to compute in general.
Hence, the above proposition can only be used to estimate average deviations
with a computer. The following proposition provides upper-bounds for Z̄1 and
Z̄2 under additional regularity assumptions in the 1D setting.

Theorem 3.5. Assume that D = 1, and that:

• The range R(x) is constant for |x| > 1.

• the mapping x 7→ ΠR(x) is Lipschitz continuous:

‖ΠR(x) −ΠR(x′)‖2→2 ≤ L‖x− x′‖2 with L > 2.2 (24)

• The following inequality holds for x, x′ in [−1, 1] (this can be seen as a
specification of Assumption 2.4):

‖ΠR(x)ΠR(x′)‖2→2 ≤
1

1 + β‖x− x′‖2
with β > 0. (25)

2The technical condition L > 2 can be easily discarded, but simplifies the presentation.
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Then, we have:

Z̄1 ≤ Cσ‖y0‖2

√
L

β
+ 1 and Z̄2 ≤ C ′ ·σ2

(
log(L) +

√
log(L)I

)
.

for some absolute constants C and C ′.

Proposition 3.3 and Theorem 3.5 improve Theorem 3.2 massively. A suf-
ficient condition for the bound (21) to be informative is that Ampl(∆1) +

Ampl(∆2) . ‖y0‖22, which holds true for σ . ‖y0‖2 min

(√
β

L+β ,
1√

logL+
√

log(L)I

)
.

Here each noise component can have an amplitude of the order of the signal’s
`2-norm! Previously, it was the whole `2-norm of the noise which had to be
less than the signal’s norm. This surprising phenomenon is actually observed in
practice, with a good localization despite a huge amount of noise.

Example 3.1. To illustrate the interest and tightness of Theorem 3.5, let us
consider a simple example. Assume that we observe a discrete Dirac mass
y0 of size M ∈ 2N: (y0)M/2 = 1 and (y0)m = 0 for all m 6= M/2. Let
y = y0 + b, where b ∼ N (0, σ2Id). What is the probability that the maximum
of y is located at M/2 and not elsewhere? Standard concentration inequalities
(e.g. Slepian’s lemma) state that the maximum of the absolute value of a white
Gaussian noise concentrates around σ

√
2 logM , i.e. that the probability that it

is higher than c ·σ
√

2 logM decays exponentially in c. Hence, there is a high
probability that the maximum be located at M/2 if σ

√
2 logM < 1/2 and it

should located elsewhere if σ
√

2 logM > 2.
In the continuous setting, this example can be approached as follows. Let

us consider the case of a single convolution operator (I = 1) with a kernel e
defined as a hat function e of width r : e(x) = max(1 − |x|/r, 0). We assume
that the sampling locations are regularly spaced in [−1, 1], i.e. νm = δ−1+m · 2/M .
In order to satisfy Assumption 2.4, we need the radius r to satisfy r > 1/M .
For instance, for r = 1.1/M , the convolution operator is very localized, and
the continuous setting approximately reproduces the discrete one just described.
In that case, it is possible to show that L . 1/r and β ∼ 1/r. The condition

σ . ‖y0‖2√
logL

obtained in Theorem 3.5 exactly corresponds to what we just described

and we see that it cannot be improved.

3.1.3 Stability of the operator estimates

Finally, it is possible to guarantee the closeness between γ̄ and γ̂ under an
additional Lipschitz regularity assumption on E. Here, we work with N = 1
observed impulse response. A similar result can be obtained for arbitrary N ,
but we want to emphasize that the estimation is possible and stable with a
single observation.

Theorem 3.6 (Stability of the operator estimate with a single observation ).
Assume that N = 1 and that E is

√
σ+LE-Lipschitz continuous3:

‖E(x)− E(x′)‖2→2 ≤
√
σ+LE‖x− x′‖2 for all (x, x′) ∈ RD × RD. (26)

3The scaling in
√
σ+ is natural considering Assumption 2.3.
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Then, under Assumption 2.3, we have

‖γ̂ − γ̄‖2
‖γ̄‖2

≤ κ3/2 ‖b1‖2
‖y0,1‖2

+ ε2(x̂) (27)

with

ε2(x̂) = Cκ5/2LE‖x̂− x̄‖2
(

1 +
‖b1‖2
‖y0,1‖2

)
+ ox̂→x̄

(
‖x̂− x̄‖22

)
for some absolute constant C.

Together with Theorem 3.2, this last result ensures that γ̂ → γ̄ when the
noise level ‖b1‖2 vanishes. This means that we can stably recover an operator
when observing a single impulse response.

Unfortunately, Assumption 2.3 is not always met in practical situations of
interest as outlined in Proposition 2.5. In that case, observing multiple impulse
responses N > 1 can still make a stable estimation possible.

Theorem 3.7 (Stability of the operator estimate with multiple observations ).
Given X = (x1, . . . , xn), let w̄− = minn |w̄n|, w̄+ = maxn |w̄n| and

C(X)
def.
=

N∑
n=1

w̄2
nE
∗(xn)E(xn).

Let σ̃− = w̄2
−σ̂− and σ̃+ = w̄2

+σ̂+ and assume that

σ̃−Id 4 C(X̂) 4 σ̃+Id. (28)

Similarly to Theorem 3.6, assume that E is
√
σ̂+LE-Lipschitz continuous and

let κ̃ = σ̃+

σ̃−
.

Then we have
‖γ̂ − γ̄‖2
‖γ̄‖2

≤ κ̃3/2 ‖B‖2
‖Y0‖2

+ ε2(X̂) (29)

with

ε2(X̂) ≤ Cκ̃5/2LE‖X̄ − X̂‖2
(

1 +
‖Y0‖2 + ‖B‖2
‖Y0 +B‖2

)
+ oX̂→X̄

(
‖X̄ − X̂‖22

)
,

for some absolute constant C.

Assumption (28) is a geometrical condition intertwining the locations of the
Dirac masses and the properties of the observation mapping E. It can be hard
to verify in advance. However it only requires computing the I×I matrix C(X̂),
which can be achieved once X̂ has been evaluated. The stable estimation of X̂
on its side only depends on Assumption 2.4, which can be verified in advance and
can be satisfied independently of Assumption 2.3. Hence, Theorem 3.7 actually
yields a constructive result to guarantee the stable recovery of an operator with
the following approach:

• If Assumption 2.4 is satisfied and the noise level is low, estimate X̂.

• Evaluate the condition number κ̃ of C(X̂).

• If κ̃ is sufficiently low, γ̂ provides a good estimate of γ̄.
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3.2 The case of unknown weights

If the weights w̄n are unknown, the previously described approaches cannot be
used directly. It is then tempting to solve the following nonlinear least squares
problem:

inf
w∈RN ,γ∈RI
X∈RN×D

J(w, γ,X) (30)

where

J(w, γ,X)
def.
=

1

2

N∑
n=1

Jn(wn, γ, xn) with Jn(wn, γ, xn)
def.
=

1

2
‖wnE(xn)γ − yn‖22.

In what follows, we let (ŵ, γ̂, X̂) denote any minimizer of (30).

3.2.1 A bilinear inverse problem

Theorem (3.1) shows that computing the locations estimate X̂ can be achieved
independently of the weights ŵ and of the operator γ̂. Minimizing J with
respect to (w, γ) for a fixed X = X̂ is a bilinear inverse problem. It received a
considerable attention lately, with numerous progress both on the necessary and
sufficient conditions to guarantee the recovery [12, 15, 21, 16, 28], on the optimal
stability to noise [29], and on the numerical aspects through convex lifting [30]
or local optimization [31, 32, 33, 34, 35, 26]. We briefly explain below how these
results can be applied to the proposed setting.

Let În
def.
= dim(R(x̂n)) and Î =

∑N
n=1 În. Using a singular value decomposi-

tion, we can decompose E(x̂n) as

E(x̂n) = ÛnV̂
∗
n , (31)

where Ûn ∈ RM×În is orthogonal in the sense that Û∗nÛn = Id and V̂n ∈ RI×În
contains orthogonal colums. Hence, letting cn

def.
= Û∗nyn, we obtain

argmin
w∈RN ,γ∈RI

J(w, γ, X̂) = argmin
w∈RN ,γ∈RI

1

2

N∑
n=1

‖ÛnV̂ ∗nwnγ − yn‖22

= argmin
w∈RN ,γ∈RI

1

2

N∑
n=1

‖V̂ ∗nwnγ − cn‖22.

Letting B̂ : RN × RI → RÎ denote the following bilinear mapping:

B̂(w, γ)
def.
=


V̂ ∗1 w1γ

...

V̂ ∗NwNγ

 and c
def.
=


c1
...

cN

 , (32)

we can rewrite J more compactly as J(w, γ, X̂) = 1
2‖B̂(w, γ)− c‖22, and hence:

argmin
w∈RN ,γ∈RI

J(w, γ, X̂) = argmin
w∈RN ,γ∈RI

1

2
‖B̂(w, γ)− c‖22. (33)

Notice that the dimension M , which might be huge in applications, completely
disappeared from this formulation.

13



3.2.2 Global injectivity conditions

Recovering w and γ is possible only up to a multiplicative constant since

J(tw, γ/t, X̂) = J(w, γ, X̂) for all t 6= 0.

Now, consider the noiseless setting B = 0 and assume that the locations are
perfectly recovered: X̂ = X̄. In that situation, a necessary condition to re-
cover (w̄, γ̄) modulo the above scaling ambiguity is that there exists a unique
pair (w, γ) with ‖w‖2 = 1 such that B̂(w, γ) = c. To the best of our knowl-
edge, deriving conditions to ensure this local injectivity condition received little
attention in the literature.

In [36, 21], the authors study a more stringent global injectivity condition of
the form

∀c ∈ RÎ ,∃ a unique (w, γ) with ‖w‖2 = 1 s.t. B̂(w, γ) = c. (34)

Their main result states that a necessary condition for B̂ to be globally injective
is that

Î ≥ 2(N + I)− 4, (35)

which provides a rule on how to choose the number of measurements N . In
addition, they prove that almost every bilinear mapping B̂ with respect to the
Lebesgue measure is globally injective provided that the inequality (35) holds.
In the proposed setting, there are three limitations to this result. First, the
operator B̂ that appears in our formulation possesses a peculiar structure which
may well fall in a set of 0 measure. Second, we observed that the condition (35)
could be violated significantly in practice and that stable recovery still occurred
for a particular c. Third, the result does not certify that a low complexity
algorithm can actually recover the factors.

3.2.3 Optimization of the factors

Solving (33) can be achieved using local optimization over each factor w and
γ [32, 35, 26]. A simple approach consists in using an alternate minimization
between the factors as outlined in Algorithm 1. Notice that every step of the

Algorithm 1 Alternating minimization

Require: Initial guess: w1 ∈ RN .
Require: Iteration number K.

for all k = 1→ K − 1 do

γk+1 = argmin
γ∈RI

1

2
‖B̂(wk, γ)− c‖22.

wk+1 = argmin
w∈RN

1

2
‖B̂(w, γk+1)− c‖22.

end for
return (wK , γK).

algorithm can be performed efficiently since the dimensions of the problem are
significantly reduced. This approach can be certified to recover a stable estimate
(ŵ, γ̂) of (w̄, γ̄) provided that a clever initialization is used [35, 26]. Sufficient

14



recovery guarantees are for instance provided when the bilinear mapping B̂ is
chosen at random. This method also allows to easily incorporate constraints
(e.g. nonnegativity) in the factors, which can sometimes allow a significantly
improved reconstruction. In all our numerical experiments, we will use the
spectral initialization from [26] as a starting point.

3.2.4 Optimization over rank-1 matrices

The bilinear mapping B̂(w, γ) can be rewritten as a linear mapping L̂ on the
rank-1 outer product T = wγT : B̂(w, γ) = L̂(T ). Hence, we have:

inf
w∈RN ,γ∈RI

J(w, γ, X̂) = inf
T∈RN×I ,rank(T )=1

1

2
‖L̂(T )− c‖22. (36)

The interest of the right-hand side in equation (36) compared to the left hand
side is that the scaling ambiguity is discarded. Letting T denote the set of rank-
1 matrices, this alternative formulation can be solved using a projected gradient
descent described in Algorithm 2. To the best of our knowledge, this formula-

Algorithm 2 Projected gradient descent

Require: Initial guess: T ∈ RN×I .
Require: Iteration number K.

Compute τ = 1
‖L̂‖22→2

using a power iteration.

for all k = 1→ K − 1 do

Tk+1 = ΠT

(
Tk − τ L̂∗(L̂(Tk)− c)

)
.

end for
Decompose TK = wKγ

∗
K .

return (wK , γK).

tion received no attention yet in the literature and we will provide numerical
comparisons in the next section. Again, we will use the spectral initialization
from [26] as a starting guess for this algorithm.

3.2.5 Convex relaxation using the nuclear norm

Finally, a popular method [12, 16, 30, 14] is a convex relaxation using the
nuclear norm. The usual convex relaxation of the nonconvex problem (36) is
the following:

inf
T∈RN×I ,L̂(T )=c

‖T‖∗ or inf
T∈RN×I

1

2
‖L̂(T )− c‖22 + λ‖T‖∗, (37)

where λ > 0 is a regularization parameter and ‖ · ‖∗ is the nuclear norm, i.e.
the sum of the singular values of T . This convex function over the space of
matrices is well known to promote low-rank solutions since the extreme points
of the associated unit ball are the rank-1 matrices [37]. The stable recovery of
the tensor w̄γ̄T has been established under rather stringent conditions based on
random subspace assumptions [12, 16]. Experimentally, the method seems to
provide satisfactory results under much weaker conditions.

From a numerical perspective, Problem (37) can be solved using a diversity
of proximal algorithms, such as an accelerated proximal gradient descent or a
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Douglas-Rachford algorithm [38]. We do not further detail these algorithms,
which are well documented in the literature.

4 Applications

The aim of this section is to illustrate the proposed theory using simple 1D
examples and to explain the setting of the 2D experiment in Figure 1.

4.1 Convolution operators with known weights

We start with an illustration of Theorem 3.2 using convolution operators only.
We focus on the case of pointwise sampling on [0, 1], by setting νm = δzm ,
with zm = m/M for m ∈ {1, . . . ,M}. Notice that this case also covers the
case of product-convolution operators since the ranges R(x) of convolution and
product-convolution operators are identical.

4.1.1 The families of operators

We consider three families of convolution operators A1, A2 and A3 differing by
the choice of the convolution filters.

Family A1 is defined through a set of convolution operators Ai with Gaussian
filters (ei) defined by:

ei(x) = exp(−x2/(2σ2
i )) with σi = 1e−2 ·

i− 1

I − 1
+ 3e−2 ·

(
1− i− 1

I − 1

)
.

Using this family in a blind deconvolution problem allows to identify the variance
of a Gaussian convolution filter. Gaussian convolution filters are amongst the
most popular simplified point spread function models in microscopy.

Family A2 is also defined using Gaussian convolution filters, but the standard
deviation ranges in [3e−2, 9e−2] instead of [1e−2, 3e−2].

Family A3 is defined with less regular convolution filters. Let ψ(x) = (1 −
|x− 1|)+ denote the hat function.

ei = ψ(x ·σi) where σi = 2e−2 ·
i− 1

I − 1
+ 2e−1 ·

(
1− i− 1

I − 1

)
.

In all settings we set I = 3. The filters corresponding to each family are
displayed in Figure 2. We then orthogonalize the filters using a singular value
decomposition on a very fine grid. This leads to a new family of orthogonal
filters (e⊥i ) which will be used in all experiments to satisfy Assumption 2.5.

4.1.2 The inverse functions φ−1

As stated in Theorem 3.2, the critical element to guarantee a stable recovery of
the locations x̄m is the function φ and its inverse, which characterizes the angle
between the ranges R(x) and R(x′). To evaluate this function, we first sample
the function ‖ΠR(0)ΠR(k∆x)‖2→2 on a fine grid. We store the result in the vector
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Figure 2: The different families of convolution filters used in Section 4.1.

0 0.5 1
0

0.2

0.4

0.6

0.8

1

(a) φ−1
1,+

0 0.5 1
0

0.2

0.4

0.6

0.8

1

(b) φ−1
2,+

0 0.5 1
0

0.2

0.4

0.6

0.8

1

(c) φ−1
3,+

Figure 3: The corresponding inverse functions φ−1
i,+ (in red) for i ∈ {1, 2, 3}, for the

different convolution systems.

φ0(k)
def.
= 1−‖ΠR(0)ΠR(k∆x)‖2→2 with a sampling step ∆x. This function is not

necessarily nondecreasing. Hence, we find the closest nondecreasing function by
solving an isotonic regression problem of the form:

inf
φ

1

2
‖φ− φ0‖22 with φk+1 − φk ≥ 0 and φ ≥ φ0.

This problem is convex and can be solved using the CVX library [39] for instance.

We use the solution φ̂ of this problem in place of φ in Assumption 2.4. The
inverse filters are displayed in Figure 3. The stability to noise is dependent on
the speed of ascent of φ−1

+ . As can be seen by comparing the two Gaussian
families, the smallest the filter, the slower the ascent. Hence, very localized
impulse responses should be easier to detect with a good accuracy than larger
ones. Also notice that the regularity of the convolution kernels seem to have
little importance since the inverses φ−1

1,+ and φ−1
3,+ behave roughly similarly in

terms of speed of ascent.

4.1.3 Stability of the locations

Here, we study the robustness of the estimation to noise. To this end, we
compute the empirical average of the error E(|x̂− x̄|) for various noise levels and
realizations. The expectation is estimated by averaging 100 noise realizations.
We fix γ̄ once for all. We use white Gaussian noise, i.e. bn ∼ N (0, σ2Id),
with σ = θ‖y0‖2/

√
M and θ ∈ [0, 2]. Figure 4 shows the resuting signals with

M = 100 for the noise levels θ ∈ {0, 1, 2} and each family. Notice that θ = 1
corresponds to an expected norm of noise equal to the signal’s norm. Hence, we
consider rather extreme noise levels. We will see that the localization accuracy
is surprisingly good in spite of this challenging setting.
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Figure 4: Examples of measurements vectors y for different noise levels and each
family.

The empirical estimate of E(|x̂−x̄|) is displayed with respect to the noise level
σ in Figure 5. The error is displayed as a proportion of a pixel. For instance,
an error of 0.1 means that the localization was accurate at a tenth of a pixel.
Hence, we can expect a super-resolution effect for a precision below 0.5. This
accuracy is obtained for all families up to the noise level θ = 1, corresponding
to a measurement dominated by noise.

To end this experiment, we evaluate γ̂ for all experiments and display the

relative error ‖γ̂−γ̄‖2‖γ̄‖2 for all families of operators. Letting h̄ =
∑I
i=1 γ̄ie

⊥
i and

ĥ =
∑I
i=1 γ̂ie

⊥
i denote the true convolution filter and the estimated one, notice

that we have
‖h̄−ĥ‖L2(RD)

‖h̄‖L2(RD)

= ‖γ̂−γ̄‖2
‖γ̄‖2 , since the family (e⊥i ) is orthogonal. In

Figure 6, we see that the reconstruction errors for any family of convolution
filters behave really similarly. In particular, the errors using the family A1 and
the family A2 are nearly identical. This might come as a surprise since the
localization errors were significantly higher for the family A2, which is a scaled
version of A1. This fact can be explained by the fact that the Lipschitz constant
LE in Theorem 3.6 is inversely proportional to the scaling of the Gaussian, which
compensates for the localization errors.
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Figure 5: Average localization error E(|x̂ − x̄|) as a fraction of a pixel for different
noise levels θ ∈ [0, 1] and the three families A1, A2 and A3.
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Figure 6: Boxplots of the relative errors ‖γ̂−γ̄‖2‖γ̄‖2
using a single measurement for various

noise levels.

4.2 Product-convolution operators and unknown weights

The objective of this section is to compare the different algorithms described in
Section 3.2 for the specific case of 1D product-convolution operators described
in Assumption 2.6. In this experiment, we work on a grid and set X̂ = X̄ since
the objective is not to assess the localization performance, but rather the ability
to solve a bilinear inverse problem.

We use the pointwise sampling model νm = δzm with zm = 10 ·m/M and
M = 1000. This corresponds to a uniform sampling of the interval [0, 10]. For
the filters (ek), we use the family of Gaussian convolution kernels A1 with K =
3. We set the vectors fl as smooth random Gaussian processes by convolving
a random vector with distribution N (0, IdM ) with a Gaussian filter of large
variance.

Once the family of operators is defined through the pairs of families (ek) and
(fl), we can sample operators at random in this family by setting γ ∼ N (0, IdI).
In Figure 7, we visualize a set of operators indirectly by applying them to a
Dirac comb with 4 spikes. As can be seen, the operators are space-varying.
Their impulse responses belong to span(ek, k ∈ {1, . . . ,K}).

To assess the performance of the different algorithms, we evaluate the per-
centage of perfect recovery results with various values of L and N . We run the
algorithms 100 times with random locations for the N spikes x̄n, with random
weights w̄n and with a random family (fl). The recovery results are displayed
in Figure 8. For the considered families, the nuclear norm relaxation performs
very poorly, suggesting that the relaxation approaches suggested both for dis-
crete and gridless problems might not be the best competitors. In comparison,
the alternate minimization (Algorithm 1) with the spectral initialization from
[26] and the seemingly novel projected gradient descent (Algorithm 2) perform
satisfactorily for a good range of values of L and N . Between those two, the
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Figure 7: Examples of random product-convolution operators for a fixed family (ek)
and (fl) and 3 random realizations of γ.
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Figure 8: Percentages of perfect recovery results for the different algorithms.

projected gradient descent seems to provide better results for a wider range of
parameters. A theoretical analysis of this idea might be worth an exploration.
Unfortunately, no algorithm is able to succeed systematically. This might be
related to the fact that the random positions (x̄n) are badly located.

In this setting, the condition for global injectivity (35) reads:

N ≥ 2KL− 4

K − 2
,

i.e. N ≥ 6L− 4 for K = 3. We see the shortcomings of this rule in this exper-
iment: perfect recovery does not always occur when this condition is satisfied,
because the condition does not certify the success of an algorithm. And the
algorithms manage to recover some operators when this condition is not met.
However, it is clear that a necessary condition for identifiability is N ≥ L, since
otherwise, even the problem with known weights cannot be identified.

4.3 A 2D experiment

To end this paper, we briefly describe how the experiment from Figure 1 was
carried out. We generated a family of product-convolution operators with astig-
matic impulse responses as follows. We set the family (ek) as anisotropic Gaus-
sian vectors with K = 8. We also set the family (fl) as the monomials 1, x and
y, resulting in L = 3 basis elements to describe the space variations.

We launched the maximum correlation algorithm to locate the beads po-
sitions in Figure 1b. The average localization error is 0.015 pixel, despite a
significant amount of additive Gaussian noise. We then discarded by hand the
locations that were too close from each other (red stars). Notice that this
part can be easily automatized by thresholding the minimal distance between
adjacent locations. We kept the other locations (blue stars) to estimate the
operator, resulting in a total of N = 27 impulse responses with a slightly in-
accurate localization. We then used this information to recover the operator.
Here we assumed that the weight (w̄n) were known and all equal to 1. The
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relative error between the operator estimated and the true one is 0.006. Here,
we measured the distance between operators with the Hilbert-Schmidt norm.
The whole process takes less than a second on a usual personal computer with
Matlab.
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5 Proofs

5.1 Proofs of the propositions from Section 2.3

Proof of Proposition 2.1

Proof. We show that for all (x, γ), (x′, γ′) ∈ RD × RI\{0}

E(x)γ = E(x′)γ′ ⇒ γ = γ′.

If x = x′: by Assumption 2.3 the mapping γ 7→ E(x)γ is injective, meaning
that for all γ, γ′ ∈ RI\{0} we have

E(x)γ = E(x)γ′ ⇒ (x, γ) = (x, γ′).

If x 6= x′: by Assumption 2.4 we have R(x) ∩ R(x′) = {0}, which implies
that for any γ, γ′ ∈ RI\{0}, we have E(x)γ 6= E(x′)γ′. We prove it by con-
tradiction. Assume that R(x) ∩ R(x′) 6= {0}. Then, there exists γ ∈ RI\{0}
such that E(x)γ ∈ R(x′). Let denote v

def.
= E(x)γ
‖E(x)γ‖2‖ . Then ‖ΠR(x′)ΠR(x)‖2→2 ≥

‖ΠR(x′)v‖2 = ‖v‖2 = 1. Nevertheless, by assumption 2.4 we have ‖ΠR(x′)ΠR(x)‖2→2 <
1 for x 6= x′. This concludes the proof.

Proof of Proposition 2.2

Proof. We have:

‖ΠR(x)ΠR(x̄)‖22→2

= sup
y∈RM ,‖y‖2=1

‖ΠR(x)ΠR(x̄)y‖22 = sup
y∈RM ,‖y‖2=1

〈ΠR(x)ΠR(x̄)y,ΠR(x)ΠR(x̄)y〉

= sup
y∈RM ,‖y‖2=1

〈ΠR(x)ΠR(x̄)y, y〉 = sup
y∈RM ,‖y‖2=1

〈ΠR(x̄)y,ΠR(x)y〉

= sup
y∈R(x),‖y‖2=1

〈ΠR(x̄)y, y〉 ≤ sup
y∈R(x),ȳ∈R(x̄)
‖y‖2=1,‖ȳ‖2=1

〈ȳ, y〉 = cos (∠ (R(x), R(x̄))) .
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Proof of Proposition 2.3

Proof. We have [E(z)]m,i = 〈ei( · − z), δzm〉 = ei(zm − z). Hence

[E∗(z)E(z)]i,i′ =
∑
m∈N

ei(zm − z)ei′(zm − z) =

1 if i = i′

0 otherwise,

where we used (11) to obtain the last equality.

Proof of Proposition 2.4

Proof. By Assumption 2.5, we have ΠR(x) = E(x)E∗(x). Then, by definition,
we have

‖ΠR(x)ΠR(x′)‖2→2 = ‖E(x)E∗(x)E(x′)E∗(x′)‖2→2

= sup
u∈`2(ZD),‖u‖`2=1

‖E(x)E∗(x)E(x′)E∗(x′)u‖2

= sup
v∈RI ,‖v‖2=1

‖E(x)E∗(x)E(x′)v‖2

= ‖E(x)E∗(x)E(x′)‖2→2 = ‖E∗(x)E(x′)‖2→2

= ‖M(x− x′)‖2→2,

using the fact that E∗(x)E(x) = Id.

Proof of Proposition 2.5

Proof. The first part of the proof is trivial: the range R(x) of E(x) is unchanged.
As for the second part, it suffices to realize that E contains columns which

are colinear.

5.2 Proof of Theorem 3.1

Proof. For a fixed X ∈ RD×N , any optimal coefficient matrix γ(X) is charac-
terized by the linear I × I system(

N∑
n=1

w̄2
nE
∗(xn)E(xn)

)
γ =

N∑
n=1

w̄nE
∗(xn)yn. (38)

Letting

E(X) =


w̄1E(x1)

...

w̄NE(xN )

 and Y =


y1

...

yN

 ,

this system can be rewritten compactly as

E∗(X)E(X)γ = E∗(X)Y.
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Letting E+(X) denote the Moore-Penrose pseudo-inverse of E(X), we can
for instance choose γ(X) = E+(X)Y , leading to

G(X)
def.
= F (γ(X), X) =

1

2
‖[E+(X)E∗(X)− Id]Y ‖22 =

1

2
‖[ΠRan(E(X)) − Id]Y ‖22

=
1

2
‖ΠRan(E(X))Y ‖22 +

1

2
‖Y ‖22 − 〈ΠRan(E(X))Y, Y 〉

=
1

2
‖Y ‖22 −

1

2
‖ΠRan(E(X))Y ‖22.

Hence, minimizing G amounts to maximizing the quadratic form

H(X)
def.
=

1

2
〈ΠRan(E(X))Y, Y 〉 =

1

2

N∑
n=1

〈ΠRan(E(xn))yn, yn〉,

which boils down to N independent subproblems. Under Assumption 2.3, the
mapping E(x) is injective for all x ∈ RD. Hence, E∗(x)E(x) is a positive definite
matrix and so is E∗(X)E(X). This and the fact that w̄n 6= 0 justifies that γ(X)
is unique for any points configuration X.

5.3 Proof of Theorem 3.2

We start with a simple lemma.

Lemma 5.1. Let D ∈ N, f : RD → R and ε : RD → R. Define g
def.
= f + ε and

assume that the following sets are non-empty

X̂ = argmax
x∈RD

g(x) and X̄ = argmax
x∈RD

f(x).

Further assume that ‖ε‖∞ ≤ η for some η > 0 and that there exists an
increasing function ϕ : R→ R+ such that

f(x) ≤ f(x̄)− ϕ(‖x− x̄‖2), ∀x ∈ RD. (39)

Then X̄ = {x̄} is a singleton and any x̂ ∈ X̂ satisfies ‖x̂− x̄‖2 ≤ ϕ−1
+ (2η).

Proof. By inequality (39) and strict monotonicity of φ, we have f(x̄) > f(x) for
all x 6= x̄. Hence x̄ is the unique maximizer of f . We have

g(x̂) ≥ g(x̄) = f(x̄)− ε(x̄) ≥ f(x̄)− η. (40)

In addition, for any x ∈ RD, we have

g(x) = f(x) + ε(x) ≤ f(x) + η

≤ f(x̄)− ϕ(‖x− x̄‖2) + η.

For any x such that ‖x − x̄‖2 > ϕ−1
+ (2η), we have g(x) < f(x̄) − η, and thus

g(x) < g(x̄), which implies that x 6= x̂. The contraposition is that any x̂ ∈ X̂
satisfies ‖x̂− x̄‖2 ≤ ϕ−1

+ (2η).
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Proof. i) Let y0,n = w̄nE(x̄n)γ̄ = yn − bn denote the noiseless measurements
and let F0,n(x, γ) = 1

2‖w̄nE(x)γ−y0,n‖22. We have F0,n(x̄n, γ̄) = 0. Let γ0(x) ∈
argminγ∈RI F0,n(x, γ) denote any minimizer (for instance the one given by the

pseudo-inverse). Now, define G0,n(x)
def.
= F0,n(x, γ0(x)). We have G0,n(x) =

1
2

(
‖y0,n‖22 − ‖ΠR(x)y0,n‖22

)
, by an argument similar to the one in the proof of

Theorem 3.1. By Assumption 2.4, R(x) ∩ R(x̄) = {0} for x 6= x̄. Hence,
‖ΠR(x)y0,n‖22 < ‖y0,n‖22 for x 6= x̄ and x̄n is the unique minimizer of G0,n.
Therefore, the function

H0,n(x)
def.
=

1

2
‖ΠR(x)y0,n‖22 =

1

2

〈
ΠR(x)y0,n, y0,n

〉
,

also admits a unique maximizer in x̄. Overall, we see that under Assumption 2.4,
G0,n admits a unique minimizer equal to x̄. Under the additional Assumption
2.3, F0,n admits a unique solution (x̄, γ̄).

ii) Now, let Fn(x, γ) = 1
2‖w̄nE(x)γ − y0,n‖22, γ(x) denote any minimizer of

Fn w.r.t. γ, Gn(x) = Fn(x, γ(x)) and Hn(x)
def.
= 1

2 〈ΠR(x)yn, yn〉. Let x̂ denote
any maximizer of Hn and assume for now that we manage to obtain a bound of
the form |Hn(x)−H0,n(x)| ≤ η for some η ≥ 0. We have

H0,n(x) =
1

2

〈
ΠR(x)y0,n, y0,n

〉
=

1

2

〈
ΠR(x)y0,n,ΠR(x̄)y0,n

〉
=

1

2

〈
ΠR(x̄)ΠR(x)y0,n, y0,n

〉
≤ 1

2

∥∥ΠR(x̄)ΠR(x)

∥∥
2→2
‖y0,n‖22

≤ 1

2
(1− φ(‖x− x̄‖2)) ‖y0,n‖22 = H0,n(x̄)− 1

2
φ(‖x− x̄‖2)‖y0,n‖22.

by Assumption 2.4. Hence, we can use Lemma 5.1 with f(x) = H0,n(x), g(x) =
Hn(x) and ϕ(r) = 1

2φ(r)‖y0,n‖22. This allows us to conclude that

‖x̂− x̄‖2 ≤ φ−1
+

(
4η

‖y0,n‖22

)
. (41)

iii) The last remaining point is to control ‖H0,n −Hn‖∞. We have

Hn(x) =
1

2
〈ΠR(x) (y0,n + bn) , y0,n + bn〉

= H0,n(x) + 〈ΠR(x)y0,n, bn〉+
1

2
‖ΠR(x)(bn)‖22.

Hence, using Cauchy-Schwarz inequality, we obtain for all x

|Hn(x)−H0,n(x)| ≤ ‖ΠR(x)y0,n‖2‖ΠR(x)bn‖2 +
1

2
‖ΠR(x)(bn)‖22.

Using the facts that ‖ΠR(x)bn‖2 ≤ ‖bn‖2 and that ‖bn‖2 ≤ θ‖y0,n‖2, we obtain

‖Hn −H0,n‖∞ ≤ ‖y0,n‖22
(
θ +

1

2
θ2

)
.

For the inequality (41) to make sense, we need 4(θ+ 1
2θ

2) ≤ 1, which is equivalent

to θ <
√

6
2 − 1 and Theorem 3.2 is proven.
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5.4 Proof of Proposition 3.3

Proof. This proposition derives from point iii) in the previous proof. The in-
equality (41) can be improved as

‖x̂− x̄‖2 ≤ φ−1
+

(
4 infc∈R ‖H −H0 − c‖∞

‖y0‖22

)
, (42)

since a constant term does not affect the location of a minimizer. We have

∆(x)
def.
= H(x)−H0(x) = 〈ΠR(x)y0,ΠR(x)b〉+

1

2
‖ΠR(x)(b)‖22.

It is therefore natural to set c = 1
2 (supx∈RD ∆(x)− infx∈RD ∆(x)), to minimize

in the infinite norm in Problem (42).

5.5 Proof of Proposition 3.4

Proof. First notice that

Ampl(∆1 + ∆2) = sup
x∈RD

∆1(x) + ∆2(x)− inf
x∈RD

∆1(x) + ∆2(x)

≤ sup
x∈RD

∆1(x) + sup
x∈RD

∆2(x)−
(

inf
x∈RD

∆1(x) + inf
x∈RD

∆2(x)

)
= Ampl(∆1) + Ampl(∆2).

We will treat the two random processes ∆1 and ∆2 separately.

i) Consider the function f1(b)
def.
= supx∈RD 〈ΠR(x)y0, b〉 and define the random

variable V +
1 = f1(b) with mean V̄ +

1 . Similarly, define V −1 = infx∈RD 〈ΠR(x)y0, b〉.
In addition, notice that Z1 = Ampl(∆1) ≤ V +

1 − V
−
1 . We first show that f1 is

Lipschitz continuous. We have

f1(b+ ε) = sup
x∈RD

〈ΠR(x)y0, b+ ε〉 ≤ sup
x∈RD

〈ΠR(x)y0, b〉+ ‖y0‖2‖ε‖2

f1(b+ ε) = sup
x∈RD

〈ΠR(x)y0, b+ ε〉 ≥ sup
x∈RD

〈ΠR(x)y0, b〉 − ‖y0‖2‖ε‖2

Hence, |f1(b) − f1(b + ε)| ≤ ‖y0‖2‖ε‖2 and f1 is ‖y0‖2-Lipschitz continuous.
Using a Gaussian logarithmic Sobolev inequality [40, Thm 5.6], we obtain that
V +

1 is sub-Gaussian with

P
(
|V +

1 − V̄
+
1 | ≥ t

)
≤ 2 exp(−t2/(2σ2‖y0‖2)).

The same result holds for V −1 . Finally, the sum of two dependent sub-Gaussian
variables with parameters σ1 and σ2 is sub-Gaussian with a sub-Gaussian pa-
rameter smaller than σ1 + σ2, so that

P
(
|Z1 − Z̄1| ≥ t

)
≤ 2 exp(−t2/(8σ2‖y0‖2)).

ii) Now, define the random variable Y +
2

def.
= supx∈RD ‖ΠR(x)b‖2 and V +

2
def.
=

1
2 (Y +

2 )2. The function b 7→ supx∈RD ‖ΠR(x)b‖2 is 1-Lipschitz continuous. Hence
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using a Gaussian logarithmic Sobolev inequality again, we obtain that Y +
2 is

sub-Gaussian with

P
(
|Y +

2 − Ȳ
+
2 | ≥ t

)
≤ 2 exp

(
− t2

2σ2

)
.

Using [27, Lemma 2.7.6], we conclude that V +
2 is sub-exponential and satisfies

P
(
|V +

2 − V̄
+
2 | ≥ t

)
≤ 2 exp(−Ct/σ2),

for an absolute constant C. We can make a similar proof for the random variable

Y −2
def.
= infx∈RD ‖ΠR(x)b‖2 and conclude as in the previous proof.

5.6 Proof of Theorem 3.5

Controlling Z̄1. Here, we wish to control the supremum of the centered Gaussian
process ∆1. A traditional approach to bound it consists in computing Dudley’s
entropy integral, see e.g. [40, Corollary 13.2]. To this end, we introduce the
pseudo-metric:

d(x, x′)
def.
=
√
E ((∆1(x)−∆1(x′))2). (43)

Let B(c, δ) = {x ∈ RD, d(c, x) ≤ δ} denote a ball of radius δ centered at c with
respect to d. Let S ⊂ R denote a set and define the covering number N(δ, S)
as the minimum number of δ-balls needed to cover S. We then have

E
(

sup
x∈R

∆1(x)

)
≤ 12

∫ η/2

0

√
log(N(u,R)) du with η = inf

t∈R
sup
t′∈R

d(t, t′). (44)

Using that y0 ∈ R(x̄), we have

d(x, x′)2 = E
(
(∆1(x)−∆1(x′))2

)
= E

(
(〈
(
ΠR(x) −ΠR(x′)

)
ΠR(x̄)y0, b〉)2

)
≤ σ2‖y0‖22‖

(
ΠR(x) −ΠR(x′)

)
ΠR(x̄)‖22→2.

Thus

‖
(
ΠR(x) −ΠR(x′)

)
ΠR(x̄)‖2→2 ≤ ‖ΠR(x)ΠR(x̄)‖2→2 + ‖ΠR(x′)ΠR(x̄)‖2→2

≤ 2

1 + βmin (‖x− x̄‖2, ‖x′ − x̄‖2)

This leads to

d(x, x′) ≤ 2σ‖y0‖2
1 + βmin (‖x− x̄‖2, ‖x′ − x̄‖2)

(45)

and the Lipschitz continuity also implies that

d(x, x′) ≤ σ‖y0‖2L‖x− x′‖2. (46)

In what follows, we let

d̃(x, x′)
def.
= σ‖y0‖2 min

(
L‖x− x′‖2,

2

1 + βmin (‖x− x̄‖2, ‖x′ − x̄‖2)

)
(47)
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and Ñ denote the corresponding covering number. The inequality d(x, x′) ≤
d̃(x, x′) implies that N(δ, S) ≤ Ñ(δ, S) for all S and δ.

Without loss of generality, we assume that x̄ = 0. Now, let c = 2σ‖y0‖2
βδ and

remark that the decay condition (45) implies that all x with |x| ≥ c belong to
the ball B(c, δ). Hence

Ñ(δ,R) ≤ 1 + Ñ(δ, [−c, c]).

The second inequality (46) implies that the δ-balls have a diameter no smaller

than 2δ
Lσ‖y0‖2 . Hence, the interval [−c, c] is covered by at most

⌈
2c · Lσ‖y0‖2

2δ

⌉
δ-balls, leading to

N(δ,R) ≤ Ñ(δ,R) ≤ 2
L

β

(
σ‖y0‖2
δ

)2

+ 2.

We have η = inft∈R supt′∈R d(t, t′) ≤ 2σ‖y0‖2. Hence:

E
(

sup
x∈R

∆1(x)

)

≤ 12

∫ σ‖y0‖2

0

√√√√log

(
2
L

β

(
σ‖y0‖2
u

)2

+ 2

)
du.

For all u ∈ [0, σ‖y0‖2], we have

2
L

β

(
σ‖y0‖2
u

)
+ 2 ≤

(
1 +

β

L

)
2
L

β

(
σ‖y0‖2
u

)
.

Hence

E
(

sup
x∈R

∆1(x)

)
≤ 12

∫ σ‖y0‖2

0

√√√√log

[(
1 +

β

L

)
2
L

β

(
σ‖y0‖2
u

)2
]
du

= 12σ‖y0‖2
∫ 1

0

√
log

((
1 +

β

L

)
2
L

β

)
− 2 log (u) du

≤ 12σ‖y0‖2

[
2

√
π

(
L

β
+ 1

)
+

√
log

(
2
L

β
+ 2

)]
,

where we skipped the elementary (but technical) details to obtain the last bound.
To conclude, we use the fact that Z̄1 ≤ 2E (supx∈R ∆1(x)).

Controlling Z̄2. Controlling Z̄2 amounts to studying the supremum of a so-
called Gaussian chaos of order 2. This problem arises in different fields and has
been addressed using tools of generic chaining in [41, 42, 43, 40]. We will make
use of the following theorem, which has been rewritten using our notation.

Theorem 5.2 (Theorem 3.1 in [43]). Let A = {ΠR(x), x ∈ [−1, 1]} denote the
family of projectors. Let d2→2(A) = supA∈A ‖A‖2→2 and dF (A) = supA∈A ‖A‖F .
Let us define the following Dudley integral

γ = c1

∫ d2→2(A)

0

√
logN(u,A) du,

27



where the covering number is evaluated w.r.t. the spectral distance ‖ · ‖2→2.
Then

P

(
sup

x∈[−1,1]

|∆2(x)− E(∆2(x))| ≥ c2σ2E + t

)
≤ 2 exp

(
−c3 min

(
t2

σ4V 2
,

t

σ2U

))
,

with

E = γ2+γdF (A)+dF (A)d2→2(A), U = d2
2→2(A), V = d2→2(A) (γ + dF (A)) .

and where c1, c2, c3 are absolute constants.

In what follows, the constants c1, c2, c3 may change from line to line, but are
always absolute. The fact that R(x) is constant outside [−1, 1] allows to restrict
our study to this interval. In addition, notice that

Ampl(∆2) ≤ 2 sup
x∈[−1,1]

|∆2(x)− E(∆2(x))|.

Under the Assumptions of Theorem 3.5, we have d2→2(A) = 1 (since each matrix
ΠR(x) is a projector) and dF (A) =

√
I (since dim(R(x)) = I). In addition, the

Lipschitz continuity assumption (24) yields N(u,A) ≤ L
u for L ≥ 1 and u ≤ 1.

Hence, we get that

γ = c1

∫ d2→2(A)

0

√
logN(u,A) du ≤ c1

∫ 1

0

√
log

L

u
du

= c1

(√
log(L) +

√
π

2
L · erfc

(√
log(L)

))
≤ c1

(√
log(L) +

1

2
√

log(L)

)
,

where we used the inequality erfc(z) < exp(−z2)√
πz

to obtain the last result. Hence,

we obtain:
E ≤ c1 ·

(
log(L) +

√
log(L)I +

√
I
)
.

V ≤ c1 ·
(√

log(L) +
√
I
)

and U = 1.

Overall, we see that

P
(
Ampl(∆2) ≥ c1σ2E + t

)
≤ 2 exp

(
−c2 min

(
t2

σ4(log(L) + I)
,
t

σ2

))
.

This yields

E (Ampl(∆2)) = Z̄2 ≤ c ·σ2
(

log(L) +
√

log(L)I +
√
I
)
.

5.7 Proof of Theorem 3.6

Proof. Let P (x)
def.
= E∗(x)E(x). By definition, we have

γ̂ = P (x̂)−1E∗(x̂)(y0,1 + b1) (48)
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We have E(x̂) = E(x̄) + ∆ with ‖∆‖2→2 ≤
√
σ+LE‖x̂ − x̄‖2. Hence P (x̂) =

P (x̄) + ∆′ with

‖∆′‖2→2 ≤ 2LE‖x̂− x̄‖2
√
σ+‖E(x̄)‖2→2 + σ+L

2
E‖x̂− x̄‖22. (49)

The linear system to recover γ̂ is then

(P (x̄) + ∆′)γ̂ = (E∗(x̄) + ∆) (y0,1 + b1) = E∗(x̄)y0,1 + δ (50)

with δ = ∆(y0,1 + b1) +E∗(x̄)b1. Under Assumption 2.3, the unique solution of
P (x̄)γ = E∗(x̄)y0,1 is γ̄. If x̂ is sufficiently close to x̄, we have ‖∆′‖2→2 < σ−
and ‖P (x̄)−1∆′‖2→2 < 1. We can now use standard results of linear algebra,
see e.g. [44, 3.6], to obtain that

‖γ̂ − γ̄‖2
‖γ̄‖2

≤ ‖P (x̄)‖2→2‖P (x̄)−1‖2→2

1− ‖P (x̄)−1∆′‖2→2

(
‖∆′‖2→2

‖P (x̄)‖2→2
+

‖δ‖2
‖E∗(x̄)y0,1‖2

)
≤ σ+

σ−

1(
1− ‖∆

′‖2→2

σ−

) (‖∆′‖2→2

σ−
+
‖∆‖2→2(‖y0,1‖2 + ‖b1‖2) +

√
σ+‖b1‖2√

σ−‖y0,1‖2

)

Letting x̂→ x̄, we have 1(
1− ‖∆

′‖2→2
σ−

) ∼ 1 + ‖∆′‖2→2

σ−
.

Using that

‖∆′‖2→2 ≤ 2LE
√
σ+‖E(x̄)‖2→2‖x̂− x̄‖2 + ox̂→x̄

(
‖x̂− x̄‖22

)
,

and
‖∆‖2→2 ≤ LE

√
σ+‖x̂− x̄‖2,

we have

σ+

σ−

1(
1− ‖∆

′‖2→2

σ−

) (‖∆′‖2→2

σ−
+
‖∆‖2→2(‖y0,1‖2 + ‖b1‖2) +

√
σ+‖b1‖2√

σ−‖y0,1‖2

)

=
σ+

σ−

(
1 +
‖∆′‖2→2

σ−
+ ox̂→x̄

(
‖x̂− x̄‖22

))(‖∆′‖2→2

σ−

+
‖∆‖2→2(‖y0,1‖2 + ‖b1‖2) +

√
σ+‖b1‖2√

σ−‖y0,1‖2

)
≤ κ‖x̂− x̄‖2

(2LE
√
σ+‖E(x̄)‖2→2

σ−
+
LE
√
σ+√

σ−
(1 +

‖b0,1‖2
‖y0,1‖2

)

+
√
κ
‖b0,1‖2
‖y0,1‖2

2LE

√
σ+‖E(x̄)‖2→2

σ−

)
+ κ3/2 ‖b1‖2

‖y0,1‖2
+ ox̂→x̄

(
‖x̂− x̄‖22

)
≤ Cκ5/2LE‖x̂− x̄‖2

(
1 +

‖b1‖2
‖y0,1‖2

)
+ ox̂→x̄

(
‖x̂− x̄‖22

)

since κ ≥ 1, and where C denote a universal constant. Let

ε2
def.
= Cκ5/2LE‖x̂− x̄‖2

(
1 +

‖b1‖2
‖y0,1‖2

)
+ ox̂→x̄

(
‖x̂− x̄‖22

)
,

this concludes the proof.
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Proof. Let P (x)
def.
= E∗(x)E(x). By definition, we have

γ̂ = P (x̂)−1E∗(x̂)(y0,1 + b1) (51)

We have E(x̂) = E(x̄) + ∆ with ‖∆‖2→2 ≤
√
σ+LE‖x̂ − x̄‖2. Hence P (x̂) =

P (x̄) + ∆′ with

‖∆′‖2→2 ≤ 2LE‖x̂− x̄‖2
√
σ+‖E(x̄)‖2→2 + σ+L

2
E‖x̂− x̄‖22. (52)

The linear system to recover γ̂ is then

(P (x̄) + ∆′)γ̂ = (E∗(x̄) + ∆) (y0,1 + b1) = E∗(x̄)y0,1 + δ (53)

with δ = ∆(y0,1 + b1) +E∗(x̄)b1. Under Assumption 2.3, the unique solution of
P (x̄)γ = E∗(x̄)y0,1 is γ̄. If x̂ is sufficiently close to x̄, we have ‖∆′‖2→2 < σ−
and ‖P (x̄)−1∆′‖2→2 < 1. We can now use standard results of linear algebra,
see e.g. [44, 3.6], to obtain that

‖γ̂ − γ̄‖2
‖γ̄‖2

≤ ‖P (x̄)‖2→2‖P (x̄)−1‖2→2

1− ‖P (x̄)−1∆′‖2→2

(
‖∆′‖2→2

‖P (x̄)‖2→2
+

‖δ‖2
‖E∗(x̄)y0,1‖2

)
≤ σ+

σ−

1(
1− ‖∆

′‖2→2

σ−

) (‖∆′‖2→2

σ−
+
‖∆‖2→2(‖y0,1‖2 + ‖b1‖2) +

√
σ+‖b1‖2√

σ−‖y0,1‖2

)
≤ ε1 + ε2(x̄).

Letting x̂ → x̄, we see that the noise term can be decomposed as an error
term ε1 which does not vanish as x̂ → x̄ and an additional term ε2(x̂) which
does vanish. The asymptotics for this term is

ε1 = κ3/2 ‖b1‖2
‖y0,1‖2

,

and using 1(
1− ‖∆

′‖2→2
σ−

) ∼ 1 + ‖∆′‖2→2

σ−
we obtain

ε2(x̄) = CκLE‖x̂− x̄‖2
[
κ+
√
κ

(
1 +

‖b1‖2
‖y0,1‖2

)
+ κ3/2 ‖b1‖2

‖y0,1‖2

]
+ ox̂→x̄

(
‖x̂− x̄‖22

)
≤ Cκ5/2LE‖x̂− x̄‖2

(
1 +

‖b1‖2
‖y0,1‖2

)
+ ox̂→x̄

(
‖x̂− x̄‖22

)
,

for some absolute constant C.

5.8 Proof of Theorem 3.7

Proof. Let

E(X) =


w̄1E(x1)

...

w̄NE(xN )

 , Y0 =


y0,1

...

y0,N

 and B =


b1
...

bN

 .
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By definition, we have

γ̂ = C(X̂)−1
(
E∗(X̂)Y0 + E∗(X̂)B

)
(54)

We have

‖E(X̂)− E(X̄)‖22→2 ≤
N∑
n=1

w̄2
n‖E(x̂n)− E(x̄n)‖22→2

≤ σ̃+L
2
E‖X̂ − X̄‖22.

Hence, we have E(X̂) = E(X̄) + ∆ with ‖∆‖2→2 ≤
√
σ̃+LE‖X̂ − X̄‖2 and

C(X̄) = C(X̂) + ∆′ with

‖∆′‖2→2 ≤ 2‖∆‖2→2‖E(X̂)‖2→2 + ‖∆‖22→2. (55)

Under Assumption (28), the linear system C(X̂)γ = E∗(X̂)(Y0 + B) admits
a unique solution γ̂ . Under Assumption (28) again, and given that X̂ is suffi-
ciently close to X̄ so that ‖∆′‖2→2 < σ̃−, the linear system C(X̄)γ = E∗(X̄)Y0

admits γ̄ as a unique solution. In addition ‖C(X̂)−1∆′‖2→2 < 1.
Let δ = E∗(X̂)(Y0 +B)−E∗(X̄)Y0 denote the residual of the right hand-side

term between the two previous linear systems. We have

‖δ‖2 ≤ ‖∆‖2→2‖Y0‖2 +
√
σ̃+‖B‖2,

provided that ‖E(X̂)‖2→2 ≤
√
σ̃+.

We can now use standard results of linear algebra, see e.g. [44, 3.6], to obtain
that

‖γ̂ − γ̄‖2
‖γ̄‖2

≤ ‖C(X̂)‖2→2‖C(X̂)−1‖2→2

1− ‖C(X̂)−1∆′‖2→2

(
‖∆′‖2→2

‖C(X̂)‖2→2

+
‖δ‖2

‖E∗(X̂) (Y0 +B) ‖2

)

≤ σ̃+

σ̃−

1(
1− ‖∆

′‖2→2

σ̃−

) (2
√
σ̃+‖∆‖2→2 + ‖∆‖22→2

σ̃−
+
‖∆‖2→2‖Y0‖2 +

√
σ̃+‖B‖2√

σ̃−‖Y0 +B‖2

)

=
σ̃+

σ̃−

1(
1− ‖∆

′‖2→2

σ̃−

) (2
√
σ̃+‖∆‖2→2 + ‖∆‖22→2

σ̃−
+
‖∆‖2→2‖Y0‖2√
σ̃−‖Y0 +B‖2

+

√
σ̃+√
σ̃−

‖B‖2
‖Y0 +B‖2

)

Letting X̂ → X̄, we can decompose previous equation in two terms: an error
term ε1 which does not vanish as X̂ → X̄ and an additional term ε2(X̂) which
does vanish. We have

ε1 = κ̃3/2 ‖B‖2
‖Y0‖2

,

and the asymptotic for the second term is

ε2(X̂) = C‖∆‖2→2

[√
σ̃+

σ̃−
+

1√
σ̃−

(
‖Y0‖2 + ‖B‖2
‖Y0 +B‖2

)
+

σ̃+‖B‖2
σ̃

3/2
− ‖Y0 +B‖2

]
+ oX̂→X̄

(
‖X̄ − X̂‖22

)
≤ Cκ̃5/2LE‖X̄ − X̂‖2

(
1 +
‖Y0‖2 + ‖B‖2
‖Y0 +B‖2

)
+ oX̂→X̄

(
‖X̄ − X̂‖22

)
,

for some absolute constant C.
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convolution at near-optimal rate. IEEE Transactions on Information The-
ory, 64(2):704–727, 2017.

[16] Ali Ahmed and Laurent Demanet. Leveraging diversity and sparsity
in blind deconvolution. IEEE Transactions on Information Theory,
64(6):3975–4000, 2018.

[17] Mohamed A Suliman and Wei Dai. Blind two-dimensional super-resolution
and its performance guarantee. arXiv preprint arXiv:1811.02070, 2018.

[18] Jinchi Chen, Weiguo Gao, Sihan Mao, and Ke Wei. Vectorized hankel
lift: A convex approach for blind super-resolution of point sources. arXiv
preprint arXiv:2008.05092, 2020.

[19] Valentin Debarnot, Paul Escande, and Pierre Weiss. A scalable estimator
of sets of integral operators. Inverse Problems, 2019.

[20] Valentin Debarnot, Paul Escande, Thomas Mangeat, and Pierre Weiss.
Learning low-dimensional models of microscopes. IEEE Transactions on
Computational Imaging, 2020.

[21] Yanjun Li, Kiryung Lee, and Yoram Bresler. Identifiability and stability
in blind deconvolution under minimal assumptions. IEEE Transactions on
Information Theory, 63(7):4619–4633, 2017.
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