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Abstract

The study of synchronization in coupled genetic networks is a very challenging topic that
is usually analyzed on a case-by-case basis. Here we consider a general model of genetic net-
works and examine two forms of interconnection, either homogeneous or heterogeneous coupling,
corresponding to coupling functions that are either equal or different from those governing the
individual dynamics. In the case of individual subsystems having unique but different steady
states, we prove that the homogeneous coupled system has a unique globally asymptotically sta-
ble steady state. Moreover, in the case of large coupling strength, we show that under suitable
assumptions the network achieves weak synchronization in the sense that the individual steady
states become arbitrarily close. In the heterogeneous case, stability conditions are more intricate
and some stronger assumptions on the individual dynamics have to be made, under which we
prove a similar weak synchronization result in the case of large coupling strength. We apply the
results to the synchronization of damped oscillators and to the control of multistable systems.

1 Introduction

Developing new mathematical tools enabling to understand and control the behavior of genetic reg-
ulatory networks has been an attractive topic for engineers and biologists in the last decades. Two
characteristic types of circuits, positive or negative feedback loops, are frequently found combined in
genetic regulatory networks [6, 28], where they induce different dynamics such as multistability or os-
cillatory behavior. In parallel, many theoretical studies have been devoted to understand and classify
the conditions on the system leading to either of these behaviors, especially in the case of feedback
loops [20, 13, 10, 14]. Some systems may exhibit different dynamics in response to different kinds
of inputs, so a new direction in cellular biology is the possibility of controlling oscillatory behavior:
very efficient control strategies have been recently proposed in order to induce (respectively, suppress)
oscillations in negative loops [7]. A challenging current problem is the study of intercellular commu-
nication within a cell population and the effects of coupling similar genetic regulatory networks on
the global response at the tissue or organ level. Novel experimental observations are pointing towards
the role of intercellular communication in fundamental physiological functions: circadian clocks in
peripheral organs such as the liver may synchronize without a master pacemaker [16]; apoptotic cells
release metabolites that signal across to neighbor cells [21]. Mathematical models are thus required
to analyse the effects of cell-to-cell coupling in a network of genetic regulatory networks [2].
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Due to the interactions between the (possibly different) subsystems, new unexpected or unde-
sirable behaviors may occur induced by the coupling mechanisms. For instance, a network of glob-
ally asymptotically stable subsystems connected by diffusive coupling may exhibit oscillatory behav-
iors [25]. In [3], we studied the diffusive coupling of bistable genetic regulatory networks and showed
that the system may exhibit emergent behaviors leading to diverse synchronization patterns, similar
to those described in [15]. In our recent work [3], as well as in [12, 11], coupled genetic networks are
studied using piecewise affine (PWA) models, which approximate continuous sigmoidal-like activity
functions by step functions and facilitate an algorithmic analysis of the dynamics. This is an inter-
esting framework since various tools are available for analysis of PWA systems [9] and a practical
method for finding Lyapunov functions for PWA systems was also recently proposed in [22].

In this paper, our goal is to improve the current understanding of the emergent behaviors that may
appear through coupling, while determining which properties of the individual systems are preserved.
We thus propose to focus on the behavior of a class of smoothly coupled monostable genetic regulatory
networks where the smoothness hypothesis is made to enable the use of smooth functions and apply
the classical Lyapunov theory. Nevertheless we conjecture that the presented results remain valid in
the PWA case by singular perturbation arguments similar to those presented in [24].

1.1 A general genetic network model with homogeneous or heterogeneous cou-
pling

More precisely, we focus on coupled dynamical systems whose individual dynamics are driven by the
equation

Ẋ(t) = B +AH(X(t))− ΓX(t), (1)

where X(t) ∈ Rn for n ≥ 1, where B ∈ Rn, A is a n × n real matrix, and a diagonal positive
matrix Γ = (γj)j∈{1,...,n}, (hj)j∈{1,...,n} are increasing functions from R to R which are called internal
interaction functions, and for x = (x1, . . . , xn) ∈ Rn, H(x) = t(h1(x1), . . . , hn(xn)). A typical example
is the two-dimensional (−,+) damped oscillator, that can be written as Equation (2) with n = 2,
where the functions (hj)j∈{1,2} are Hill functions defined, for every j ∈ {1, 2}, by hj(x) = xsj

xsj+θ
sj
j

for

every x ∈ R, with sj ≥ 1 and θj > 0 for every j ∈ {1, 2},

A =

(
−w1 k1

−k2 −w2

)
,

with w1, w2 ≥ 0, k1, k2 > 0, and B = t(0, k2). The variables x1 and x2 represent two interacting
proteins such that x1 inhibits x2 while x2 promotes the production of x1. Note that the diagonal
terms of A which correspond to self-inhibitions of the nodes are usually taken equal to zero in the
standard model (see, for instance [9]), and it is a known fact that such system converges toward a
steady state both in both smooth and PWA case, which corresponds to the limit case sj → +∞ (see,
for instance [13]). Notice that a system driven by Equation (1) and associated coupled systems can
be put under the general form studied in [1, Theorem 1]. However, we focus here on the case where
a each variable xj acts on the dynamics of other variables through the action to a single function
hj(xj). Due to this specific structure, the stability results exposed in this paper are given under easily
checkable structural properties of Equation (1) (see Remark 2.4 for more details).

In this paper, we propose to study some specific properties on the coupling of subsystems driven
by Equation (1). A similar coupling mechanism has already been proposed in [12] for modelling
motor circuitry in Parkinsonian tremor, and it seems to be adapted to the modelling of cell to cell
communication (see [2]). We assume that the coupling involves the action of the j-th component of
the q-th subsystem Xj,q (which represents the j-th protein of the q-th cell) on the j-th component of
the k-th subsystem Xj,k which is under the form αjL

j
kq (cj,q(Xj,q)− cj,k(Xj,k)) for k, q ∈ {1, . . . , N},
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where (cj,q)j,q are functions from R to R, αj > 0 is the coupling strength on the variable j, Lj =

(Ljkq)k,q∈{1,...,N} is the coupling matrix whose structure will be detailed in Section 3. Following
the form of the individual dynamics given by Equation (1), the internal interaction functions are
increasing real functions (hj,k)(j,k)∈{1,...,n}×{1,...,N}, and an example of graph representation for two
coupled two-dimensional (−,+) damped oscillator is given by Figure 1. Depending on the choice
of the functions cj,k, we will distinguish two cases, the homogeneous coupling case when cj,k =
hj,k for every j, k (respectively, heterogeneous coupling case when cj,k 6= hj,k for some j, k) and we
will prove different dynamical results in each case. Typically, the homogeneous case (respectively,
heterogeneous) corresponds to the case where cells communicate with the same (respectively, different)
thresholds as (than) those which regulate their internal dynamics. In the same spirit, we will study
both the case where the subsystems are parallel, i.e. if there exists a sequence of functions (hj)j∈{1,...,n}
such that hj,k = hj for every k ∈ {1, . . . , N}, and the non-parallel case, corresponding to the coupling
of subsystems having different activity thresholds then representing the case of similar cells with
perturbed parameters.

1
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Figure 1: Example of two coupled subsystems, with n = N = 2.

In the homogeneous coupling case, we will tackle the coupling of subsystems having different
dynamics and different steady states. It turns out that, in this case, the coupling mechanism is
such that each subsystem converges globally towards a steady state which depends on the coupling.
For a weak coupling (i.e. αj is very small), they are close to those of the uncoupled system. A
natural question is then to study the impact of the variations of the coupling on such steady states,
in particular when the coupling is large. Dynamical behaviors of coupled systems in the case of
large coupling strength has already been investigated for instance in [23], where the authors have
shown that under suitable assumptions on the dynamics (the subsystems consider in the latter are
assumed to be identical) and on the coupling (with a sligthly different structure than ours) and whose
strength is assumed to be large enough, the subsystems synchronize when t→ +∞, in the sense that
|Xj,q(t) − Xj,k(t)| → 0 when t → +∞, for every k, q ∈ {1, . . . , N}. In our case, we will instead
provide an expression for the steady states in terms of the system’s parameters and prove some
of their synchronization properties when the coupling strength αj tends to +∞, for a very general
class of matrices Lj . In particular, we prove that for parallel subsystems, the difference between the
j-th components of the steady states of each subsystems tends to 0 when αj → +∞. We extend
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those results to the case of non-parallel subsystems, showing that under suitable assumptions on the
interaction functions, the j-th components of the steady states of the individual systems converge
towards a one-dimensional subspace of RN . The methods used to prove our convergence results in this
case consist in finding suitable Lyapunov functions which take into account the interaction functions
(hj,k)(j,k)∈{1,...,n}×{1,...,N}, inspiring from [1].

In the heterogeneous coupling case, the study is more intricate and some stronger assumptions on
the individual dynamics have to be made in order to prove similar results. When the coupled indi-
vidual dynamics are parallel and possess the same steady states, we prove that the subsystems reach
synchronization by considering a well chosen Lyapunov function which depends only on the internal
interaction functions. In the latter case we study weak synchronization properties, showing similar
properties to those proved in the homogeneous case, under an a priori global stability assumption.

We apply our results to the synchronization and to the stabilization of two types of famous genetic
circuits, namely the two-dimensional (−,+) damped oscillator and the toggle switch.

1.2 Outline

In Section 2, we study the individual dynamics and we provide a sufficient condition on A which
guarantees the convergence towards a steady state. Section 3 introduces the coupling framework
and notation and then Section 4 focuses on the homogeneous coupling case. In this case, we can
prove the asymptotic convergence of each subsystem towards possibly different steady states, and
we propose to study the large coupling case which provides some interesting weak synchronization
properties. In Section 5, we study the heterogeneous coupling case and we prove that, under some
technical hypothesis, the subsystems synchronize when they possess the same steady states, whatever
the coupling strength may be. Then we study weak synchronization properties in the case where the
subsystems have different steady states, making an a priori global stability assumption. In Section 6,
we present some applications to the coupling of different two-dimensional damped oscillators and
to the control of some multistable systems. In particular we propose a control strategy ensuring
the convergence coupled bistable systems towards their unstable (also known as "undifferentiated")
steady states.

2 Single system

Consider B ∈ Rn, a n × n matrix A, and a diagonal positive matrix Γ = (γj)j∈{1,...,n}, and let
(hj)j∈{1,...,n} be a family of strictly increasing real functions. For x = (x1, . . . , xn) ∈ Rn, define
H(x) = t(h1(x1), . . . , hn(xn)), and consider the equation

Ẋ(t) = B +AH(X(t))− ΓX(t), (2)

where X(t) ∈ Rn. In the following we will assume that the cone (R+)n is invariant by the
dynamics of Equation (2), which is of utter importance for biological applications. This is satisfied
for instance when the functions (hj)j∈{1,...,n} are non-negative, hj(0) = 0 for every j ∈ {1, . . . , n} and
B and A are such that for every j ∈ {1, . . . , n}, if x = (x1, . . . , xn) ≥ 0 is such that xj = 0, then we
have (Ax+B)j ≥ 0.

Denote the set of real functions which are locally Lipzchitz, bounded and increasing by R. Con-
cerning the existence of a steady state for Equation (2) and the definition of the solutions of Equa-
tion (2), we have the following fact.

Lemma 2.1. Assume that the functions (hj)j∈{1,...,n} belong to R. Then Equation (2) admits a
steady state and the solutions of Equation (2) are uniquely globally defined.
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Proof. We obtain easily that Equation (2) admits a steady state X̄ if and only if the application
F : X 7→ Γ−1(B + AH(X)) admits a fixed point. Under the assumption of the lemma, X 7→
Γ−1(B + AH(X)) is a continuous bounded function from Rn in itself. Hence F̄ (Rn), is a compact
invariant set for F . As the functions (hj)j are increasing, we deduce that H(Rn) is the direct product
of real compact real intervals, and is convex. We can deduce by multiplication by the matrix Γ−1A
that F (Rn) is convex, and this property also holds for F̄ (Rn). Hence Brouwer’s Theorem (see e.g. [18])
proves the existence of a fixed point for F .

Concerning the definition of solutions of Equation (2), Cauchy-Lipzchitz theorem proves the
existence and uniqueness of maximal solutions of Equation (2). Moreover, the boundedness of H
guarantees the existence of α, β > 0 such that the vector field f : X 7→ B + AH(X) − ΓX satisfies
‖f(X)‖ ≤ α‖X‖+β for every X ∈ Rn. The global definition of solutions of Equation (2) then follows
by a Gronwall type argument.

Definition 2.2. We say that A is weakly diagonally stable if there exists a diagonal positive matrix
D = diag(dj)j∈{1,...,n} such that DA + tAD � 0, in the sense that tx

(
DA+ tAD

)
x ≤ 0 for every

x ∈ Rn.

Now we prove Proposition 2.3, which is obtained under the assumption that the interaction matrix
A of Equation (2) is weakly diagonally stable.

Proposition 2.3. Assume that A is weakly diagonally stable and that the functions (hj)j belong to
R. Then Equation (2) admits a unique globally asymptotically stable steady state, which belongs to
(R+)n.

Proof. By Lemma 2.1, Equation (2) admits a steady state X̄ = (X̄1, . . . , X̄n) ∈ Rn. Define Vj(x) =∫ x
X̄j

(hj(z)− hj(X̄j))dz, and V (X) =
∑n

j=1 djVj(Xj). Let us show that V is a Lyapunov function for
Equation (2). First notice that since hj is increasing for every j ∈ {1, . . . , n}, each Vj is non-negative
and Vj(x) = 0 if and only if x = X̄j , hence the same property holds for V . By definition of X̄, we
have

Ẋ = A(H(X)−H(X̄))− Γ(X − X̄).

Hence we get

n∑
j=1

dj
d

dt
Vj(Xj(t)) =

n∑
j=1

djẊj(t)(hj(Xj(t))− hj(X̄j))

= t(H(X)−H(X̄))DẊ

= t(H(X)−H(X̄))DA(H(X)−H(X̄))− t(H(X)−H(X̄))DΓ(X − X̄).

The diagonal stability of A implies t(H(X) −H(X̄))DA(H(X) −H(X̄)) ≤ 0. The strict positivity
of the diagonal matrices D and Γ and the fact that the functions (hj)j are strictly increasing imply
t(H(X) − H(X̄))DΓ(X − X̄) ≥ 0. It follows that d

dtV (X(t)) ≤ 0 for every t ≥ 0. Moreover, we
have t(H(X) − H(X̄))DΓ(X − X̄) = 0 if and only if X = X̄, because DΓ is diagonal. Hence V is
a Lyapunov function for Equation (2) such that dV

dt (X(t)) = 0 implies X(t) = X̄. The fact that the
functions (hj)j∈{1,...,n} belong to R guarantees that V is radially unbounded, so that the convergence
result is proved, and the assumption of forward invariance of (R+)n by the dynamics of Equation (2)
ensures that X̄ ∈ (R+)n.
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Remark 2.4. • As already mentioned in the introduction, a system driven by Equation (2) can be
put under the form studied in [1, Theorem 1]. In the latter, the authors propose a very general
criterion ensuring global stability, via the study of a higher dimensional dissipativity matrix
associated with the interactions between the different components of the dynamics. Because of the
difficulty to check such criterion in practice, and due to the specificity of the interactions occuring
in Equation (2) (indeed, in our case, the action a given node j on a node k is governed by the
function hj, independently of k), we propose a more specific sufficient criterion of stability. Our
criterion is easier to handle, and it turns out that it can be extended to the case of interconnected
systems, as we will see in the next sections. Moreover, our framework allows to take into account
self interactions, without making restrictions on the slopes of the functions (hj)j∈{1,...,n}, nor
on the degradation rates γj > 0, for j ∈ {1, . . . , n}, which can be both considered as uncertain
parameters of the system. Using Hill functions as in [7], defined, for every j ∈ {1, . . . , n},
by hj(x) = xsj

xsj+θ
sj
j

for every x ∈ R, with sj ≥ 2 where θj > 0 for every j ∈ {1, . . . , n},

under the assumptions of Proposition 2.3, Equation (2) has a globally stable steady state (which
possibly depends on sj ≥ 2 and on the other parameters of the system), whatever the choices of
(sj)j∈{1,...,n} and (γj)j∈{1,...,n} may be.

• Notice that the Lyapunov function used in the proof of Proposition 2.3 is the sum of a linear
term w.r.t. the state x and a non-linear term involving the integrals

∫ x
X̄j
hj(z)dz, and depends

on X̄j which depends itself strongly on (A,B). Note that the computation of X̄ can be tricky
in pratice, provided that fixed point or Newton type methods’ precision is deteriorated for large
sj ≥ 1.

3 Coupled systems

3.1 Individual models

In this section we consider, for N ≥ 1, the coupling of N -subsystems whose individual dynamics
is given by Equation (2), associated with different n × n matrices (Ak)k∈{1,...,N}, different vectors
(Bk)k∈{1,...,N} = (bjk)j∈{1,...,n} of Rn, and different functions (hj,k)(j,k)∈{1,...,n}×{1,...,N}, called internal
interaction functions, belonging to R. For the sake of notations, set (Bj)j∈{1,...,n} = (bjk)k∈{1,...,N}.
Define, for every k ∈ {1, . . . , N}, a positive n× n diagonal matrix Γk = diag((γjk)j∈{1,...,n}). We will
additionally define for j ∈ {1, . . . , n}, the N×N diagonal matrix Γj = (γjk)k∈{1,...,N}. In this setting,
the individual dynamics Xk(t) ∈ Rn of the k-th subsystem reads

Ẋk(t) = Bk +AkH
k(Xk(t))− ΓkXk(t), (3)

where for x = (x1, . . . , xn) ∈ Rn, Hk(x) = t(h1,k(x1), . . . , hn,k(xn)).
The matrices (Ak)k∈{1,...,N} are assumed to be simultaneously weakly diagonally stable,

in the following sense.

Definition 3.1. We say that the n×n matrices (Ak)k∈{1,...,N} are simultaneously weakly diagonally
stable if there exists a positive diagonal matrix D = diag(dj)j∈{1,...,n} such that DAk + tAkD � 0 for
every k ∈ {1, . . . , N}.

For the sake of notations, for every k ∈ {1, . . . , N}, denote the (j, l)-th coefficient of Ak by Akjl.
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3.2 The coupling model

3.2.1 Qualitative interpretation

We assume that the coupling term involves the action of the j-th variable of the q-th subsystem on the
k-th subsystem which is under the form d(Xj,q, Xj,k) = cj,q(Xj,q) − cj,k(Xj,k) for k, q ∈ {1, . . . , N},
where (cj,q)j,q are strictly increasing functions from R to R, called coupling functions. An example of
such coupled system is given on Figure 1 in the case n = N = 2, on which the positive interactions
are given by arrows and negative interactions by bars. Such model can be used to model the linear
coupling case when the (cj,k)(j,k)∈{1,...,n}×{1,...,N} are linear or the following case, that will be called
on/off diffusion. Assuming that cj,k(x) = cj(x) = θs

xs+θs for every k ∈ {1, . . . , N} is a Hill function
with a large enough slope s ∈ N and a threshold θ ∈ R, we have

d(Xj,q, Xj,k) ≈


0 if (Xj,q > θ and Xj,k > θ) or (Xj,q ≤ θ and Xj,k ≤ θ)
1 if (Xj,q > θ and Xj,k ≤ θ)
−1 if (Xj,q ≤ θ and Xj,k > θ)

(4)

In other words, the diffusion mechanism activates with discrete values, and the cells decide to
exchange only when they both possess a large enough concentration of a given protein. This setting
is slightly different from the case d(Xj,q, Xj,k) = cj(Xj,q −Xj,k), which appears more naturally when
studying diffusion processes [11, 3, 26, 27]. Indeed, in our case, two coupled cells having a given protein
concentration less than θ cannot cooperate in order to increase concentrations, so that they evolve
independently. The dynamical study of a very similar model has been initiated in [12], in which
the authors, motivated by applications in neuronal circuitry, focus on systems having a sustained
oscillatory behavior.

3.2.2 Mathematical framework

We assume that the coupling functions (cj,k)(j,k)∈{1,...,n}×{1,...,N} are strictly increasing functions from
R to R. Set a subset C of {1, . . . , n} and let (Lj)j∈C⊆{1,...,n} be a family of irreducible N ×N matrices
called coupling matrices, such that for every j ∈ C , Lj is a non-positive off diagonal matrix such
that Lj11 = 0 and tLj11 = 0, where 11 is the vector of RN whose every components are equal to 1.
For q, k ∈ {1, . . . , N}, denote the (q, k)-th coefficient of Lj by L

j
qk. Notice that the coupling matrices

are not necessarily symmetric, and the set C corresponds to the set of variables which are subject
to the coupling mechanism. By simple considerations, we show the existence of β > 0 such that
Z = 1

βLj + Id is a non-negative irreducible doubly stochastic matrix, and by a direct application the
Perron Frobenius Theorem [5, Theorem 1.4] to Z, we obtain that Ker(Lj) = span(11) for every j ∈ C.

Coupled Dynamics: For X = (Xj,k)(j,k)∈{1,...,n}×{1,...,N} ∈ RnN , define the k-th subsystem Xk =

(X1,k, . . . , Xn,k) ∈ Rn, and the vector of the j-th components Xj = (Xj,1, . . . , Xj,N ) ∈ RN . Define
the vectors Hj(Xj) ∈ RN , Hk(Xk) ∈ Rn and H(X) ∈ RnN , which are related to the interaction
functions (hjk)(j,k)∈{1,...,n}×{1,...,N} as

Hj(Xj) = t
(
hj,1(Xj,1), . . . , hj,N (Xj,N )

)
,

Hk(Xk) = t
(
h1,k(X1,k), . . . , hn,k(Xn,k)

)
,

H(X) = t
(
tH1(X1), . . . , tHk(Xk)

)
.
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Similarly, define

Cj(Xj) = t
(
cj,1(Xj,1), . . . , cj,N (Xj,N )

)
,

Ck(Xk) = t
(
c1,k(X1,k), . . . , cn,k(Xn,k)

)
,

C(X) = t
(
tC1(X1), . . . , tCk(Xk)

)
.

For X = (Xj,k)(j,k)∈{1,...,n}×{1,...,N}, define

Qj(X) = t
(∑n

q=1A
1
jqhq,1(Xq,1), . . . ,

∑n
q=1A

N
jqhq,N (Xq,N )

)
,

and consider the equation
Ẋj = Bj +Qj(X)− ΓjXj − LjCj(Xj), (5)

where Xj(t) ∈ RN for every j ∈ {1, . . . , n}. Writing the system component by component, Equa-
tion (5) can be expressed, for every (j, k) ∈ {1, . . . , n} × {1, . . . , N}, as

Ẋj,k(t) = bjk − γjkXj,k +
n∑
q=1

Akjqhq,k(Xq,k)−
N∑
q=1

Ljqk(cj,q(Xj,q)− cj,k(Xj,k)). (6)

Notice that Equation (5) can be written as

Ẋ = B + ÃH(X)− ΓX − LC(X), (7)

where X(t) ∈ RnN , where Ã and L are nN × nN matrices defined as

Ã =


A1 0 . . . 0

0 A2
. . .

...
...

. . . . . . 0
0 . . . 0 AN

 ,

whose dimension n blocks are equal to Ak for k ∈ {1, . . . , N}, and the matrix L is the nN × nN
block matrix

L =


Z1,1 Z1,2 . . . Z1,N

Z2,1 Z2,2
. . .

...
...

. . . . . . ZN−1,N

ZN,1 . . . ZN,N−1 ZN,N ,

 (8)

constituted of N2 blocks of dimension n such that for i, j ∈ {1, . . . , N}, the (i, j)-th block is defined
as Zi,j , where Zi,j = diag(Lkij)k∈{1,...,n}. Moreover, Γ is a block diagonal matrix constituted of a
number N of n×n positive diagonal blocks Γk for k ∈ {1, . . . , N}, and B ∈ RnN is the concatenation
of the vectors Bj ∈ RN for j ∈ {1, . . . , n}. Hence one can easily prove that the assumption of
simultaneous weak diagonal stability of the matrices (Ak)k∈{1,...,N} imply that A is weakly diagonally
stable, by using a N -blocks concatenation D̂ of a diagonal positive matrix D = diag(dj)j∈{1,...,n}
such that DAk + tAkD � 0 for every k ∈ {1, . . . , N}. Note that the assumption that the functions
(cj,k)(j,k)∈{1,...,n}×{1,...,N} are strictly increasing and the assumptions made of the matrices Lj imply
that, if the cone (R+)n is forward invariant by the individual dynamics (3) associated with (Ak, B

k) for
every k ∈ {1, . . . , N}, then the cone ((R+)n)

N is forward invariant by the dynamics of Equation (7).

Definition 3.2. • System (7) is said to be homogeneous when cj,k = hj,k for every j, k (respec-
tively, heterogeneous when cj,k 6= hj,k for some j, k).

• System (7) is said to be parallel if there exists a sequence of functions (hj)j∈{1,...,n} belonging
to R such that hj,k = hj for every k ∈ {1, . . . , N}.
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3.2.3 Synchronization properties

In the following we will denote the Euclidean distance between x ∈ RN and a subspace E of RN by
d(x,E).

Definition 3.3 (Componentwise synchronization). Set j ∈ {1, . . . , n}. We say that the solution
X(t) of Equation (7) achieves j-synchronization if |Xj,q(t) −Xj,k(t)| → 0 when t → +∞, for every
k, q ∈ {1, . . . , N}. In other words, this definition is equivalent to say that d(Xj(t), span(11))→ 0 when
t→ +∞.

Definition 3.4 (Synchronization). We say that the solution X(t) of Equation (7) achieves synchro-
nization if |Xj,q(t)−Xj,k(t)| → 0 when t→ +∞, for every k, q ∈ {1, . . . , N} and every j ∈ {1, . . . , n}.
In other words, this definition is equivalent to say that d(Xj(t), span(11)) → 0 when t → +∞, for
every j ∈ {1, . . . , n}.

Assume that the coupling matrix L ≡ L(α) defined as in Section 3.2.2 depends on a parameter
α > 0 and for every α > 0, denote the steady state of Equation (7) by X̄α ∈ RnN .

Definition 3.5 (Componentwise weak synchronization). Set j ∈ {1, . . . , n}. We say that Equa-
tion (7) achieves j-weak synchronization if X̄α is asymptotically globally stable for Equation (7) and
d((X̄α)j , span(11))→ 0 when α→ +∞, for every k, q ∈ {1, . . . , N}.

Definition 3.6 (Weak synchronization). We say that Equation (7) achieves weak synchronization
is it achieves j-weak synchronization for every j ∈ {1, . . . , n}.

We have the following direct property concerning the dynamics of Equation (7).

Proposition 3.7. Assume that Equation (7) achieves j-weak synchronization for a given j ∈ {1, . . . , n}
(respectively, weak synchronization). Then, for an arbitrary η > 0, there exists α0 > 0 and t0 =
t0(α0) > 0 such that for every t ≥ t0, we have d ((Xα0)j(t),Span(11)) < η (respectively, d ((Xα0)j(t),Span(11)) <
η for every j ∈ {1, . . . , n}).

4 Homogeneous coupling results

We propose to study the homogeneous coupling case as defined in Definition 3.2, where the cou-
pling functions coincide with the internal interaction functions, that is cj,k = hj,k for every (j, k) ∈
{1, . . . , n} × {1, . . . , N}. In this case, Equation (7) can be written as

Ẋ = B + (Ã− L)H(X)− ΓX, (9)

where X(t) ∈ RnN , Ã, L, Γ, B and H are defined as in Section 3.2.2. The latter equation has the
form of Equation (2) in dimension nN , with A = Ã− L.

This will allow us to prove Theorem 4.1 ensuring that, when the assumptions of Section 3 hold
true, each subsystem Xk for k ∈ {1, . . . , N} converges towards a point X̄k of Rn when t → +∞,
where X̄ = (X̄1, . . . , X̄N ) is the globally attractive steady state of the corresponding Equation (9)
in RnN . We prove synchronization towards a steady state in the sense of Definition 3.4 in the case
where X̄k = X̄q for every k, q ∈ {1, . . . , N}. Then we study some weak synchronization properties in
the sense of Definition 3.5. when the coupling strength tends to +∞.
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4.1 Convergence result

First, one can easily prove that A is weakly diagonally stable using a N -blocks concatenation D̂ of
the matrix D as in Section 3.2.2. Indeed, we have, for every X ∈ RnN ,

tXD̂AX = tXD̂ÃX + tXD̂LX

=
N∑
k=1

tXkDAkX
k −

n∑
j=1

dj
tXjLjXj

≤ 0.

A direct application of Lemma 2.1 and Proposition 2.3 ensures the existence of a unique globally
asymptotically stable steady state X̄ for Equation (9).

Theorem 4.1. Assume that
(
(Ak)k∈{1,...,N}, (hjk)(j,k)∈{1,...,n}×{1,...,N}

)
are such that the matrices

(Ak)k∈{1,...,N} are simultaneously weakly diagonally stable and the functions (hjk)(j,k)∈{1,...,n}×{1,...,N}

belong to R. Then Equation (9) has a globally asymptotically stable steady state X̄ ∈ ((R+)n)
N .

In particular, if X̄k = X̄q for every k, q ∈ {1, . . . , N}, then Equation (9) achieves synchronization
in the sense of Definition 3.4.

Remark 4.2. As in the proof of Proposition 2.3, a Lyapunov function can be built explicitely for
Equation (9). For this, consider a positive diagonal matrix D = diag(dj)j∈{1,...,n} such that DAk +
tAkD � 0, for every k ∈ {1, . . . , N}, define, for x ∈ R, Vj,k(x) =

∫ x
x̄j,k

(hjk(z) − hjk(X̄j,k))dz, and

for X ∈ RnN , set V (X) =
∑n

j=1 dj
∑N

k=1 Vj,k(Xj,k). Then we can show that V is a globally positive
definite Lyapunov function for Equation (9), which is radially unbounded and whose time derivative
is globally negative definite.

4.2 Weak synchronization results

In the case of coupling of subsystems whose individual dynamics have different steady states, The-
orem 4.1 proves that the subsystems converge asymptotically towards different points of Rn when
t → +∞. In this section, we set j ∈ {1, . . . , n} such that Lj 6= 0, and we consider Equation (9)
where Lj is replaced by αjLj , where αj > 0 corresponds to the coupling strength associated with
the j-th component, and we prove a j-weak synchronization result in Theorem 4.7. In this case, we
can decompose the matrix L of Equation (8) as L(αj) = L̃+αjL̃j , where L̃ is the block matrix such
that the (q, l)-th n× n block is diag(Lkql(1− δjk))k∈{1,...,n}, for every q, l ∈ {1, . . . , N}, where δjk = 1

is equal to 1 if k = j and δjk = 0 if k 6= j. The matrix L̃j is the block matrix constituted of the n×n
blocks diag(Lkqlδjk)k∈{1,...,n}.

4.2.1 Asymptotic behavior of the steady states

By the computations made in the proof of Lemma 2.1, we have that X̄ ∈ RnN is a steady state of
Equation (9) if and only if X̄ = Γ−1(B + AH(X̄)) = Γ−1

(
B + (Ã− L̃− αjL̃j)H(X̄)

)
. For every

αj > 0, Proposition 2.3 and Lemma 2.1 guarantee the existence of a unique steady state X̄αj solution
of

Γ−1
(
B + (Ã− L̃− αjL̃j)H(X̄αj )

)
− X̄αj = 0.

10



Setting M = Ã− L̃, up to a change ε = 1
αj
> 0, we propose to study the asymptotic behavior when

ε→ 0, ε > 0 of the solution X̄ε of

εΓ−1B + εΓ−1MH(X̄ε)− εX̄ε − Γ−1L̃jH(X̄ε) = 0. (10)

Lemma 4.4 is the key technical result of this section which will allow us to prove the weak synchro-
nization result of Proposition 4.5. Its proof requires the application of an inequality given by next
Lemma that can be found in [17], and which is proved in Appendix A for completeness.

Lemma 4.3. Let K = (Kij)(i,j)∈{1,...,N} be a N × N off diagonal non-negative matrix such that
K11 = 11, tK11 = 11, and let H be defined for y = (y1, . . . , yN ) ∈ RN by H(y) = (h(y1), . . . , h(yN )),
where h is an increasing real function. Then we have, for every y ∈ RN , tH(y)Ky ≤ 0.

4.2.2 Weak synchronization for parallel subsystems

Assume in this section that the system is parallel in the sense of Definition 3.2, that is hj,k = hj for
every (j, k) ∈ {1, . . . , n} × {1, . . . , N}, where the functions (hj)j∈{1,...,n} belong to R.

Lemma 4.4. The sequence (X̄ε)ε>0 is bounded.

Proof. By Equation (10), we obtain

ε‖X̄ε‖2 = ε〈Γ−1B, X̄ε〉+ ε〈Γ−1MH(X̄ε), X̄ε〉 − 〈Γ−1L̃jH(X̄ε), X̄ε〉.

The matrix Γ−1L̃j is a nN × nN block matrix such that for q, l ∈ {1, . . . , N}, the (q, l)-th n × n
block is defined as Γ−1

q diag(Lkqlδjk)k∈{1,...,n}. Hence we can deduce that −Γ−1L̃j is a non-negative off
diagonal matrix such that the sum of each rows and columns is equal to zero. By applying Lemma 4.3,
we obtain −〈Γ−1L̃jH(X̄ε), X̄ε〉 ≤ 0. It follows that

‖X̄ε‖2 ≤ 〈Γ−1B, X̄ε〉+ 〈Γ−1MH(X̄ε), X̄ε〉.

We get the result using the Cauchy-Schwarz inequality and the fact that H is bounded.

As a direct consequence of Lemma 4.4, we obtain Γ−1L̃jH(X̄ε) → 0 by taking the limit ε →
0 in Equation (10). It follows that L̃jH(X̄ε) → 0, when ε → 0. Using the fact that for j ∈
{1, . . . , n} such that Lj 6= 0 we have Ker(Lj) = span(11), we can deduce that for every j ∈ {1, . . . , n},
d(Hj((X̄ε)j), span(11))→ 0 when ε→ 0, where d is defined in Section 3.2.3.

Proposition 4.5. We have d((X̄ε)j , span(11))→ 0 when ε→ 0.

Proof. The proof relies on the following result:

• Let f be a strictly increasing continuous real function, and consider two bounded real sequences
(xn)n≥0 and (yn)n≥0 such that f(xn)− f(yn)→ 0 when n→ +∞. Then we have xn − yn → 0
when n→ +∞.

Up to replacing xn by x̃n = max(xn, yn) and yn by ỹn = min(xn, yn) for every n ≥ 0, one can assume
that xn ≥ yn for every n ≥ 0. By contradiction, assume that there exists η > 0 such that for every
n0 ≥ 0, there exists n ≥ n0 such that |xn − yn| > η. We can extract a subsequence σ : N → N such
that |xσ(n) − yσ(n)| > η for every n ∈ N. By the variations of f , we obtain f(xσ(n)) − f(yσ(n)) >
f(yσ(n) + η)− f(yσ(n)) > 0. Using the fact that (yσ(n))n is a bounded real sequence, we can extract
a converging subsequence yσ̃◦σ(n) converging to ȳ ∈ R when n→ +∞. The function f being strictly
increasing, we deduce the existence of m > 0 such that f(xσ̃◦σ(n)) − f(yσ̃◦σ(n)) > m > 0, for every
n ≥ 0. Hence we get a contradiction.

Using the condition d(Hj((X̄ε)j), span(11)) → 0 when ε → 0, a direct application of the latter
result with f = hj proves the claim of the proposition.
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Remark 4.6. Proposition 4.5 proves that d((X̄ε)j , span(11)) → 0, which guarantees that X̄ε has
asymptotically the same j-th components when ε → 0. However there is no guarantee that (X̄ε)ε
converges as ε→ 0.

In particular, a direct consequence of this fact associated with Theorem 4.1 is the following weak
synchronization result, in the sense of Definition 3.5.

Theorem 4.7. Equation (9) achieves j-weak synchronization when αj → +∞.

Remark 4.8. The same results are valid if instead of considering a unique j ∈ {1, . . . , n} such that
Lj 6= 0 and replacing Lj by αjLj, one would consider a subset C of different j ∈ {1, . . . , n} such that
Lj 6= 0, and replacing every Lj for j ∈ C by αLj, where α > 0 does not depend on j, then taking the
limit α→ +∞. In this case, Equation (9) achieves weak synchronization (on all components) in the
sense of Definition 3.6.

4.2.3 Non-parallel subsystems having shifted interaction functions

Now we propose a direct extension of Theorem 4.7 to the case of subsystems possessing shifted
interaction functions (hj,k)j,k in the following sense. Consider a sequence (hj)j∈{1,...,n} of functions
belonging to R, and assume that for every k ∈ {1, . . . , N}, hj,k(x) = hj(τj,kx), for every x ∈ R,
with a given τj,k > 0. In the case where for j ∈ {1, . . . , n}, we have hj(x) = xs

xs+θsj
for every

x ∈ R, where θj > 0 for every j ∈ {1, . . . , n}, s > 0, we have hj,k(x) = xs

xs+

(
θj
τj,k

)s , so that the latter

case corresponds to the coupling of subsystems possessing different activation thresholds θj
τj,k

, for

(j, k) ∈ {1, . . . , n} × {1, . . . , N}. Under those assumptions, one can easily see that H(X) = H̃(QX),
where for X = (Xj,k)(j,k)∈{1,...,n}×{1,...,N} ∈ RnN , H̃(X) = t

(
tHr(X

1), . . . , tHr(X
k)
)
, with Hr(X

k) =
t
(
h1(X1,k), . . . , hn(Xn,k)

)
for every k ∈ {1, . . . , N}, and Q is the block diagonal matrix composed of

a number N of n× n diagonal blocks Qk = diag(τj,k)j∈{1,...,n}.

Proposition 4.9. The sequence of steady states (X̄ε)ε defined by Equation (10) satisfies

d
(

(X̄ε)j ,Spant(τ−1
j,1 , . . . , τ

−1
j,N )

)
→ 0,

when ε→ 0.

Proof. Following the same steps as in Section 4.2.2, Equation (10) provides

ε〈X̄ε, QX̄ε〉 = ε〈Γ−1B,QX̄ε〉+ ε〈Γ−1MH(X̄ε), QX̄ε〉 − 〈Γ−1L̃jH(X̄ε), QX̄ε〉.

By definition of H and H̃, we have 〈Γ−1L̃jH(X̄ε), QX̄ε〉 = 〈Γ−1L̃jH̃(QX̄ε), QX̄ε〉. Hence we can
immediately deduce the non-negativity of this term by the same arguments as those used in the proof
of Proposition 4.4. Then it follows from the positivity of the matrix Q that the sequence (X̄ε)ε>0

is bounded in this case. We conclude the proof by using the same argument as in the proof of
Proposition 4.5.

For every αj > 0, let Xαj (t) be the solution of Equation (9) such that Xαj (0) = X0, where
X0 ∈ RnN is independent of αj . By the previous facts, we can state the following result, which
is a consequence of the Proposition 4.9 and Theorem 4.1. Roughly speaking, it states that, in the
case of similar cells with perturbed parameters, the shifts between the subsystems are approximately
preserved in the large coupling regime because the coupling term are preponderant in the dynamics
of Equation (9).
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Theorem 4.10. For an arbitrary η > 0, there exists α0 > 0 and t0 = t0(α0) > 0 such that for every
t ≥ t0, we have d

(
(Xα0)j(t),Spant(τ−1

j,1 , . . . , τ
−1
j,N )

)
< η.

Remark 4.11. Assuming that there exists a subset O ⊂ {1, . . . , N} such that τj,k = τj,q for every
k, q ∈ O, the latter result allows to prove that Equation (9) achieves j-weak synchronization among
the subsystems belonging to O. This fact will be illustrated in Section 6.1.2.

5 Heterogeneous coupling results

In this section, we propose to study the general heterogeneous case as defined in Definition 3.2, where
the coupling functions do not coincide with the internal interaction functions, that is, there exist
(j, k) ∈ {1, . . . , n}×{1, . . . , N} such that cj,k 6= hj,k. We start by proving a synchronization result in
Theorem 5.1 in the case where the individual subsystems are parallel and all possess the same steady
state. Then we state a weak synchronization result in Theorem 5.3, under an a priori global stability
assumption.

5.1 Convergence and synchronization results

We assume that for the uncoupled system, every subsystem possess the same steady state, the sub-
systems are parallel (i.e. they possess the same functions (hj)j∈{1,...,n} belonging to R) and (possibly
unbounded) increasing functions (cj)j∈{1,...,n}, and that the matrices (Ak)k∈{1,...,N} are simultaneously
weakly diagonally stable. Assume moreover that cj,k = cj for every (j, k) ∈ {1, . . . , n} × {1, . . . , N}.
The main result of this section proves that, if we are in the case where the subsystems of Equation (7)
have a common steady state x̄ ∈ (R+)n, then the coupling model preserves the individual behavior,
that is every subsystem converge towards x̄ when t → +∞, whatever the choice of the functions
(cj)j∈{1,...,n} may be. This case allows for instance to consider some examples in which the coupling
involves a on/off diffusion as qualitatively explained in Section 3.2.1 with thresholds which are differ-
ent from the thresholds possibly occuring in the individual dynamics. The proof is based on the use
of an explicit Lyapunov function as in Proposition 2.3 which requires the application of Lemma 4.3.

Theorem 5.1. Assume that
(
(Ak)k∈{1,...,N}, (B

k)k∈{1,...,N}, (hj)j∈{1,...,n}
)
are such that Equation (2)

with A = Ak has a steady state x̄ ∈ Rn independent of k ∈ {1, . . . , N}, and define X̄ ∈ RnN by X̄k = x̄
for every k ∈ {1, . . . , N}. Then X̄ is a globally asymptotically stable steady state of Equation (7). In
particular, Equation (7) achieves synchronization in the sense of Definition 3.4.

Proof. Consider a positive diagonal matrixD = diag(dj)j∈{1,...,n} such thatDAk+tAkD ≤ 0, for every
k ∈ {1, . . . , N}. Define, for x ∈ R, Vj,k(x) =

∫ x
X̄j,k

(hj(z) − hj(X̄j,k))dz, and for X ∈ RnN , V (X) =∑n
j=1 dj

∑N
k=1 Vj,k(Xj,k). We are going to show that V is a globally positive definite Lyapunov

function for Equation (7) which is radially unbounded, and whose time derivative is globally negative
definite. First notice that since hj is increasing for every (j, k) ∈ {1, . . . , n} × {1, . . . , N}, each Vj,k
is non-negative and Vj,k(x) = 0 if and only if x = X̄j , hence the same property holds for V . By
definition of X̄, we have

Ẋj = Qj(X)−Qj(X̄)− Γj(Xj − X̄j)− Lj(Cj(Xj)− Cj(X̄j)).
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Hence we get
n∑
j=1

dj

N∑
k=1

d

dt
Vj,k(Xj,k(t)) =

n∑
j=1

dj

N∑
k=1

Ẋj,k(t)(hj(Xj,k(t))− hj(X̄j,k))

=
n∑
j=1

dj
t(Hj(Xj)−Hj(X̄j))Ẋj

=
n∑
j=1

dj
t
(
Hj(Xj)−Hj(X̄j)

) (
Qj(X)−Qj(X̄)

)
−

n∑
j=1

dj
t
(
Hj(Xj)−Hj(X̄j)

)
Γj
(
Xj − X̄j

)
−

n∑
j=1

dj
t
(
Hj(Xj)−Hj(X̄j)

)
Lj
(
Cj(Xj)− Cj(X̄j)

)
=

N∑
k=1

t
(
H̃(Xk)− H̃(X̄k)

)
DAk

(
H̃(Xk)− H̃(X̄k)

)
−

n∑
j=1

dj
t
(
Hj(Xj)−Hj(X̄j)

)
Γj
(
Xj − X̄j

)
−

n∑
j=1

dj
t
(
Hj(Xj)−Hj(X̄j)

)
Lj
(
Cj(Xj)− Cj(X̄j)

)
.

The simultaneous weak diagonal stability of (Ak)k∈{1,...,N} implies that the first term is non-positive.
Using the fact that the functions (hj)j∈{1,...,n} are increasing, we get that

t
(
Hj(Xj)−Hj(X̄j)

)
Γj
(
Xj − X̄j

)
≥ 0

for every j ∈ {1, . . . , n}. There remains to show that

−t
(
Hj ◦ C−1

j (Yj)−Hj ◦ C−1
j (Ȳj)

)
Lj(Yj − Ȳj) ≤ 0,

where Yj = Cj(Xj) and Ȳj = Cj(X̄j). Applying Lemma 4.3, we get that −tHj ◦ C−1
j (x)Ljx ≤ 0

for every x ∈ RN . By definition of X̄, we have X̄j ∈ Span(11) for every j ∈ {1, . . . , n}. As a
consequence, we have Ȳj ∈ Span(11) for every j ∈ {1, . . . , n}, so that we obtain Lj Ȳj = 0 and
tLj

(
Hj ◦ C−1

j

)
(Ȳj) = 0 for every j ∈ {1, . . . , n}. It follows that

−t
(
Hj(Xj)−Hj(X̄j)

)
Lj
(
Cj(Xj)− Cj(X̄j)

)
≤ 0, (K)

for every j ∈ {1, . . . , n}. It follows that d
dtV (X(t)) ≤ 0 for every t ≥ 0. Moreover, we have

t
(
Hj(Xj)−Hj(X̄j)

)
Γj
(
Xj − X̄j

)
= 0 for every j ∈ {1, . . . , n} if and only if X = X̄. The fact

that the functions (hj)j∈{1,...,n} belong to R guarantees that V is radially unbounded, so that the
result is proved.

Remark 5.2. • A remarkable feature is that the Lyapunov function used in the proof of Theo-
rem 5.1 only depends on the individual dynamics, and is independent of the (possibly unbounded)
coupling functions (cj)j∈{1,...,n}, which could be utter importance for the design of Lyapunov
functions for systems having uncertain coupling terms.

• Notice that, in the case of coupling of subsystems having different steady states, nothing guaran-
tees that Inequality (K) is satisfied. The problem of finding suitable conditions for global stability
in this case remains open.
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5.2 Weak synchronization result

Assume in this section that the increasing functions (cj,k)(j,k)∈{1,...,n}×{1,...,N} are bounded, so that
they belong to R. In this case, the existence of a steady state for Equation (7) is guaranteed by the
same arguments as those used in the proof of Lemma 2.1. As in Section 4.2, we set j ∈ {1, . . . , n}
such that Lj 6= 0, and we consider Equation (9) where Lj is replaced by αjLj , where αj > 0 cor-
responds to the coupling strength associated with the j-th component, and define L̃ and L̃j similarly.
By the computations made in the proof of Lemma 2.1, we have that X̄ ∈ RnN is a steady state of
Equation (9) if and only if X̄ = Γ−1(B+AH(X̄)−LC(X)) = Γ−1

(
B + ÃH(X̄)− (L̃+ αjL̃j)C(X̄)

)
.

For every α > 0, an adaptation of Lemma 2.1 guarantees the existence of a unique steady state X̄αj

solution of
X̄α = Γ−1

(
B + ÃH(X̄αj )− (L̃+ αjL̃j)C(X̄αj )

)
.

An application of the same arguments as in Section 4.2 proves that in the case where cj,k = cj for
every (j, k) ∈ {1, . . . , n} × {1, . . . , N}, where (cj)j∈{1,...,n} are functions belonging to R, we have
d((X̄αj )j , span(11))→ 0 when αj → +∞. An immediate consequence is the following result.

Theorem 5.3. Assume that, for every αj > 0, Equation (7) admits a unique globally asymptotically
stable steady state X̄αj ∈ ((R+)n)N , and that cj,k = cj for every (j, k) ∈ {1, . . . , n} × {1, . . . , N},
where (cj)j∈{1,...,n} are functions belonging to R. Then Equation (7) achieves j-weak synchronization
when αj → +∞.

6 First application: coupling of two dimensional (−,+) damped os-
cillators

We focus in this section on the example of the coupling of two dimensional oscillators, whose individual
dynamics has already been given in the introduction. To this aim, we define

O =

{
(A,B) ∈M2(R)× R2 | A =

(
−w1 k1

−k2 −w2

)
, B = t(0, k2), w1, w2, k1, k2 > 0

}
,

and

Õ =

{
(A,B) ∈ O | w1w2 ≥

(k1 − k2)2

2

}
.

One can show that for every j ∈ {1, . . . , n}, we have (Ax + B)j ≥ 0 for every x = (x1, . . . , xn) ≥ 0
such that xj = 0 and (A,B) ∈ O. Considering two functions h1, h2 belonging to R such that
h1(0) = h2(0) = 0, we obtain that (R+)2 is invariant by the dynamics of Equation (2) associated
with (A,B). Furthermore, for a sequence (Ak, B

k)k∈{1,...,N} belonging to Õ, one can check that
Ak + tAk � 0, for every k ∈ {1, . . . , N}. It follows that the matrices (Ak)k∈{1,...,N} are simultaneously
weakly diagonally stable.

6.1 Synchronization in the homogeneous coupling case

Here we consider a network of N = 4 coupled two dimensional oscillators given by a sequence
(Ak, B

k)k∈{1,...,N} belonging to Õ and satisfying Equation (4), whose two components are coupled

through the symmetric matrices L1 = L2 = α


−2 1 0 1
1 −2 1 0
0 1 −2 1
1 0 1 −2

. Note however that our results

also work with non-symmetric coupling matrices, under the assumptions stated in Section 3.2.2.
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6.1.1 Weak synchronization in the parallel case h1k = h1 and h2k = h2 for every k ∈
{1, . . . , N}.

Consider non-negative functions h1, h2 belonging to R such that h1(0) = h2(0) = 0, and a family
of functions (h1k)k∈{1,...,N} which are identically equal to h1, and a family of non-negative functions
(h2k)k∈{1,...,N} which are identically equal to h2. By Theorem 4.1, for every α ≥ 0, each subsystem
converges to a point of (R+)2, and the two components of the subsystems achieve weak synchronization
asymptotically when α→ +∞ in the sense of Theorem 4.7. We illustrate this phenomenon on Figure 2
with N = 4 and hj(x) = xs

xs+θsj
for every x ∈ R, s ≥ 2, j ∈ {1, 2}, where θj > 0, and arbitrary other

parameters of the system. We plotted the subsystems that can be identified from the solutionXα(t) of
Equation (9) such that Xα(0) = X0 ∈ R8 for t ≥ 0. On Figure 2(a), we have plotted the trajectories
of each subsystem without coupling, i.e. α = 0 from t = 0 to t = T = 50. Subsystem 1 is plotted
in green, subsystem 2 in red, subsystem 3 in blue, subsystem 4 in magenta, and we notice that the
trajectories converge towards different points. On Figure 5(b), we have plotted the trajectories of
each subsystem with α = 50 from t = 0 to t = T = 50. The trajectories converge toward very close
points, in accordance with the result of Theorem 4.7.
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Figure 2: Trajectories of 4 coupled different two dimensional oscillators with Hill functions of order
s = 15, T = 50, thresholds θ1 = 1, θ2 = 1.2.

6.1.2 Partial synchronization for non-parallel shifted systems

In the case of subsystems with different interaction functions, we propose to illustrate the results
of Section 4.2.3 when N = 4. Consider a non-negative functions h1, h2 belonging to R such that
h1(0) = h2(0) = 0, and two families of functions (h1k)k∈{1,...,N}, (h2k)k∈{1,...,N} such that h11(x) =
h1(x), h12 = h1(τ12x), h13(x) = h1(τ12x), h14(x) = h1(x), h21(x) = h2(x), h22 = h2(τ22x), h23(x) =
h2(τ22x), h24(x) = h2(x), where τ12 6= 1 and τ22 6= 1 are positive, as in Theorem 4.10. We consider the
subsystems that can be identified from the solution Xα(t) of Equation (9) such that Xα(0) = X0 ∈ R8

for t ≥ 0. By Theorem 4.1, for every α ≥ 0, each subsystem converges to a point of (R+)2, and the two
components of the subsystems 1 and 4 (respectively, 2 and 3) are close for large enough α ≥ 0 and t,
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as claimed in Theorem 4.10. We illustrate these phenomena on Figure 3 with N = 4, hj(x) = xs

xs+θsj

for every x ∈ R, s ≥ 2, j ∈ {1, 2}, where θj > 0, τ22 = 0.8 and τ12 = 0.5, and arbitrary other
parameters of the system. Define θ̃j = θjτj2 for j ∈ {1, 2}. We plotted the subsystems identified from
the solution Xα(t) of Equation (9) such that Xα(0) = X0 ∈ R8 for t ≥ 0. Subsystem 1 is plotted
in green, subsystem 2 in red, subsystem 3 in blue, subsystem 4 in magenta, and we notice that
subsystems 1 and 4 (respectively, 2 and 3) seem to converge towards very close points, in accordance
with Theorem 4.10.
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Figure 3: Trajectories of coupled different oscillators with Hill functions of order s = 15, T = 50,
thresholds θ1 = 1, θ2 = 1.2, τ22 = 0.8, τ12 = 0.5.

6.2 Synchronization in the heterogeneous coupling case

Here we consider a network of N = 4 coupled two dimensional oscillators given by a sequence
(Ak, B

k)k∈{1,...,N} belonging to Õ and satisfying Equation (4), whose two components are coupled

through the symmetric matrices L1 = L2 = α


−2 1 0 1
1 −2 1 0
0 1 −2 1
1 0 1 −2

. We illustrate the results of

Section 5.1 on Figure 5 by taking hj(x) = xs

xs+θsj
, cj(x) = xs

xs+θ̃j
s for every x ∈ R, s ≥ 2, with

θj > 0, θ̃j > 0 for j ∈ {1, 2}. The coupling functions (cj)j∈{1,2} between the subsystems is assumed
to depend on the thresholds (θ̃j)j∈{1,2}, which are different from the thresholds (θj)j∈{1,2} of the
internal dynamics. We plotted the subsystems that can be identified from the solution Xα(t) of
Equation (7) such that Xα(0) = X0 ∈ R8 for t ≥ 0 Subsystem 1 is plotted in green, subsystem
2 in red, subsystem 3 in blue, subsystem 4 in magenta, and we notice that every subsystem seem
to converge towards a common steady state which is very close to the point (θ1, θ2), in accordance
with Theorem 5.1. When there is no coupling (α = 0), the thresholds θ̃j > 0 for j ∈ {1, 2} have no
influence on the dynamics, while their influence can be seen when α > 0.
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Figure 4: Trajectories of coupled identical oscillators choosing Hill functions both as internal interac-
tion and coupling functions, whose order is s = 40, and the thresholds are θ1 = 1, θ2 = 1.2, θ̃1 = 0.7,
θ̃2 = 1.4, and the final time T = 50.

7 Second application: stabilization of multistable systems

A challenging task for genetic regulatory networks is the stabilization of their steady states, and
several control strategies have been proposed for instance in [10] in the PWA setting or in [8] in the
smooth setting. For diffusively coupled bistable systems, we studied in [3] some control strategies for
synchronization involving the two asymptotically stable steady states of the individual systems in the
PWA case.

7.1 General feedback control result

Consider a sequence (Ak, B
k)k∈{1,...,N}, and let X̄k ∈ (R+)n be a steady state of Equation (7) asso-

ciated with (Ak, B
k), set X̄ = (X̄1, . . . , X̄N ), and consider the controlled equation

Ẋ = B + ÃH(X)− ΓX − LC(X) + U(X), (11)

where X(t) ∈ RnN , where Ã and L are defined as in Section 3.2.2. For every X ∈ RnN , the control
U(X) ∈ RnN is a bounded feedback control which is under the form U(X) = P (H(X) − H(X̄)),
where

P =


P1 0 . . . 0

0 P2
. . .

...
...

. . . . . . 0
0 . . . 0 PN


is a concatenation of n× n real matrices (Pk)k∈{1,...,N}.

A feedback control U is said to be admissible when the matrices (Pk)k∈{1,...,N} are such that the
cone (((R+)n)N ) is forward invariant by the dynamics of Equation (11) (i.e. the non-negativity of
the variables is preserved for biological sense).
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Assume that for every k ∈ {1, . . . , N}, the matrices (Ak+Pk) are simultaneously weakly diagonally
stable, and that the feedback control U(X) = P (H(X)−H(X̄)) is admissible. Whatever the choice
of the matrices (Ak)k∈{1,...,N} may be, the latter conditions are satisfied, for instance when for every
k ∈ {1, . . . , N}, Pk = −βId, where Id is the identity n×n matrix, and β > 0 is large enough. Noticing
that Equation (11) admits X̄ as a steady state, we can apply the results of the sections 4 and 5.1 in
order to deduce the following global convergence results in different frameworks:

• Homogeneous coupling case: if cjk = hjk for every j ∈ {1, . . . , n} and k ∈ {1, . . . , N}
(without supplementary assumptions on the steady state X̄), then the solutions of Equation (11)
globally converge towards X̄.

• Heterogeneous coupling case: if X̄k = X̄q, hjq = hjk, and cjq = cjk for every j ∈ {1, . . . , n},
k, q ∈ {1, . . . , N}, then the solutions of Equation (11) globally converge towards X̄.

Remark 7.1. Such a control strategy requires the precise knowledge of the individual steady states,
which is a hard task in practice. However, note that in the PWA limit, such a control strategy only
depends on the regular domains to which the state X(t) belongs and not of its exact value, as it would
be the case for instance if U(X) was a linear feedback under the form U(X) = P (X − X̄).

7.2 Stabilization of coupled bistable switch systems

We focus in this section on the example of the coupling of two dimensional identical bistable switch
systems, whose individual dynamics are described by

ẋ1 = −γ1x1 + k1h1(x2) (B)
ẋ2 = −γ2x2 + k2h2(x1),

where γj , kj > 0, and hj(x) = xsj

xsj+θ
sj
j

with sj ≥ 2 for every j ∈ {1, 2}. It is known (see for

instance [8]) that for sj ≥ 2 large enough, such system has three steady states:

• Two locally asymptotically stable steady states x̄, x̃ belonging to (R+)2.

• A saddle point xundiff belonging to (R+)2, called undifferentiated state.

In this section we propose to use the methodology exposed in Section 7.1 in order to synchronize
coupled bistable subsystems at an arbitrary steady state. In particular, the control strategy will
work to obtain synchronization of subsystems whose individual dynamics are driven by Equation (B)
towards their undifferentiated steady state xundiff. To the best of the authors’ knowledge, the latter
problem has not been explored yet, and it is an challenging task due to the role of xundiff in cell
differentiation (see, for instance [4, 19]).

To this aim, we define

S =

{
(A,B) ∈M2(R)× R2 | A =

(
−w1 k1

k2 −w2

)
, B ≥ 0, w1, w2, k1, k2 > 0

}
,

and

S̃ =

{
(A,B) ∈ S | w1w2 ≥

(k1 + k2)2

2

}
.

One can show that for every j ∈ {1, . . . , n}, we have (Ax + B)j ≥ 0 for every x = (x1, . . . , xn) ≥ 0
such that xj = 0 and (A,B) ∈ S. Considering two functions h1, h2 belonging to R such that
h1(0) = h2(0) = 0, we obtain that (R+)2 is invariant by the dynamics of Equation (2) associated
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with (A,B). Furthermore, for a sequence (Ak, B
k)k∈{1,...,N} belonging to S̃, one can check that

Ak + tAk � 0, for every k ∈ {1, . . . , N}. It follows that the matrices (Ak)k∈{1,...,N} are simultaneously
weakly diagonally stable. Now consider a sequence (Ak, B

k)k∈{1,...,N}, where Bk ≥ 0 and Ak has the

form
(
−w1 k1

k2 −w2

)
, with w1, w2 ≥ 0, k1, k2 > 0 for every k ∈ {1, . . . , N}. Nevertheless, assume

that there exists at least an integer k ∈ {1, . . . , N} such that (Ak, B
k) /∈ S̃. In particular, the case

where the dynamics is described by Equation (B) satisfies the latter hypothesis. Define for every a
2 × 2 non-positive diagonal matrix Ps = −βId with β ≥ 0 such that (Ak + Ps, B

k) ∈ S̃ for every
k ∈ {1, . . . , N}. Select for every k ∈ {1, . . . , N}, a steady state X̄k of Equation (3) associated with
(Ak, B

k), and set X̄ = (X̄1, . . . , X̄N ). Consider the corresponding controlled Equation (11) with
U(X) = P (H(X)−H(X̄)), where

P =


Ps 0 . . . 0

0 Ps
. . .

...
...

. . . . . . 0
0 . . . 0 Ps


is a concatenation of the n× n real matrix Ps. Notice that the latter equation has a biological sense
provided that the cone ((R+)2)N is forward invariant under its flow. In accordance with the definition
of Ã and L given in Section 3.2.2, we consider a matrix Ã depending on the sequence (Ak)k∈{1,...,N}

and a coupling matrix L depending on the matrices L1 = L2 = α


−2 1 0 1
1 −2 1 0
0 1 −2 1
1 0 1 −2

 with α > 0.

On Figure 5, we propose to illustrate the corresponding global convergence results obtained in
Section 7.1, by simulating Equation (11) both in the homogeneous and heterogeneous coupling cases,
focusing on identical bistable switch systems that we stabilize at their common undifferentiated point
xundiff. Note that, in the homogeneous coupling case, the control strategy also works for the coupling
of systems having different steady states.

8 Conclusion

In this work, we proposed some new structural properties that guaranteed synchronization of genetic
regulatory networks, which is a crucial task for applications to real life complex systems’ modeling
and control. More specifically we introduced the notion of weak synchronization in the large coupling
regime, and we showed that this property holds for a large class of coupling mechanisms, then we
illustrated this phenomenon for coupled damped oscillators. We also proposed a feedback control
strategy which stabilizes a network of coupled toggle switch systems at their undifferentiated point.
The aim of the further research in this direction is to get a suitable convergence criterion for het-
erogeneous networks of systems possessing different steady states, and to extend our methods to the
synchronization of systems having sustained oscillatory behaviors.

A Proof of Lemma 4.3

Proof. LetK be defined as in the claim of the lemma. By simple considerations, we show the existence
of α > 0 such that A = 1

αK + Id is a non-negative doubly stochastic matrix. We propose to prove
that, for every non-negative doubly stochastic matrix A, we have

tH(y)Ay − tH(y)y ≤ 0, (12)
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Figure 5: Stabilization of four identical coupled bistable switch systems towards the undifferentiated
point

for every y ∈ RN . Indeed, once this is proved, the result can be deduced using the inequality
1
α
tH(y)Ky ≤ 0, for every y ∈ RN .
Let A be a non-negative doubly stochastic matrix. According to the Birkhoff Von-Neumann

Theorem, A can be decomposed as a convex combination of permutation matrices according, that
is, there exist N ×N permutation matrices (Pj)j∈{1,...,k} and real numbers (θj)j∈{1,...,k} belonging to
[0, 1] satisfying

∑k
j=1 θj = 1, such that A =

∑k
j=1 θjPj . Hence we can reduce the problem of showing

Inequality (12) to showing that, for every permutation matrix P , we have

tH(y)Py − tH(y)y ≤ 0, (13)

for every y ∈ RN . Using the fact that permutations can be decomposed as products of disjoint
support cycles, it is sufficient to show the result when P is a cycle.

We propose to show the Inequality (13) by induction on the length l of the cycle σ (whose matrix
is P in the canonical basis of RN ):

• For l = 2, consider a transposition σ = (k j), with k, j ∈ {1, . . . , N}. Then we have tH(y)Py −
tH(y)y = (yk − yj)(h(yj)− h(yk)), for every y ∈ RN , and the claim is true because h is strictly
increasing.

• Set l ∈ {1, . . . , N}, and assume that for every cycle σ (whose matrix is P in the canonical basis
of RN ) of length l, we have tH(y)Py − tH(y)y ≤ 0, for every y ∈ RN . Consider a cycle σ̃ of
length l + 1, associated with a N × N matrix P̃ . Up to a reordering of the components of
y ∈ RN , we can assume that σ̃ = (1 · · · l + 1). By such a choice, we have

tH(y)P̃ y − tH(y)y =
∑

j∈supp(σ̃)

h(yj)(yσ̃(j) − yj).
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For a fixed y ∈ RN , let k̄ ∈ {1, . . . , N} be such that yk̄ ≥ yk for every k ∈ {1, . . . , N}, define
the cycle σ = (1 · · · k̄− 1 k̄+ 1 · · · l+ 1) of length l, and denote the N ×N matrix associated
with σ by P . Then we can write

tH(y)P̃ y − tH(y)y =
∑

j∈supp(σ)

h(yj)(yσ(j) − yj) + (yk̄+1 − yk̄)(h(yk̄)− h(yk̄−1))

=tH(y)Py − tH(y)y + (yk̄+1 − yk̄)(h(yk̄)− h(yk̄−1)).

By the induction hypothesis, we have tH(y)Py − tH(y)y ≤ 0. The definition of k̄ and the fact
that h is strictly increasing prove that (yk̄+1 − yk̄)(h(yk̄) − h(yk̄−1)) ≤ 0, and we obtain that
tH(y)P̃ y − tH(y)y ≤ 0.

We get the result by induction.
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