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Résumé. Dans cette étude nous proposons une nouvelle paramétrisation du générateur
d’un réseau antagoniste génératif (GAN) adaptée aux données issues d’une distribution
à queue lourde. Nous apportons une analyse de l’erreur d’approximation en norme uni-
forme d’un quantile extrême par le GAN ainsi construit. Des simulations numériques sont
réalisées sur des données réelles et simulées.

Mots-clés. Théorie des valeurs extrêmes, réseau de neurones, modèle génératif

Abstract. In this study, we propose a new parametrization for the generator of a
Generative adversarial network (GAN) adapted to data from heavy-tailed distributions.
We provide an analysis of the uniform error between an extreme quantile and its GAN
approximation. Numerical experiments are conducted both on real and simulated data.

Keywords. Extreme value theory, neural networks, generative models

1 Introduction

In this paper we are interested in approximating the quantile function qX defined by
qX(u) := F←

X (u) = inf{x : FX(x) ≥ u}, for all level of quantiles u ∈ [0, 1), where FX is
an unknown cumulative distribution function on X ⊆ R. Clearly, extreme quantiles are
observed as u → 1 and will be our region of interest. The objective is, starting from an
i.i.d. sample set {Xi ∈ X}ni=1, to build a generator Gθ : Z → X from a parametric family
of functions G = {Gθ}θ∈Θ and mapping a random variable Z : Z → Rd with known
density pZ to the data support X . In this study, we shall consider Z ∼ U(0, Id) and
denote by pθ the density associated with Gθ (Z). Then, for each pθ, θ ∈ Θ, is a potential
candidate to approximate pX = F ′

X . In a neural network architecture, this setting is
related to Generative Adversarial Networks (GAN) [7].
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Let X be a random variable associated with FX supposed to be continuous and strictly
increasing. We focus on the case of heavy-tailed distributions, i.e. when FX is attracted
to the maximum domain of Pareto-type distributions with tail-index γ > 0. From [2], the
survival function F̄X := 1− FX of such a heavy-tailed distribution can be expressed as

(H1): F̄X(x) = x−1/γ#X(x), where #X is a slowly-varying function at infinity i.e. such
that #X(λx)/#X(x) → 1 as x → ∞ for all λ > 0.

In such a case, F̄X is said to be regularly-varying with index −1/γ at infinity, which is
denoted for short by F̄X ∈ RV−1/γ. The tail-index γ tunes the tail heaviness of the dis-
tribution function FX . Assumption (H1) is recurrent in risk assessment, since actuarial
and financial data are most of the time heavy-tailed, see for instance the recent stud-
ies [1, 3] or the monographs [6, 9]. As a consequence of the above assumptions, the tail
quantile function x (→ qX(1 − 1/x) is regularly-varying with index γ at infinity, see [5,
Proposition B.1.9.9], or, equivalently,

qX(u) = (1− u)−γL

(
1

1− u

)
, (1)

for all u ∈ (0, 1) with L a slowly-varying function at infinity. Clearly qX(u) → ∞ as u → 1
but is pretty smooth elsewhere. This type of function does not seem to be consistent with
a neural network approximation framework since the latter mainly consists in making a
linear combination of bounded functions, which is very unlikely to approximate diverging
functions. This argument is confirmed by the Universal Approximation Theorem [4]
stating that a one hidden layer neural network can approximate any continuous function
on a compact set.

2 Contribution

In order to build a tail-index function which may be well approximated by a neural
network, the quantile function (1) is rewritten in a logarithmic scale and normalized to
avoid exploding issues at the boundaries. Without of loss of generality, one can assume
that η := P(X ≥ 1) )= 0 and, since, we focus on the upper tail behavior of X, introduce
the random variable Y = X given X ≥ 1. It follows that the quantile function of Y is
given by qY (u) = qX(1 − (1 − u)η), for all u ∈ (0, 1). Thus, we define the Tail-Index
function (TIF) as

fTIF(u) := −
log qX

(
1− (1− u)η

)

log(1− u2)− log 2
,

for all u ∈ (0, 1). The main contribution of this work is to combine the TIF analysis
based on Extreme Value Theory with GANs in order to address the general issue of
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neural network approximation for extremes. Let ϕTIF : R2 → R be the non-linear TIF
transformation with

ϕTIF(x, u) :=

(
1− u2

2

)−x

.

In addition, let e ∈ R6 be a vector of functions mapping from [0, 1] to R and α ∈ R6 be
a vector of parameters. Thus, we define the Tail-GAN with a generator GTIF

ψ : Rd → R
where the j-th output component is defined as

GTIF(j)
ψ (Z) = ϕTIF

(
G(j)

ψ (Z), Z(j)
)
,

and ψ = (θ,α) with

G(j)
ψ (Z) = G(j)

θ (Z) +
〈
e
(
Z(j)

)
, α

〉
.

The selection of functions in e and optimal parameter α is based on the following approx-
imation results dealing with the regularity properties of fTIF and the construction of its
regularized extension.

3 Approximation results

Our first result describes the behaviour of fTIF in the neighborhood of 0 and 1.

Proposition 1 Under (H1), fTIF is a continuous and bounded function on [0, 1]. Be-
sides, fTIF(0) = 0 and fTIF(u) → γ as u → 1.

Focusing on the behavior of the first derivative of the TIF, extra assumptions on FX , or
equivalently on L, are necessary such that fTIF is differentiable. Consider the Karamata
representation of the slowly-varying function L [5, Definition B1.6]:

L(x) = c(x) exp

(∫ x

1

ε(t)

t
dt

)
,

where c(x) → c∞ as x → ∞ and ε is a measurable function such that ε(x) → 0 as x → ∞.
Our second main assumption then writes:

(H2): c(x) = c∞ > 0 for all x ≥ 1 and ε(x) = xρ#(x) with # ∈ RV0 and ρ < 0.

The assumption that c is a constant function is equivalent to assuming that L is normal-
ized [8] and ensures that L is differentiable. The condition ε ∈ RVρ with ρ < 0 entails
that L(x) → L∞ ∈ (0,∞) as x → ∞. Besides, (H2) entails that FX satisfies the so-called
second-order condition which is the cornerstone of all proofs of asymptotic normality in
extreme-value statistics. We shall also consider the assumption:
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(H3): # is normalized.

The latter condition ensures that # is differentiable on (0, 1) and thus that L and qX are
twice differentiable on (0, 1). Our second result provides the behaviour of the first order
derivative of fTIF in the neighborhood of 0 and 1.

Proposition 2 Assume (H1) and (H2) hold. Then, fTIF is continuously differentiable
on (0, 1) and

∂uf
TIF(0) =

γ + ε (1/η)

log(2)
,

∂uf
TIF(u) → ∞ as u → 1. (2)

It is possible to build regularized version of fTIF by removing the diverging components
in the neighborhood of u = 1. To this end, consider

fR(u) := fTIF(u)− 〈e(u), α〉 , (3)

where e : R → R6 is not described here for the sake of conciseness. Regularity properties
of fR are established in the next Proposition.

Proposition 3

(i) If (H1) holds, then

lim
u→0

fR(u) = lim
u→1

fR(u) = 0. (4)

(ii) If, moreover, (H2) holds with ρ < −1, then fR is continuously differentiable on [0, 1]
and

lim
u→0

∂uf
R(u) = lim

u→1
∂uf

R(u) = 0. (5)

(iii) If, moreover, (H3) holds with ρ < −2, then fR is twice continuously differentiable on
[0, 1].

Given the above regularity properties, it is possible to establish the convergence rate of
the uniform error for a one hidden layer neural network depending on the parameter ρ.

Theorem 4 Let σ be a ReLU function. There exists a neural network with J neurons
and real coefficients {γj,λj, bj}j=1,...,J such that:

1. For −2 < ρ < −1,

sup
t∈[0,1]

∣∣∣∣∣f
R(t)−

J∑

j=1

γjσ (λjt+ bj)

∣∣∣∣∣ = O (Jρ) ,
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2. for ρ ≤ −2,

sup
t∈[0,1]

∣∣∣∣∣f
R(t)−

J∑

j=1

γjσ (λjt+ bj)

∣∣∣∣∣ = O
(
J−2

)
.

Numerical experiments will be presented in the communication in order to compare the
realizations of traditional GANs with our Tail-GAN in two situations: simulated data
from heavy-tailed distributions and real financial data from public source.
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