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Abstract

We define a small-step semantics for the untyped λ-calculus,
that traces the β-reductions that occur during evaluation. By
abstracting the computation traces, we reconstruct 𝑘-CFA
using abstract interpretation, and justify constraint-based
𝑘-CFA in a semantic way. The abstract interpretation of the
trace semantics also paves the way for introducing widening
operators in CFA that go beyond existing analyses, that are
all based on exploring a finite state space. We define ∇CFA, a
widening-based analysis that limits the cycles in call stacks,
and can achieve better precision than 𝑘-CFA at a similar cost.

CCS Concepts: • Software and its engineering→ Auto-

mated static analysis; • Theory of computation→ Op-

erational semantics; Program analysis; Abstraction; Func-
tional constructs.

Keywords: λ-calculus, control flow analysis, program traces,
abstract interpretation, widening
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1 Introduction

Control-flow analysis (CFA) [25, 42] is a family of static
analyses whose goal is to determine which functions can
be called at a given program point. For this purpose, CFAs
generally compute two maps: a cache that determines the
closures that each program point may evaluate to, and an
environment that describes the values that could be assigned
to each variables. With this information, it becomes possible
to inline functions, and to remove safely some dynamic tag
checks that must be performed in dynamically-typed lan-
guages. CFA of higher-order or object-oriented languages
is difficult, since the control flow graph of a program is not
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static. Thus, CFAs try to compute over-approximations of the
dynamic call graph. In the functional language community,
two main research tracks on CFAs have emerged.
A first group of work has employed constraints to model

the conditions under which a solution to a CFA problem is
correct. Work in this vein [13, 16, 31, 33, 46] transforms a
given program into a logical constraintÐusually set-based
constraintsÐthat must be solved by a second programÐthe
constraint solver. We refer to this research as łconstraint-
based analysisž (CBA).

A second group of work has focused on analysing abstract
machines, and devised abstract interpretations of (small-step)
abstract-machine-based semantics [15, 18, 28, 28]. In this łab-
stracting abstract machinesž (AAM) research track, the low-
level elements of abstract machinesÐenvironments, stores,
continuation stacksÐmust be abstracted. A related approach
has been applied to definitional (big-step) interpreters [4, 9].
The methodology of abstract interpretation [3] has been

successfully applied to the AAM approach to justify the
soundness of AAM-based analyses. The CBA approach, on
the other hand, has focused on syntactic techniques, such as
preservation properties, similar to the syntactic type sound-
ness technique. More semantic justifications for the CBA
approach, based on abstract interpretation, are still missing.
Although they differ in many ways, the AAM and CBA

families have something in common: to ensure the termina-
tion of their analyses, they both perform approximations so
that their search space becomes finite. Based on the finiteness
of the search space, they are able to prove complexity results
for CFAs [43]. This finiteness, however, impedes the use of
abstract domains with unbounded heights. One such domain
is the interval domain, that abstracts sets of integers. The
restriction to a finite search space has also diminished the at-
tention to widening techniques [3] for CFAs. While widening
is often necessary to ensure the termination of analysers, it
is also beneficial in finite domains, where it accelerates the
convergence to a solution.

In this paper, we seek to reconcile CFA with abstract inter-
pretation in two ways. First, we show that the control-flow
analysis of a λ-term is an abstraction of its execution trace.
This trace records two kinds of events: which function calls
occurred, and which values were returned at a program
point. This suffices to reconstruct the caches and environ-

ments found in CFAs. We designed the semantics so that
the events track the contexts in which they are produced
(at which program point, and after which function call). We

482

https://www.acm.org/publications/policies/artifact-review-and-badging-current
https://doi.org/10.1145/3453483.3454057
https://doi.org/10.1145/3453483.3454057


PLDI ’21, June 20ś25, 2021, Virtual, Canada Benoît Montagu and Thomas Jensen

show how to recover the usual notion of call strings [40] from
this contextual information. This provides a formalisation
of the folklore knowledge that łcontext-sensitivity is trace
partitioningž. This process of building traces and abstracting
them is general [2] and can be applied with benefits to other
static analyses. Based on this abstraction, we give a modular

soundness proof of the constraint-based approach.
In a second stage, we derive by abstract interpretation the
∇CFA analysis, an expressive control-flow analysis that is
built on a infinite domain, and that employs widening to
ensure convergence. The precision of this analysis indicates
that further research on widening techniques for CFAs is
worthwhile.

The contributions of the paper are organised as follows:

• We define a simple, substitution-based small-step se-
mantics for the λ-calculus, that tracks the values pro-
duced in each evaluation contexts and the β-reductions
that are performed during reduction (ğ2).
• We define a stack of abstractions (ğ3) from which we
build the global environment and cache found in stan-
dard CFAs [33] out of the computation trace of a pro-
gram. As a methodology, we derive for each abstrac-
tion layer the constraints that are satisfied by the ab-
stracted semantics. At the end of our abstraction stack,
we obtain a family of CFAs that generalise 𝑘-CFA, and
that is parameterised by context sensitivity policies.
• Using the previous abstractions, we define a semantic
criterion for the solutions of a constraint-based CFA
problem. Using this criterion, we give a novel,modular

proof of soundness for the constraint rules of 𝑘-CFA
(ğ4), where each rule is verified separately. This gives
a semantic justification for constraint-based CFA.
• Based on our semantic development, we present ∇CFA
(ğ5), a novel control-flow analysis that goes beyond
the finite state abstraction used in traditional CFAs.
∇CFA employs a widening operator, that is used at
specific points, that are determined by the 𝑘∗ heuristic
by limiting call strings to łat most 𝑘 cyclic call sitesž. It
can replace the łlast 𝑘 call sitesž heuristic from 𝑘-CFA.
• Based on the implementation of the analysis, we dis-
cuss experimental results (ğ6), by comparing 0-CFA
and 1-CFA with our new analysis and heuristics on
a set of example programs taken from the literature.
The new analysis takes advantage of non-finite integer
domains, such as intervals, to compute more precise
approximations with a similar computational cost.

2 A Labelled λ-Calculus

2.1 Syntax

We assume the existence of three infinite sets X, L and P.
The set of variables X contains variables, that are denoted
by the metavariables x, y, z. The set L contains labels, that
are denoted by the metavariable ℓ . Labels are put on lambda

abstractions and serve to identify binding sites of variables.
The set P contains program points (also called locations), that
are denoted by the metavariable 𝑝 .

Definition 2.1 (Syntax). The set of terms T is inductively
defined as follows:

𝑡 ∈ T ::= x (Variables)
| 𝜆ℓx. 𝑡 (Abstraction)
| 𝑡 𝑡 (Application)
| [𝑡]𝑎 (Annotation)

The terms of the language are the terms of the untyped
λ-calculus extended with the annotation construct [𝑡]𝑎 , that
has no computational meaning, but is used to collect infor-
mation about the evaluation of 𝑡 using the annotation 𝑎.
We introduce two kinds of annotations: program points

𝑝 ∈ P and function calls Call(𝜆ℓx. 𝑡, 𝑣). Program point anno-
tations will serve to record (syntactic) call sites, and func-
tion call annotations to keep track of the terms actually
applied in the call. Annotation paths 𝜋 are sequences of an-
notations, and will serve as contexts. For example, a term

[(𝜆ℓx. 𝑡) 𝑣]𝑝 reduces to [[𝑡 [x ← 𝑣]]Call(𝜆
ℓ x. 𝑡,𝑣) ]𝑝 , and any

subsequent reduction will happen in a context of the form
𝜋 = 𝑝 ·Call(𝜆ℓx. 𝑡, 𝑣) ·𝜋 ′. This context tells us that the call site
of the actual call is 𝑝 . We let 𝛿 range over call site paths i.e.
those annotation paths that only consist of program points.
We write 𝜋1 · 𝜋2 for the concatenation of paths.

Definition 2.2 (Annotations and paths).

𝑎 ≜ 𝑝 | Call(𝜆ℓx. 𝑡, 𝑣) (Annotations)
𝜋 ≜ 𝜀 | 𝜋𝑎 (Annotation paths)

𝛿 ∈ D ≜ 𝜀 | 𝛿𝑝 (Call site paths)

The set of free variables fv 𝑡 of a term 𝑡 follows the stan-
dard definition. We write 𝑡 [x ← 𝑢] for the term 𝑡 where
the variable x is replaced by the term 𝑢 (without capture
of variables). We omit its definition. The set of values V is
standard for a call by value 𝜆-calculus.

Definition 2.3 (Values). 𝑣 ∈ V ::= 𝜆ℓx. 𝑡

2.2 Small-Step Semantics

The small-step semantics is a mostly standard call by value re-
duction semantics, but extended with events that are emitted
at certain reduction steps. A 𝛽𝑣-redex is reduced by substi-
tuting the actual argument for the formal argument, and by
emitting an event 𝛽 (𝜋, 𝜆ℓx. 𝑡, 𝑣) signalling that a β-reduction
has been performed. Similarly, the reduction of a value under
an annotation is done by discarding the annotation and re-
turning the value. This reduction emits an event Ret(𝜋, 𝑎, 𝑣)
recording that the value was returned at that annotation
(program point or function call). The path component 𝜋 of
an event will be used to keep track of the execution history
that led to the emission of that eventÐwe explain its use
in more detail below. The set of traces T is the set of finite
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(possibly empty) sequences of events. We write tr1 ++ tr2 for
the concatenation of traces.

Definition 2.4 (Events and traces).

e ≜ Ret(𝜋, 𝑎, 𝑣) | 𝛽 (𝜋, 𝜆ℓx. 𝑡, 𝑣) (Events)
tr ∈ T ≜ 𝜀 | e, tr (Traces)

The operational semantics uses the following operator for
prefixing all events in a trace with an annotation path 𝜋 .

Definition 2.5 (Prefixing by a path).

𝜋 · Ret(𝜋 ′, 𝑎, 𝑣) ≜ Ret(𝜋 · 𝜋 ′, 𝑎, 𝑣)

𝜋 · 𝛽 (𝜋 ′, 𝜆ℓx. 𝑡, 𝑣) ≜ 𝛽 (𝜋 · 𝜋 ′, 𝜆ℓx. 𝑡, 𝑣)

𝜋 · 𝜀 ≜ 𝜀

𝜋 · (e, tr) ≜ (𝜋 · e), (𝜋 · tr)

The notation 𝑡
e
−→ 𝑢 denotes that the term 𝑡 reduces in one

step to 𝑢, and during this reduction, produces the event e.
The definition of the one-step reduction follows:

(𝜆ℓx. 𝑡) 𝑣
𝛽 (𝜀,𝜆ℓ x. 𝑡,𝑣)
−−−−−−−−−→ [𝑡 [x← 𝑣]]Call(𝜆

ℓ x. 𝑡,𝑣)

[𝑣]𝑎
Ret(𝜀,𝑎,𝑣)
−−−−−−−→ 𝑣

𝑡
e
−→ 𝑡 ′

𝑡 𝑢
e
−→ 𝑡 ′𝑢

𝑡
e
−→ 𝑡 ′

𝑣 𝑡
e
−→ 𝑣 𝑡 ′

𝑡
e
−→ 𝑢

[𝑡]𝑎
𝑎 ·e
−−→ [𝑢]𝑎

As we mentioned earlier, the contraction of a 𝛽𝑣-redex
performs a substitution and encloses the reduct in an anno-
tation, so as to remember that the reductions that will follow
happen in the context of a function call. This is indeed what
is meant by the contextual rule for annotations: any event
that is emitted under an annotation is reported by prefixing
that event with the annotation. Thus, annotations record the
contexts of reductions.

The reflexive transitive closure is written 𝑡
tr
−→
∗
𝑢, and

defined as follows:

𝑡
𝜀
−→
∗
𝑡

𝑡1
e
−→ 𝑡2 𝑡2

tr
−→
∗
𝑡3

𝑡1
e,tr
−−→
∗
𝑡3

The rule for reflexivity traces no event, and the rule for
transitivity collects the events in the order they occur.

Lemma 2.6. The following inference rules are valid:

𝑡1
tr1
−−→
∗
𝑡2 𝑡2

tr2
−−→
∗
𝑡3

𝑡1
tr1++tr2
−−−−−→

∗
𝑡3

𝑡
tr
−→
∗
𝑢

[𝑡]𝑎
𝑎 ·tr
−−→
∗
[𝑢]𝑎

We give an example of term reduction in Fig. 1. The first
step in the evaluation reduces the term annotated with 1

which returns a function. Similarly, the second step eval-
uates the term annotated with 5 to produce the argument
to the function. The third step is the β-reduction that ap-
plies the function to the argument, emitting a β-event which
states that a β-reduction occurred in the context 0. The two
following return steps illustrate how the same lambda term
𝜆ℓ2y. [y]6 can be returned under different annotations (here,

[[𝜆ℓ1x. [[x]3 [x]4]2]1 [𝜆ℓ2y. [y]6]5]0

Ret(0,1,𝜆ℓ1 x. [ [x]3 [x]4 ]2)
−−−−−−−−−−−−−−−−−−→ [(𝜆ℓ1x. [[x]3 [x]4]2) [𝜆ℓ2y. [y]6]5]0

Ret(0,5,𝜆ℓ2y. [y]6)
−−−−−−−−−−−−−→ [(𝜆ℓ1x. [[x]3 [x]4]2) (𝜆ℓ2y. [y]6)]0

𝛽 (0,𝜆ℓ1 x. [ [x]3 [x]4 ]2,𝜆ℓ2y. [y]6)
−−−−−−−−−−−−−−−−−−−−−−−→ [[[[𝜆ℓ2y. [y]6]3 [𝜆ℓ2y. [y]6]4]2]𝐶1 ]0

Ret(0·𝐶1 ·2,3,𝜆
ℓ2y. [y]6)

−−−−−−−−−−−−−−−−−→ [[[(𝜆ℓ2y. [y]6) [𝜆ℓ2y. [y]6]4]2]𝐶1 ]0

Ret(0·𝐶1 ·2,4,𝜆
ℓ2y. [y]6)

−−−−−−−−−−−−−−−−−→ [[[(𝜆ℓ2y. [y]6) (𝜆ℓ2y. [y]6)]2]𝐶1 ]0

𝛽 (0·𝐶1 ·2,𝜆
ℓ2y. [y]6,𝜆ℓ2y. [y]6)

−−−−−−−−−−−−−−−−−−−−−−→ [[[[[𝜆ℓ2y. [y]6]6]𝐶2 ]2]𝐶1 ]0

Ret(0·𝐶1 ·2·𝐶2,6,𝜆
ℓ2y. [y]6)

−−−−−−−−−−−−−−−−−−−→ [[[[𝜆ℓ2y. [y]6]𝐶2 ]2]𝐶1 ]0

Ret(0·𝐶1 ·2,𝐶2,𝜆
ℓ2y. [y]6)

−−−−−−−−−−−−−−−−−−→ [[[𝜆ℓ2y. [y]6]2]𝐶1 ]0

Ret(0·𝐶1,2,𝜆
ℓ2y. [y]6)

−−−−−−−−−−−−−−−−→ [[𝜆ℓ2y. [y]6]𝐶1 ]0

Ret(0,𝐶1,𝜆
ℓ2y. [y]6)

−−−−−−−−−−−−−−→ [𝜆ℓ2y. [y]6]0

Ret(𝜀,0,𝜆ℓ2y. [y]6)
−−−−−−−−−−−−−→ 𝜆ℓ2y. [y]6

where the event 𝐶1 = Call(𝜆ℓ1x. [[x]3 [x]4]2, 𝜆ℓ2y. [y]6) and
the event 𝐶2 = Call(𝜆ℓ2y. [y]6, 𝜆ℓ2y. [y]6).

Figure 1. Example of reductions in the labelled λ-calculus.

3 and 4), thereby distinguishing when it is used as a function
and as an argument. The context in those two return events
is the path 0 · 𝐶1 · 2 which contains the information that
the returned value was obtained by first evaluating the call
site annotated with 0, thereby initiating the call 𝐶1, which
in turn led to the call site labelled 2.

2.3 Trace Collecting Semantics

We use 𝜎 to range over value substitutions, i.e. finite map-
pings from variables to closed values. The expression 𝑡 · 𝜎

denotes the application of the value substitution 𝜎 to the
term 𝑡 : it amounts to replacing every free occurrence of x in 𝑡
with𝜎 (x). Wewrite𝜎 [x ↦→ 𝑣] for the substitution𝜎 extended
with a new binding that maps x to 𝑣 . Given a set of substitu-
tions I, we write I[x ↦→ 𝑣] for the set {𝜎 [x ↦→ 𝑣] | 𝜎 ∈ I},
and write I[x ↦→ 𝑆] for the set {𝜎 [x ↦→ 𝑣] | 𝜎 ∈ I, 𝑣 ∈ 𝑆}.

We consider the following semantics for terms that, given
a set of input substitutions, produces a set of pairs, composed
of the execution trace and the output value.

Definition 2.7. L𝑡MI ≜ {(tr, 𝑣) | 𝑡 · 𝜎
tr
−→
∗
𝑣, 𝜎 ∈ I}

Definition 2.8 (Semantic preorder). We write tr1 ≤ tr2
when tr1 is a sub-sequence of tr2. It is an order relation.
We use the same symbol to denote the following pre-order
on sets of traces and values:

𝑆1 ≤ 𝑆2 ≜ ∀(tr1, 𝑣) ∈ 𝑆1, ∃tr2, tr1 ≤ tr2 ∧ (tr2, 𝑣) ∈ 𝑆2 .

The pre-order ≤ will serve as the approximation ordering.
Larger sets of traces and values are less precise, in the sense
that they might contain more traces and output values, and
might also contain traces with more events.
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Program reduction and trace ordering are related by the
following lemma:

Lemma 2.9 (Preservation). If 𝑡1
tr
−→
∗
𝑡2, then L𝑡2MI ≤ L𝑡1MI .

The above lemma is central for our semantic framework: it
implies that any correct over-approximation of the semantics
of 𝑡1 (in the sense of ≤) is necessarily a sound approximation
of any reduct of 𝑡1. In other words, the semantic property
of being a sound approximation is preserved by reduction.
This fact is crucial for the preservation property of CFA
constraints from ğ4 (Lemma 4.2). The proof of Lemma 2.9 is
direct: the output values of 𝑡1 and 𝑡2 are the same, and the
trace produced by 𝑡2 is a suffixÐand thus a sub-sequenceÐof
the trace of 𝑡1.

In the rest of this paper, we will only consider fully anno-

tated terms as our source language, i.e. terms where variables,
applications and abstractions are enclosed in exactly one an-
notation, which must be a program point. A fully annotated
value is an abstraction of a fully annotated term.

For each abstraction that we define in the rest of the pa-
per, we derive the inclusion properties that are satisfied by
the abstract semantics. These inclusions naturally lead to
the design of analysers in the style of big-step static inter-
preters [4, 9], that follow the structure of programs.

For fully annotated terms, we get the following inclusions
for the trace semantics:

Lemma 2.10 (Semantic inclusions for annotated terms).

L[x]𝑝MI = {(Ret(𝜀, 𝑝, 𝜎 (x)), 𝜎 (x)) | 𝜎 ∈ I}

L[𝜆ℓx. 𝑡]𝑝MI = {(Ret(𝜀, 𝑝, (𝜆ℓx. 𝑡) · 𝜎), (𝜆ℓx. 𝑡) · 𝜎) | 𝜎 ∈ I}

L[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝MI ⊆



(𝑝 · tr1 ++ 𝑝 · tr2++

𝛽 (𝑝, 𝜆ℓx. [𝑡3]
𝑝3 , 𝑣2)++

𝑝 · Call(𝜆ℓx. [𝑡3]
𝑝3 , 𝑣2) · tr3++

Ret(𝑝,Call(𝜆ℓx.[𝑡3]
𝑝3 , 𝑣2), 𝑣3)

++Ret(𝜀, 𝑝, 𝑣3),

𝑣3)

������������

(tr1, 𝜆
ℓx.[𝑡3]

𝑝3 ) ∈ L[𝑡1]
𝑝1MI

∧ (tr2, 𝑣2) ∈ L[𝑡2]
𝑝2MI

∧ (tr3, 𝑣3) ∈ L[𝑡3]
𝑝3MI[x↦→𝑣2 ]




For variables, the semantics produces return events only,
where the returned values are read in the possible input
substitutions. The case for functions is similar: the returned
values are functions whose free variables are substituted for
the values given by the input substitutions.

In the inclusion for fully annotated applications, the execu-
tion trace tr3 that corresponds to the function call is enclosed
in the following two events: the event 𝛽 (𝑝, 𝜆ℓx. [𝑡3]

𝑝3 , 𝑣2)

that denotes the start of the function call, and the event
Ret(𝑝,Call(𝜆ℓx. [𝑡3]

𝑝3 , 𝑣2), 𝑣3), that denotes the return from
that function call. Interestingly, the same trace tr3 is prefixed
with the location 𝑝 · Call(𝜆ℓx. [𝑡3]

𝑝3 , 𝑣2), that records which
function call is considered, and where it happened. In usual
CFA analyses for functional languages, only the locus 𝑝 of
the function call is remembered.

T → ℘(X
fin
→ V) → ℘(T × V)

T → ℘(X
fin
→ V) → ℘(T × V)

𝛼e𝛾e event selection (ğ3.1)

T → ℘(X
fin
→ V) → ℘(R(V) × C(V) × V)

𝛼h𝛾h history oblivion (ğ3.2)

T → ℘(X
fin
→ V) → ℘(R(V) × C(V))

𝛼NoVal𝛾NoVal output oblivion (ğ3.3)

T → ℘(X
fin
→ V) → ℘(R(V)) × ℘(C(V))

𝛼IA𝛾IA independent attribute for pairs (ğ3.3)

T → ℘(X
fin
→ V) → R(V) × C(V)

𝛼EC𝛾EC independent attribute for maps (ğ3.3)

T → (X
fin
→ ℘(V)) → R(V) × C(V)

𝛼M𝛾M independent attribute for inputs (ğ3.4)

T → (X
fin
→ ℘(Clos)) → R(Clos) × C(Clos)

𝛾clos closure abstraction (ğ3.5)

T → R(Ĉlos) × (X
fin
→ (L × D)) → R(Ĉlos) × C(Ĉlos)

𝛾
Ĝ indirection abstraction (ğ3.6)

T → R(Ĉlos) × (X
fin
→ (L × D)) → R(Ĉlos) × C(Ĉlos)

𝛼D (𝜙)𝛾D (𝜙) context projection (ğ3.7)

Figure 2. Abstraction steps.

3 A Systematic Reconstruction of CFA

Standard control flow analyses for a program 𝑡 construct two
objects as results of the analysis. The first object is a global
environment 𝜌 that records the set of values that variables of
𝑡 could have been assigned to. To distinguish between several
instances of variables, variables are distinguished by their
calling contextÐsometimes also called memento [31, 33] or
instances [37]. A global environment maps a pair (x, 𝛿) of a
variable and its calling context to a set of abstract values. The
global environment is called global store in the AAM line of
work. In this paper, instead of taking variables and contexts
(x, 𝛿) as keys of global environments, we choose binding sites
(corresponding to λ-abstractions) and contexts (ℓ, 𝛿) as keys.
This choice is technical and can be ignored in a first read:
it ensures that our definitions do not depend on the names

of variables, and are consistent with the 𝛼-equivalence of
λ-terms. We write R(𝐴) ≜ (L × D) → ℘(𝐴) for the type of
global environments that contain sets of elements of type 𝐴.
The second object computed by a CFA is a global cache

𝐶 , that maps every sub-term of the program 𝑡Ðidentified by
their program pointsÐto a set of abstract values that denotes
the possible evaluation results of that sub-term. Similarly
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to global environments, different versions of sub-terms are
distinguished by their evaluation contexts. A global cache
therefore maps a pair (𝑝, 𝛿) of a program point and an eval-
uation context to a set of abstract values. Some analyses
remove the need of a cache by working with administrative
normal forms (ANF), where every sub-term is bound to a
variable. We write C(𝐴) ≜ (P × D) → ℘(𝐴) for the type of
global caches that contain sets of elements of type 𝐴.
In this section, we show how to reconstruct the environ-

ments and caches of 𝑘-CFA as abstractions of the trace-based
semantics. The abstraction strategy is summarised in Fig. 2.
Most abstractions form Galois connections [3]. A Galois con-
nection between partially ordered sets is defined as follows:

Definition 3.1 (Galois connection). We write (𝐴, ≤𝐴) ⇆
𝛾
𝛼

(𝐵, ≤𝐵) when for any 𝑎 ∈𝐴 and 𝑏 ∈𝐵, 𝛼 (𝑎) ≤𝐵 𝑏 ⇔ 𝑎≤𝐴𝛾 (𝑏).

The first stages of abstractionÐstarting from the bottom
of Fig. 2Ðare responsible for selecting events in the traces,
and forgetting about the ordering of events. After these pre-
liminary steps, we have built environments and caches of
types R(V) and C(V), that contain sets of values. Then, in-
puts are abstracted and finally values are abstracted by the
closure abstraction and the indirection abstraction. These
two abstractions are not Galois connections, as there is no
best way to perform these abstractions, but they still lead to
correct analyses.

The closure abstraction builds abstract closures, composed
of some code and some environment, that maps variables to
sets of abstract closures. Then, the indirection abstraction
introduces intermediate names of type L×D: at this level, ab-
stract closures are composed of some code together with an
environment that maps variables to names. This indirection
is similar to the indirection used in the small-step semantics
of the AAM line of work, where names are called addresses.
Finally, the last abstraction step modifies the calling con-

texts in names using a projection function 𝜙 : we recover
𝑘-CFA by choosing 𝜙 (𝛿) = ⌊𝛿⌋𝑘 , that is the truncation to the
last 𝑘 elements of 𝛿 .

In the following subsections, we define the abstractions of
the semantics and, at some key steps, show how they impact
the semantic inclusions. We exploit those inclusions in ğ4 to
semantically justify the constraints of 𝑘-CFA.

3.1 Abstraction of Events

We select events by performing two transformations on
traces. First, we select the call sites in the contexts of events.
The call sites are the program points that occur just before
a Call(𝑣1, 𝑣2) annotation. Recall the example from ğ2.1 with

[(𝜆ℓx. 𝑡) 𝑣]𝑝 that reduces to [[𝑡 [x← 𝑣]]Call(𝜆
ℓ x. 𝑡,𝑣) ]𝑝 . Subse-

quent reductions will happen in a context of the form 𝜋 =

𝑝 ·Call(𝜆ℓx. 𝑡, 𝑣) · 𝜋 ′, recording that the call site of the actual
call is 𝑝 . Thus, to recover the standard call site information
we just need to keep the information calls(𝜋) = 𝑝 · calls(𝜋 ′).
The call filtering is extended to events and traces as follows:

Definition 3.2 (Call filtering).

On paths: calls 𝜀 ≜ calls(𝑎 · 𝜀) ≜ 𝜀

calls(𝑝 · Call(𝑣1, 𝑣2) · 𝜋) ≜ 𝑝 · calls𝜋
calls(𝑝1 · 𝑝2 · 𝜋) ≜ calls(𝑝2 · 𝜋)

On events: calls(Ret(𝜋, 𝑎, 𝑣)) ≜ Ret(calls𝜋, 𝑎, 𝑣)
calls(𝛽 (𝜋, 𝑣1, 𝑣2)) ≜ 𝛽 (calls𝜋, 𝑣1, 𝑣2)

On traces: calls 𝜀 ≜ 𝜀

calls(e, tr) ≜ (calls e), (calls tr)

We deliberately drop the Call annotations, because our
goal is to recover eventually the call strings that are used in
𝑘-CFA. We leave to future work the question of keeping Call
annotations to obtain other forms of context sensitivity.
The second selection pass on events consists in keeping

only events that are labelled by program pointsÐas opposed
to call annotations. This is simply done as follows:

Definition 3.3 (Event filtering).

ret 𝜀 ≜ 𝜀

ret(𝛽 (𝜋, 𝑣1, 𝑣2), tr) ≜ 𝛽 (𝜋, 𝑣1, 𝑣2), ret tr
ret(Ret(𝜋, 𝑝, 𝑣), tr) ≜ Ret(𝜋, 𝑝, 𝑣), ret tr

ret(Ret(𝜋,Call(𝑣1, 𝑣2), 𝑣), tr) ≜ ret tr

By composing the two filter functions, we obtain the ab-
straction function 𝛼e for events, together with its correspond-
ing concretization 𝛾e:

Definition 3.4 (Event abstraction and concretization).

𝛼e (𝑆) ≜ {(ret ◦ calls(tr), 𝑣) | (tr, 𝑣) ∈ 𝑆}
𝛾e (𝑆) ≜ {(tr, 𝑣) | ret ◦ calls(tr) ≤ tr′ ∧ (tr′, 𝑣) ∈ 𝑆}

Lemma 3.5. The functions 𝛼e and 𝛾e form a Galois connec-

tion: (℘(T × V), ≤) ⇆
𝛾e
𝛼e
(℘(T × V), ≤).

The proof relies on the monotonicity of calls and ret with
respect to the sub-sequence order.
The function 𝛼eL𝑡MI for a fully annotated term 𝑡 satisfies

the following inclusions:

Lemma 3.6 (Semantic inclusions after event abstraction).
𝛼eL[x]

𝑝MI = {(Ret(𝜀, 𝑝, 𝜎 (x)), 𝜎 (x)) | 𝜎 ∈ I}

𝛼eL[𝜆
ℓx. 𝑡]𝑝MI = {(Ret(𝜀, 𝑝, (𝜆ℓx. 𝑡) · 𝜎), (𝜆ℓx. 𝑡) · 𝜎) | 𝜎 ∈ I}

𝛼eL[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝MI ≤



(tr1 ++ tr2++
𝛽 (𝑝, 𝜆ℓx. [𝑡3]

𝑝3 , 𝑣2)++

𝑝 · tr3 ++ Ret(𝜀, 𝑝, 𝑣3),
𝑣3)

��������

(tr1, 𝜆
ℓx. [𝑡3]

𝑝3 ) ∈ 𝛼eL[𝑡1]
𝑝1MI

∧ (tr2, 𝑣2) ∈ 𝛼eL[𝑡2]
𝑝2MI

∧ (tr3, 𝑣3) ∈ 𝛼eL[𝑡3]
𝑝3MI[x↦→𝑣2 ]




Compared to Lemma 2.10, we notice that the events and
contexts involved in a call annotation have been removed.
In particular, the trace tr3 that corresponds to the evaluation
of the function body obtained from 𝑡1 is now only prefixed
by the call site 𝑝 , i.e. the program point of the application.

3.2 Unordered History Abstraction

In this abstraction step, we forget the order of events in the
computation trace. Instead of a trace, we produce two maps
that contain sets of values.
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The first map is a global environment that inspects the
β-reduction events and remembers on which arguments the
functions were called, and in which context. This environ-
ment map is defined by the env function.
The second map is a global cache, that reads the return

events and remembers which values were produced for the
different program points, and in which context. This cache
map is defined by the cache function.

Definition 3.7 (Building environments and caches).

env(𝜀) ≜ ¤∅

env(Ret(𝛿, 𝑝, 𝑣), tr) ≜ env tr

env(𝛽 (𝛿, 𝜆ℓx. 𝑡, 𝑣), tr) ≜ {(ℓ, 𝛿) ↦→ {𝑣}} + env tr

cache(𝜀) ≜ ¤∅

cache(Ret(𝛿, 𝑝, 𝑣), tr) ≜ {(𝑝, 𝛿) ↦→ {𝑣}} + cache tr

cache(𝛽 (𝛿, 𝑣1, 𝑣2), tr) ≜ cache tr

The definitions of env and cache rely on the following
operations on maps with a set-valued range.

Definition 3.8 (Operations and relations on maps).

¤∅ ≜ 𝜆𝑘.∅

{𝑘 ↦→ 𝑆} ≜ 𝜆𝑘 ′.if 𝑘 ′ = 𝑘 then 𝑆 else ∅
𝜋 ·𝑚 ≜ 𝜆(𝑥, 𝜋 ′).if 𝜋 ′ = 𝜋 · 𝜋 ′′ then𝑚(𝜋 ′′) else ∅

𝑚1 +𝑚2 ≜ 𝜆𝑘.𝑚1 (𝑘) ∪𝑚2 (𝑘)

𝑚1 ¤⊆ 𝑚2 ≜ ∀𝑘,𝑚1 (𝑘) ⊆ 𝑚2 (𝑘)

The above definitions comprise the empty map, the sin-
gleton map, how to prefix a map with a path, how to take
the union of two maps, and how to compare them. The defi-
nitions of history abstraction and concretization follow.

Definition 3.9 (History abstraction and concretization).

𝛼h (𝑆) ≜ {(env tr, cache tr, 𝑣) | (tr, 𝑣) ∈ 𝑆}

𝛾h (𝑆) ≜ {(tr, 𝑣) | env tr ¤⊆ 𝜌 ∧ cache tr ¤⊆ 𝐶 ∧ (𝜌,𝐶, 𝑣) ∈ 𝑆}

𝑆1⊑𝑆2 ≜ ∀(𝜌1,𝐶1, 𝑣1) ∈ 𝑆1, ∃(𝜌2,𝐶2, 𝑣2) ∈ 𝑆2,

𝜌1 ¤⊆ 𝜌2 ∧𝐶1 ¤⊆ 𝐶2 ∧ 𝑣1 = 𝑣2

Lemma 3.10. (℘(T×V), ≤) ⇆
𝛾h
𝛼h
(℘(R(V) ×C(V) ×V), ⊑)

The proof relies on the monotonicity of env and cache.
We write 𝐴h = 𝛼h ◦𝛼e for the chaining of the abstractions

we have defined so far. The abstract semantics of a fully
annotated term 𝐴hL𝑡MI satisfies the following inclusions:

Lemma 3.11 (Semantic inclusions after history abstraction).
𝐴hL[x]

𝑝MI = {( ¤∅, {(𝑝, 𝜀) ↦→ {𝜎 (x)}}, 𝜎 (x)) | 𝜎 ∈ I}

𝐴hL[𝜆
ℓx. 𝑡]𝑝MI = {( ¤∅, {(𝑝, 𝜀) ↦→{𝑣}}, 𝑣) | 𝑣 = (𝜆

ℓx. 𝑡) ·𝜎, 𝜎 ∈I}

𝐴hL[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝MI ⊑



(𝜌1 + 𝜌2 + 𝑝 · 𝜌3+

{(ℓ, 𝑝) ↦→ {𝑣2}},

𝐶1 +𝐶2 + 𝑝 ·𝐶3+

{(𝑝, 𝜀)) ↦→ {𝑣3}},

𝑣3)

����������

(𝜌1,𝐶1, 𝜆
ℓx. [𝑡3]

𝑝3 ) ∈ 𝐴hL[𝑡1]
𝑝1MI

∧ (𝜌2,𝐶2, 𝑣2) ∈ 𝐴hL[𝑡2]
𝑝2MI

∧ (𝜌3,𝐶3, 𝑣3) ∈ 𝐴hL[𝑡3]
𝑝3MI[x↦→𝑣2 ]




The call site 𝑝 prefixes the environment 𝜌3 and cache 𝐶3

that result from the evaluation of the function body of the

application. Moreover, the global environment records that
the arguments of these functions contain the possible values
for the arguments of the application. Finally, the global cache
remembers that the whole term, i.e. the program point 𝑝 in
the empty environment, evaluates to the possible values of
the function body.

3.3 Forgetting Output Values and Creation of

Environments and Caches

The next abstraction steps are administrative, simple, and
use mostly standard Galois connections. We only give a brief
sketch of how they work.

First, we only keep the environment and the cache, using
the abstraction function 𝛼NoVal (𝑆) ≜ {(𝜌,𝐶) | ∃𝑣, (𝜌,𝐶, 𝑣) ∈

𝑆}. Then, we separate environments from caches: using the
function 𝛼IA (𝑆) ≜ ({𝜌 | ∃𝐶, (𝜌,𝐶) ∈ 𝑆}, {𝐶 | ∃𝜌, (𝜌,𝐶) ∈

𝑆}), we transform sets of pairs of maps into pairs of sets of
maps. Finally each setÐof environments or cachesÐis ab-
stracted as a mapÐan environment or a cache, respectivelyÐ
using the function 𝛼M (𝑆) ≜ 𝜆𝑘.

⋃
𝑚∈𝑆𝑚(𝑘) to abstract the

maps, and 𝛼EC (𝑆1, 𝑆2) ≜ (𝛼M (𝑆1), 𝛼M (𝑆2)) to abstract their
pairs. All these functions are adjoints of Galois connections.
We define the function 𝐴EC ≜ 𝛼EC ◦ 𝛼IA ◦ 𝛼NoVal ◦ 𝐴h,

that stacks up all the abstractions we have defined so far.
The semantic inclusions for the abstract semantics of a fully
annotated term 𝐴ECL[𝑡]𝑝MI are easily obtained, by noticing
that for a term [𝑡]𝑝 with an output value 𝑣 and a cache 𝐶
obtained by 𝐴hL[𝑡]

𝑝MI , we always have {𝑣} ⊆ 𝐶 (𝑝, 𝜀).

3.4 Abstracting Inputs

The next abstraction abstracts the set of inputs I. We trans-
form this set of substitutionsÐi.e. maps from variables to
valuesÐinto a map from variables to sets of values, using the
Galois connection⇆

𝛾M
𝛼M

we defined in the previous section.
We denote by 𝐸 the maps from variables to sets of values.
The abstract semantics 𝐴ECL[𝑡]𝑝M𝛾M (𝐸) of a fully annotated
term [𝑡]𝑝 satisfies the following inclusions:

Lemma 3.12 (Semantic inclusions after input abstraction).

𝐴ECL[x]𝑝M𝛾M (𝐸) ¤⊆
2
( ¤∅, {(𝑝, 𝜀) ↦→ 𝐸 (x)})

𝐴ECL[𝜆ℓx.𝑡]𝑝M𝛾M (𝐸) = (
¤∅, {(𝑝, 𝜀) ↦→{(𝜆ℓx.𝑡) · 𝜎 | 𝜎 ∈𝛾M (𝐸)}})

𝐴ECL[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝M𝛾M (𝐸) ¤⊆
2
(𝜌1 + 𝜌2 + 𝜌3,𝐶1 +𝐶2 +𝐶3)

where (𝜌1,𝐶1) = 𝐴ECL[𝑡1]
𝑝1M𝛾M (𝐸)

and (𝜌2,𝐶2) = 𝐴ECL[𝑡2]
𝑝2M𝛾M (𝐸)

𝜌3 =
∑

𝜆ℓ x. [𝑡3 ]𝑝3 ∈𝐶1 (𝑝1,𝜀) 𝑝 · fst ◦𝐴ECL[𝑡3]
𝑝3M𝛾M {x↦→𝐶2 (𝑝2,𝜀) }

+{(ℓ, 𝑝) ↦→ 𝐶2 (𝑝2, 𝜀)}

𝐶3 =
∑

𝜆ℓ x. [𝑡3 ]𝑝3 ∈𝐶1 (𝑝1,𝜀)

let 𝐶 ′3 = snd ◦𝐴ECL[𝑡3]
𝑝3M𝛾M {x↦→𝐶2 (𝑝2,𝜀) } in

𝑝 ·𝐶 ′3 + {(𝑝, 𝜀) ↦→ 𝐶 ′3 (𝑝3, 𝜀)}

In the case of variables, the cache is built by reading the
set of possible values in the environment.
For λ-abstractions, the cache uses the set of values that

results from closing the λ-abstraction being analysed under
all the possible substitutions that belong to the concretized
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environment. In other words, it is a closure with a set of
possible closing environments. We abstract these sets of
closures in the next section.

For applications, the environments and caches are built by
combining the environments and caches that are computed
for each sub-term of the application with the ones that are
obtained for the functions 𝜆ℓx. [𝑡3]

𝑝3 that may be called. The
environment 𝜌3 records which arguments were given to the
possibly called functions, whereas the cache 𝐶3 reports that
the result of the whole application contains the results of the
execution of every executed function body. Interestingly, the
terms [𝑡3]

𝑝3 are analysed in a context that does not involve
the initial context 𝛾M (𝐸), because 𝜆

ℓx. [𝑡3]
𝑝3 is a closed value,

and therefore the body [𝑡3]
𝑝3 needs no other input than

one for its argument x. For this argument x, we provide the
possible values for the arguments of the call.

3.5 Closure Abstraction

In this abstraction step, we introduce an abstract domain to
represent sets of closures. An abstract closure is composed of
a valueÐa λ-abstractionÐand an environment that assigns
to each of the free variables of the value a set of abstract
closures. The definition of this abstract domain is recursive.
This abstract domain will be the starting point of the new
analysis ∇CFA we describe in ğ5.

Definition 3.13 (Abstract closures and their concretization).

Clos ≜ V × G G ≜ X
fin
→ ℘(Clos)

𝛾G ≜ 𝛾M ◦ 𝛾clos 𝛾clos = map𝛾 ′
clos

𝛾 ′
clos
(𝑆) ≜

⋃
⟨𝜆ℓ x. 𝑡,Γ⟩∈𝑆 {(𝜆

ℓx. 𝑡) ·𝜎 | 𝜎 ∈ 𝛾G (Γ))}

The concretization of a set of closures builds the set of
values for each closure in the set by closing over all the
possible environments, and then takes the union of those
sets. The inclusions for the abstracted semantics follow:

Lemma 3.14 (Semantic inclusions after closure abstraction).

𝐴ECL[x]𝑝M𝛾G (Γ) ¤⊆
2
𝛾clos ( ¤∅, {(𝑝, 𝜀) ↦→ Γ(x)})

𝐴ECL[𝜆ℓx.𝑡]𝑝M𝛾G (Γ) ¤⊆
2
𝛾clos ( ¤∅, {(𝑝, 𝜀) ↦→{⟨𝜆

ℓx.𝑡, Γ |fv(𝜆ℓ x. 𝑡 )⟩}})

𝐴ECL[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝M𝛾G (Γ) ¤⊆
2
𝛾clos (𝜌1 + 𝜌2 + 𝜌

′
3,𝐶1 +𝐶2 +𝐶

′
3)

where 𝐴ECL[𝑡1]
𝑝1M𝛾G (Γ) ¤⊆

2
𝛾clos (𝜌1,𝐶1)

and 𝐴ECL[𝑡2]
𝑝2M𝛾G (Γ) ¤⊆

2
𝛾clos (𝜌2,𝐶2)

𝜌 ′3 =
∑

𝑐=⟨𝜆ℓ x. [𝑡3 ]𝑝3 ,Γ3⟩∈𝐶1 (𝑝1,𝜀) 𝑝 ·𝜌3 (𝑐)+{(ℓ, 𝑝) ↦→𝐶2 (𝑝2, 𝜀)}

𝐶 ′3 =
∑

𝑐=⟨𝜆ℓ x. [𝑡3 ]𝑝3 ,Γ3⟩∈𝐶1 (𝑝1,𝜀) 𝑝 ·𝐶3 (𝑐)+{(𝑝, 𝜀) ↦→𝐶3 (𝑐) (𝑝3, 𝜀)}

where ∀𝑐 = ⟨𝜆ℓx. [𝑡3]
𝑝3 , Γ3⟩ ∈ 𝐶1 (𝑝1, 𝜀),

𝐴ECL[𝑡3]
𝑝3M𝛾G (Γ3,x:𝐶2 (𝑝2,𝜀))

¤⊆
2
𝛾clos (𝜌3 (𝑐),𝐶3 (𝑐))

There are two main differences compared to the inclu-
sions of Lemma 3.12. First, in the case of λ-abstractions, an
abstract closure is now built, using the input environment
to form the closure. Second, in the case of applications, we
obtain abstract closures ⟨𝜆ℓx. [𝑡3]

𝑝3 , Γ3⟩ by analysing [𝑡1]
𝑝1 .

The bodies [𝑡3]
𝑝3 of these closures are then analysed in the

environment Γ3 extended by mapping x to the values from
𝐶2 (𝑝2, 𝜀), i.e. the possible values of the argument 𝑡2.

3.6 Indirection Abstraction

The indirection abstraction is the most complex of this pa-
per, and constitutes a crucial step to eventually recover the
textbook definition of 𝑘-CFA. The idea of the abstraction
is to introduce an indirection through names to break the
recursion cycle in the definition of closures. Here, we choose
call strings as names. Previous work from the AAM family
have developed this idea too, also to break circularity. They
baked the indirection in their semantics using a global store.

The new abstract closures 𝑐 ∈ Ĉlos are composed of a

λ-abstraction and an environment Γ̂ ∈ Ĝ that assigns to each
free variable a binding label ℓ and a name 𝛿Ðas opposed to
a set of closures as done in ğ3.5. The binding label refers to
the binding site of the variable, and the name 𝛿 refers to the
context in which the variable has been assigned to a value.

Definition 3.15 (Indirection abstraction).

Ĉlos ≜ V × Ĝ Ĝ ≜ X
fin
→ (L × D)

⟨𝜆ℓx. 𝑡, Γ⟩ A
𝜌

Ind
𝑆 iff ∃Γ̂, ⟨𝜆ℓx. 𝑡, Γ̂⟩ ∈ 𝑆 ∧ dom Γ = dom Γ̂∧

∀x ∈ dom Γ,∀𝑐 ∈ Γ(x), 𝑐 A
𝜌

Ind
𝜌 (Γ̂(x))

𝛾
𝜌

Ind
′(𝑆) ≜ {𝑐 | 𝑐 A

𝜌

Ind
𝑆} 𝛾

𝜌

Ind
(𝑚) ≜ map

𝛾
�̂�

Ind
′𝑚

𝛾
𝜌

cInd
≜ 𝛾clos ◦ 𝛾

𝜌

Ind
𝛾
Ĝ
(𝜌 ; Γ̂) ≜ 𝛾G ◦ 𝛾

𝜌

Ind
(Γ̂)

The meaning of an abstract closure depends on a global

environment 𝜌 ∈ R(Ĉlos), that maps pairs (ℓ, 𝛿) to sets of
abstract closures with indirection. An abstract closure with
indirection denotes the set of the abstract closures that are
obtained by unfolding the definitions contained in 𝜌 a finite
number of times. We formally define this in Def. 3.15, using

the inductively defined relation A
𝜌

Ind
that performs these un-

foldings. Our concretization function 𝛾
𝜌

Ind
′ transforms a set

of abstract closures in Ĉlos into a set of abstract closures
in Clos from ğ3.5. Our definitions are inspired from the cor-
rectness relation R of [33, p. 159]Ðan inductive relation that
describes the concrete closures that are obtained by finitely
unfolding indirections.
The semantic inclusions that result from the indirection

abstraction are similar to those of Lemma 3.14.

Lemma 3.16 (Inclusions after indirection abstraction).

𝐴ECL[x]𝑝M𝛾
Ĝ
(𝜌 ;Γ̂)

¤⊆
2
𝛾
𝜌

cInd
( ¤∅, {(𝑝, 𝜀) ↦→ 𝜌 (Γ̂(x))})

𝐴ECL[𝜆ℓx.𝑡]𝑝M𝛾
Ĝ
(𝜌 ;Γ̂)
¤⊆
2
𝛾
𝜌

cInd
( ¤∅, {(𝑝, 𝜀) ↦→{⟨𝜆ℓx.𝑡, Γ̂ |fv(𝜆ℓ x.𝑡 )⟩}})

𝐴ECL[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝M𝛾
Ĝ
(𝜌 ;Γ̂)
¤⊆
2
𝛾
𝜌

cInd
(𝜌1+𝜌2+𝜌

′
3,𝐶1+𝐶2+𝐶

′
3)

where 𝐴ECL[𝑡1]
𝑝1M𝛾

Ĝ
(𝜌 ;Γ̂)

¤⊆
2
𝛾
𝜌

cInd
(𝜌1,𝐶1)

and 𝐴ECL[𝑡2]
𝑝2M𝛾

Ĝ
(𝜌 ;Γ̂)

¤⊆
2
𝛾
𝜌

cInd
(𝜌2,𝐶2)

𝜌 ′3 =
∑

𝑐=⟨𝜆ℓ x. [𝑡3 ]𝑝3 ,Γ̂3 ⟩∈𝐶1 (𝑝1,𝜀)
𝑝 ·𝜌3 (𝑐)+{(ℓ, 𝑝) ↦→𝐶2 (𝑝2, 𝜀)}

𝐶 ′3 =
∑

𝑐=⟨𝜆ℓ x. [𝑡3 ]𝑝3 ,Γ̂3 ⟩∈𝐶1 (𝑝1,𝜀)
𝑝 ·𝐶3 (𝑐)+{(𝑝, 𝜀) ↦→𝐶3 (𝑐) (𝑝3, 𝜀)}

where ∀𝑐 = ⟨𝜆ℓx. [𝑡3]
𝑝3 , Γ̂3⟩ ∈ 𝐶1 (𝑝1, 𝜀).

𝐴ECL[𝑡3]
𝑝3M𝛾

Ĝ
(𝜌 ;Γ̂3,x:(ℓ,𝛿 (𝑐)))

¤⊆
2
𝛾
𝜌

cInd
(𝜌3 (𝑐),𝐶3 (𝑐))

and 𝛿 (𝑐) is chosen such that 𝐶2 (𝑝2, 𝜀) ⊆ 𝜌 (ℓ, 𝛿 (𝑐))
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The semantic inclusions exhibit one degree of freedom,
in the case of applications. The name 𝛿 (𝑐) to assign to the
arguments of function bodies can be chosen freely, as long
as the global environment satisfies that the possible values
for the argument in the context 𝛿 (𝑐) contains the possible
values of 𝑡2. This degree of freedom has been thoroughly
explored by the AAM line of work, through the use of specific
allocation functions. In CFA, the standard choice is to take
the current enclosing context extended with 𝑝 (the call site).
In ğ4, we will exploit the inclusions of Lemma 3.16 to

justify the constraint rules for∞-CFA.

3.7 Call Sites Abstraction: Context Projection

The final abstraction step is to lose information by identify-
ing certain contexts. This is where standard CFAs transform
the search space into a finite one. We model this collapse of
the search space by a projection function 𝜙 ∈ D→ D.

Definition 3.17 (Context projection abstraction).

𝛼D (𝜙) (𝑚) ≜ 𝜆(𝑥, 𝛿).
⋃
{𝛿′ |𝜙 (𝛿′)=𝛿 }𝑚(𝑥, 𝛿

′)

𝛾D (𝜙) (𝑚) ≜ 𝜆(𝑥, 𝛿).𝑚(𝑥, 𝜙 (𝛿))

The action of 𝜙 on maps is to unite the sets that are as-
signed to the keys 𝑘1 and 𝑘2, when 𝜙 (𝑘1) = 𝜙 (𝑘2). So far,
no hypothesis on 𝜙 is required. The functions 𝜙 define the
context sensitivity policies of the analysis. By taking 𝜙 (𝛿) = 𝛿 ,
we keep the same abstract semantics, i.e.∞-CFA. If we take
𝜙 (𝛿) = 𝜀, there is no distinction between contexts anymore,
and we obtain 0-CFA. To get 𝑘-CFA, we take 𝜙 (𝛿) = ⌊𝛿⌋𝑘 , i.e.
the function that keeps the last 𝑘 elements of 𝛿 .

Lemma 3.18. 𝛼D (𝜙) and 𝛾D (𝜙) form a Galois connection:

(R(Ĉlos) × C(Ĉlos), ¤⊆2) ⇆
𝛾D (𝜙)

𝛼D (𝜙)
(R(Ĉlos) × C(Ĉlos), ¤⊆2)

4 Constraint-Based CFA

As a first illustration of the use of the abstractions defined
in the previous sections we show how they enable a se-
mantic and modular soundness proof of the constraint rules
for infinitary CFAÐwhere no approximation of contexts is
performedÐand for 𝜙-CFA, a family of analyses parame-
terised by a projection function 𝜙 , that generalises uniform
𝑘-CFA. More specifically, we give a semantic definition of

what it means for a pair (𝜌,𝐶) to be a solution of a CFA
problem. As a consequence, the syntactic constraint rules
become theorems. A benefit of this approach is that the proof
method is modular: each rule is proved sound separately,
instead of considering the set of rules as a whole.

We use the same notation (𝜌,𝐶) |=Γ̂

𝛿
[𝑡]𝑝 as in [33, p.

190], that defines the valid solutions of a CFA problem. This

judgement denotes that (𝜌,𝐶) is a valid solution for the CFA
of the term [𝑡]𝑝 , taken in the calling context 𝛿 and in the

environment Γ̂. Our semantic definition follows:

Definition 4.1 (Semantic validity of an∞-CFA solution).

(𝜌,𝐶) |=Γ̂

𝛿
[𝑡]𝑝 ≜ 𝛿 · 𝐴ECL[𝑡]𝑝M𝛾

Ĝ
(𝜌,Γ̂)

¤⊆
2
𝛾clos ◦ 𝛾

𝜌

Ind
(𝜌,𝐶)

The validity of the solution (𝜌,𝐶) is stated as an over-
approximation property. Consider the set of inputs I de-

fined by Γ̂ under the definitions of 𝜌 , i.e. I = 𝛾
Ĝ
(𝜌, Γ̂). The

definition tells us that (𝜌,𝐶) must be an over-approximation
of the semantics of the program [𝑡]𝑝 for the set of inputs I,
where this semantics is considered łin the calling context 𝛿ž.
This is why the maps obtained by abstracting the semantics
are prefixed with the call site path 𝛿 .

From Lemma 2.9 and the monotonicity of the abstractions
it follows that semantic validity is preserved by reduction:

Lemma 4.2. If 𝑡1
tr
−→
∗
𝑡2 and (𝜌,𝐶) |=

Γ̂

𝛿
𝑡1, then (𝜌,𝐶) |=

Γ̂

𝛿
𝑡2.

The proof method we employ for the preservation prop-
erty radically differs from previous proofs used in constraint-
based approaches [16, 17, 33, 46], where preservation is
proved in a syntactic manner, by reasoning globally on the
whole set of rules that define the constraints: their proofs
inspect complete derivation trees built from the rules for
the initial program, and reconstruct derivation trees for the
reduced program. Such proofs follow the style of subject
reduction proofs for type systems [35], and are hard to main-
tain and to extend. In contrast, our proof of preservation is
short and simple, and is independent of the set of rules, as
it relies solely on the definition of semantic validity and on
the monotonicity of the abstractions.
Our central result is the following theorem, that asserts

the soundness of the rules for∞-CFA.

Theorem 4.3 (Constraints for∞-CFA). The following infer-

ence rules are sound:

𝜌 (Γ̂(x)) ⊆ 𝐶 (𝑝, 𝛿)

(𝜌,𝐶) |=Γ̂

𝛿 [x]
𝑝

{⟨𝜆ℓx. 𝑡, Γ̂ |fv(𝜆ℓ x. 𝑡 )⟩} ⊆ 𝐶 (𝑝, 𝛿)

(𝜌,𝐶) |=Γ̂

𝛿 [𝜆
ℓx. 𝑡]𝑝

(𝜌,𝐶) |=Γ̂

𝛿 [𝑡1]
𝑝1 (𝜌,𝐶) |=Γ̂

𝛿 [𝑡2]
𝑝2

∀⟨𝜆ℓx. [𝑡3]
𝑝3 , Γ̂3⟩ ∈ 𝐶1 (𝑝1, 𝛿),

(𝜌,𝐶) |=
Γ̂,x:(ℓ,𝛿𝑝)

𝛿𝑝
[𝑡3]

𝑝3

∧𝐶 (𝑝2, 𝛿) ⊆ 𝜌 (ℓ, 𝛿𝑝) ∧𝐶 (𝑝3, 𝛿𝑝) ⊆ 𝐶 (𝑝, 𝛿)

(𝜌,𝐶) |=Γ̂

𝛿 [[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝

The proof relies on the inclusions provided by Lemma 3.16.
The main arguments to conduct the proof are the mono-
tonicity of the path-prefixing operator, and the fact that
both path-prefixing and map-union semi-commute with the
concretizations 𝛾clos and 𝛾Ind (i.e., 𝛿 · 𝛾 (𝑚) ≤ 𝛾 (𝛿 ·𝑚) and
𝛾 (𝑚1) + 𝛾 (𝑚2) ≤ 𝛾 (𝑚1 +𝑚2) for the order relations of inter-
est). Importantly, each rule is proved sound independently of
each other. We believe this makes sound control-flow analy-
ses easier to design, and also more robust to extend with new
features. To our knowledge, this is the first compositional
explanation of a context-sensitive CFA.
By proceeding in a similar way as for ∞-CFA, we can

generalise the previous results to the validity of 𝜙-CFA, i.e.
a CFA problem where the calling contexts are projected by

489



Trace-Based Control-Flow Analysis PLDI ’21, June 20ś25, 2021, Virtual, Canada

a function 𝜙 . The statement differs from Def. 4.1 only by
adding a call to the abstraction function 𝛼D (𝜙) from ğ3.6.

Definition 4.4 (Semantic validity of a 𝜙-CFA solution).

(𝜙, 𝜌,𝐶) |=Γ̂

𝛿
[𝑡]𝑝 ≜

𝛼D (𝜙) (𝛿 · 𝐴ECL[𝑡]𝑝M𝛾
Ĝ
(𝜌,Γ̂) ) ¤⊆

2
𝛾clos◦𝛾

𝜌

Ind
(𝜌,𝐶)

The following theorem follows. If we take 𝜙 (𝛿) = ⌊𝛿⌋𝑘 ,
the theorem gives a semantic justification for the textbook
constraint rules of uniform 𝑘-CFA.

Theorem 4.5 (Constraints for 𝜙-CFA). Assume that 𝜙 ◦𝜙 =

𝜙 and that 𝛿 and every path that occurs in 𝜌 ,𝐶 , Γ̂ are fixpoints

of 𝜙 . Then, the following inference rules are sound:

𝜌 (Γ̂(x)) ⊆ 𝐶 (𝑝, 𝛿)

(𝜙, 𝜌,𝐶) |=Γ̂

𝛿 [x]
𝑝

{⟨𝜆ℓx. 𝑡, Γ̂ |fv(𝜆ℓ x. 𝑡 )⟩} ⊆ 𝐶 (𝑝, 𝛿)

(𝜙, 𝜌,𝐶) |=Γ̂

𝛿 [𝜆
ℓx. 𝑡]𝑝

(𝜌,𝐶) |=Γ̂

𝛿 [𝑡1]
𝑝1 (𝜌,𝐶) |=Γ̂

𝛿 [𝑡2]
𝑝2

∀⟨𝜆ℓx. [𝑡3]
𝑝3 , Γ̂3⟩ ∈ 𝐶1 (𝑝1, 𝛿),

(𝜌,𝐶) |=
Γ̂,x:(ℓ,𝜙 (𝛿𝑝))

𝜙 (𝛿𝑝)
[𝑡3]

𝑝3

∧𝐶 (𝑝2, 𝛿) ⊆ 𝜌 (ℓ, 𝜙 (𝛿𝑝)) ∧𝐶 (𝑝3, 𝜙 (𝛿𝑝)) ⊆ 𝐶 (𝑝, 𝛿)

(𝜙, 𝜌,𝐶) |=Γ̂

𝛿 [[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝

As expected, the rules differ from those of∞-CFA only in
the application rule, where the projection 𝜙 is used to project
the extended calling context 𝛿𝑝 during the analysis of the
function bodies. The idempotency hypothesis 𝜙 ◦ 𝜙 = 𝜙

ensures that the new paths 𝜙 (𝛿𝑝) are fixpoints of 𝜙 , which

is made necessary by our requirement that 𝜌 and 𝐶 should
only contain paths that are fixpoints of 𝜙 .
In 𝑘-CFA, the chosen 𝜙 is such that 𝜙 has a finite range.

This ensures that there is a finite number of Γ̂, 𝜌 and 𝐶 .
Consequently, the resolution of the system of constraints
necessarily explores a finite number of states, because the
set of states has been made finite. In ğ5, we consider instead
a system where the set of states is infinite, but where the
algorithm is guaranteed to explore a finite number of them.
This is achieved by widening techniques.

To conclude this section, we give the precise semantic
property that a solution to 𝜙-CFA enjoys.

Theorem 4.6. Assume (𝜙, 𝜌,𝐶) |=
{ }
𝜀 [𝑡0]

𝑝0 and [𝑡0]
𝑝0

tr
−→
∗
𝑣0

and 𝑡0 is a closed program. Then:

• If 𝛽 (𝜋, 𝜆ℓx. 𝑡, 𝑣) ∈ tr, then there exists an abstract closure

𝑐 ∈ 𝜌 (ℓ, 𝜙 (calls(𝜋))) such that 𝑣 ∈ 𝛾
𝜌

cInd
{𝑐}.

• If Ret(𝜋, 𝑝, 𝑣) ∈ tr, then there exists an abstract closure

𝑐 ∈ 𝐶 (𝑝, 𝜙 (calls(𝜋))) such that 𝑣 ∈ 𝛾
𝜌

cInd
{𝑐}.

The theorem highlights the meaning of 𝜌 and 𝐶 as solu-
tions of the 𝜙-CFA analysis of the closed program 𝑡0 consid-
ered in the empty context. First, the theorem tells us that for
every β-reduction event in the trace of the analysed program,
there is a corresponding entry in the global environment

𝜌 that contains an abstract value 𝑐 that contains the value
used as argument during that β-reduction. Second, for every
return event in the trace of the program, there is in the cache

𝐶 a corresponding entry that contains an abstract value 𝑐
that contains the returned value as reported by the event.
The proof of Theorem 4.6 proceeds by unfolding Defini-

tion 4.4 and exploiting the order relations and the concretiza-
tion functions of the Galois connections.

5 Beyond the Finite State Abstraction

In this section, we deviate from the finite state approxima-
tion methodology usually applied in CFAs, and introduce an
abstract domain for closures, that is recursively defined, and
whose values can have unbounded depths. To ensure the
convergence of the analysis, we use a widening operator, as
prescribed by the abstract interpretation theory, that makes
ascending chains stationary. We obtain the ∇CFA analysis.

5.1 Abstract Closures with Widening

The abstract domain is derived from the domain of Def. 3.13.
The environments in that previous domain could contain in-
finite sets of closures. In this new domain, we only consider
finite sets of closures, and moreover, we enforce that there is
at most one abstract environment per function. The abstract

closures 𝑐♯ ∈ Clos♯ are thus either a finite map from func-
tions to their closing abstract environment, or the element⊤,
that represents the set of all closures from ğ3.5.

Definition 5.1 (Abstract Closures).

Clos♯ ≜ (V
fin
→ G♯) + {⊤} G

♯ ≜ X
fin
→ Clos♯

𝛾
♯
clos
(⊤) ≜ Clos 𝛾

♯
clos
(𝑚) ≜

⋃
⟨𝑣,Γ♯ ⟩∈𝑚{⟨𝑣,map

𝛾
♯
clos

(Γ♯)⟩}

We define the union of abstract closures as follows:

Definition 5.2 (Union of closures).

⊤ ∪
♯
clos
⊤ ≜ 𝑚 ∪

♯
clos
⊤ ≜ ⊤ ∪

♯
clos

𝑚 ≜ ⊤

𝑚1∪
♯
clos

𝑚2 ≜ 𝜆𝑣 .




𝑚1 (𝑣) ∪
♯
G
𝑚2 (𝑣) if 𝑣 ∈dom𝑚1∩dom𝑚2

𝑚1 (𝑣) if 𝑣 ∈dom𝑚1\ dom𝑚2

𝑚2 (𝑣) if 𝑣 ∈dom𝑚2\ dom𝑚1

Γ
♯
1 ∪

♯
G
Γ
♯
2 ≜ 𝜆x.Γ

♯
1 (x) ∪

♯
clos

Γ
♯
2 (x)

The interesting part of the definition is for the finite maps,
that represent the set of closures. The union is defined as the
pointwise union of these maps.
Using solely this abstract union operator in an abstract

interpreter could make the analysis diverge, because unions
can build infinite ascending chains of values. Therefore, we

introduce a widening operator ∇
♯
clos

, that is more approxi-

mate than∪
♯
clos

, and ensures that sequences of abstract values
built fromwidenings are eventually stationary. Thewidening
operator is defined as follows:
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T → (X
fin
→ ℘(Clos)) → R(Clos) × C(Clos)

T → (X
fin
→ ℘(Clos♯)) →

((L × D) → Clos♯) × ((P × D) → Clos♯)

𝛼
♯
clos

𝛾
♯
clos

finite closure abstraction

T → (X
fin
→ ℘(Clos♯)) → C(Ĉlos)

𝛼NoEnv𝛾NoEnv
global environment removal

T → (X
fin
→ ℘(Clos♯)) → Ĉlos

𝛼Cache (𝑝)𝛾Cache (𝑝) cache projection

Figure 3. Abstraction steps to obtain ∇CFA.

Definition 5.3 (Widening of closures).

⊤ ∇
♯
clos
⊤ ≜ 𝑚 ∇

♯
clos
⊤ ≜ ⊤ ∇

♯
clos

𝑚 ≜ ⊤

𝑚1∇
♯
clos

𝑚2 ≜ 𝜆𝑣 .




𝑚1 (𝑣) ∇
♯
G
𝑚2 (𝑣) if 𝑣 ∈dom𝑚1∩dom𝑚2

𝑚1 (𝑣) if 𝑣 ∈dom𝑚1\ dom𝑚2

⌊𝑚2 (𝑣)⌋h(𝑚1) if 𝑣 ∈dom𝑚2\ dom𝑚1

Γ
♯
1 ∇

♯
G
Γ
♯
2 ≜ 𝜆x.Γ

♯
1 (x) ∇

♯
clos

Γ
♯
2 (x)

The above definition makes use of h(𝑚), the height of the
finite map𝑚, i.e. the maximum of the heights of the elements
in the range of𝑚. The definition also involves the function

⌊Γ♯⌋𝑛 , that truncates each element in the range of Γ♯ to the
height 𝑛, i.e. replaces sub-structures with ⊤, once the depth
𝑛 is reached in the structure. The interesting case of the

definition is for maps: to compute𝑚1 ∇
♯
clos

𝑚2, the bindings
in𝑚2 that are not already present in𝑚1 are truncated to the

height of𝑚1. Although the map𝑚1 ∇
♯
clos

𝑚2 can be wider
than𝑚1, its height cannot be larger than𝑚1’s. Because the
possible keys of these maps are in finite number (the keys
are the λs occurring in the program), the widening chains
are eventually stationary.

5.2 Abstractions Towards ∇CFA

The different abstraction steps that lead to ∇CFA are sum-
marised in Fig. 3. The starting point is the abstract semantics
we obtained after closure abstraction (ğ3.5). From there, we
apply our new abstraction, that builds the new abstract val-
ues of ğ5.1. Then, we notice in the inclusions of Lemma 3.14
that the global environment 𝜌 is not necessary to compute
the cache. So, we remove the global environment 𝜌 , using
a standard abstraction. Finally, we choose to only keep the
value of the cache that corresponds to the whole program
that is analysed, i.e. for the program [𝑡]𝑝 , we only keep the
entry𝐶 (𝑝). In ğ5.3 we present a solver that computes such a
cache as an intermediate result.
We define 𝐺 (𝑝) ≜ 𝛾clos ◦ 𝛾

♯
clos
◦ 𝛾NoEnv ◦ 𝛾Cache (𝑝) and

𝐺G ≜ 𝛾G ◦map
𝛾
♯
clos

. At the top of the abstraction stack, the

following semantic inclusions hold:

Lemma 5.4 (Semantic inclusions for ∇CFA).

𝐴ECL[x]𝑝M𝐺G (Γ♯)
¤⊆
2
𝐺 (𝑝) (Γ♯ (x))

𝐴ECL[𝜆ℓx. 𝑡]𝑝M𝐺G (Γ♯)
¤⊆
2
𝐺 (𝑝){𝜆ℓx. 𝑡 ↦→ Γ

♯ |fv(𝜆ℓ x. 𝑡 ) }

𝐴ECL[[𝑡1]
𝑝1 [𝑡2]

𝑝2 ]𝑝M𝐺G (Γ♯)
¤⊆
2
𝐺 (𝑝) (𝑐

♯
3

′
)

where 𝐴ECL[𝑡1]
𝑝1M𝐺G (Γ) ¤⊆

2
𝐺 (𝑝1) (𝑐

♯
1)

and 𝐴ECL[𝑡2]
𝑝2M𝐺G (Γ) ¤⊆

2
𝐺 (𝑝2) (𝑐

♯
2)

and 𝑐
♯
3

′
= if 𝑐

♯
1 = ⊤ then ⊤ else

⋃clos♯

𝑐♯ ∈𝑐
♯
1

𝑐
♯
3 (𝑐

♯)

where ∀𝑐♯ = ⟨𝜆ℓx. [𝑡3]
𝑝3 , Γ

♯
3 ⟩ ∈ 𝑐

♯
1,

𝐴ECL[𝑡3]
𝑝3M

𝐺G (Γ
♯
3 ,x:𝑐

♯
2 )
¤⊆
2
𝐺 (𝑝3) (𝑐

♯
3 (𝑐

♯))

The inclusions resemble a big-step evaluator that com-
putes sets of values. For variables, a lookup is performed in
the environment. For functions, a singleton containing an
abstract closure is returned. When functions are found at an
application point, each of them is analysed, and the union of
their analysis results is returned.

5.3 A Widening-Based Control Flow Analysis

In this section, we give some elements about the implemen-
tation of ∇CFA, that is publicly available as a companion
artefact. The core of the analyser is concentrated in the fol-
lowing function, named analyze:

Definition 5.5 (∇-analysis).

analyze(analyzerec) (iw, 𝛿, Γ
♯, [x]𝑝 ) ≜ Γ

♯ (x)

analyze(analyzerec) (iw, 𝛿, Γ
♯, [𝜆ℓx. 𝑡]𝑝 ) ≜ {⟨𝜆ℓx.𝑡, Γ♯|fv(𝜆ℓ x. 𝑡 )⟩}

analyze(analyzerec) (iw, 𝛿, Γ
♯, [[𝑡1]

𝑝1 [𝑡2]
𝑝2 ]𝑝 ) ≜

let 𝑉1 = analyzerec (false, 𝛿, Γ
♯, [𝑡1]

𝑝1 ) in
if 𝑉1 = ⊤ then ⊤ else

let 𝑉2 = analyzerec (false, 𝛿, Γ
♯, [𝑡2]

𝑝2 ) in
let iw′ = maximal(𝜙 (𝛿𝑝)) in
⋃clos♯

⟨𝜆ℓ x. [𝑡3 ]𝑝3 ,Γ
♯
3 ⟩∈𝑉1

analyzerec (iw
′, 𝜙 (𝛿𝑝), (Γ

♯
3 , x :𝑉2), [𝑡3]

𝑝3 )

analyzer : (bool × D × G♯ × T) → Clos♯ ≜ 𝜇 (analyze)

The program analyze is executed using a top-down solver,
i.e. a higher-order function 𝜇 of type ((𝛼 → 𝛽) → (𝛼 →

𝛽)) → (𝛼 → 𝛽), that computes a function 𝜇 (𝑓 ) such that
𝑓 (𝜇 (𝑓 )) (𝑥) ≤ 𝜇 (𝑓 ) (𝑥). The functional 𝑓 is written using the
open recursion style, that was also highlighted in [4]. The ac-
tual computation 𝜇 (𝑓 ) (𝑥) on some argument 𝑥 is performed
on demand. A simple top-down solver memoizes the calls
to 𝑓 together with the so-far computed outputs, and iter-
ates until it finds a post-fixpoint: it computes a cache of the
calls, that is similar to the cache structure used in CFAs. For
this paper, we implemented a simple, non-optimised top-
down solver, that we extended so that input widening can
be demanded by the client function 𝑓 using the boolean ar-
gument iw, as we explain later in the section. More efficient
top-down solvers, where computation is incremental, have
already been described in the literature [1, 5, 38].

Our analyser is parameterised by a projection function 𝜙 ,
that is required to have a finite orbit:
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Definition 5.6 (Finite orbit function). We say that 𝜙 has
a finite orbit, if there is a set 𝑆 , called the set of maximal

elements, such that:

• 𝑆 is finite, and
• for any sequence (𝑝𝑛)𝑛 of annotations from the pro-
gram, the sequence (𝛿𝑛)𝑛 defined by 𝛿0 = 𝜀 and 𝛿𝑛+1 =
𝜙 (𝛿𝑛𝑝𝑛) eventually enters 𝑆 and then remains in 𝑆 , i.e.
there exists 𝑛0 such that for every 𝑛 ≥ 𝑛0, 𝛿𝑛 ∈ 𝑆 .

The finite orbit property is, for instance, satisfied by 𝜙 =

⌊·⌋𝑘 , where the maximal elements are the paths of length 𝑘 .
Other choices for 𝜙 are possible, such as the function that
keeps the first elements of a path 𝛿 until an element with 𝑘
occurrences is found, and removes the subsequent elements.
We name this strategy 𝑘∗ in the remainder of the document.
As a counter-example, the identity function does not satisfy
the finite orbit property.
The function named maximal in our code tests whether

an element belongs to the set of maximal elements of 𝜙 .
The argument iw of the analyser controls whether input

widening must be performed by the solver. When confronted

with a recursive call analyzerec (true, 𝛿, Γ
♯, 𝑡)Ði.e.when input

widening is demanded by the clientÐthe top-down solver
searches for previous calls with the arguments 𝛿 and 𝑡 and

Γ
♯ ′, and computes the widening of those Γ♯

′
, together with

Γ
♯. This new,widened environment, is then used as argument

to actually perform the recursive call.
The termination of the algorithm is ensured by the com-

bination of two facts. First, the top-down solver performs
widening for the outputs of the function. To keep the results
accurate enough, widening on outputs is performed only
when the solver detects a cycle; the domain’s union is used
otherwise. Second, the inputs are widened when iw = true.
Thus, it is the responsibility of the client functionÐhere, the
function analyzeÐto ensure that enough widenings on in-
puts are demanded to ensure convergence. Therefore, the
termination of the analysis is obtained thanks to the cooper-
ation between the top-down solver and its client function.
The first two recursive calls on the sub-terms [𝑡1]

𝑝1 and
[𝑡2]

𝑝2 make the term argument decrease, and are thus not a
source of divergence. The only source of non-termination
are the recursive calls on the body of the computed closures.
There are two cases for such calls: if 𝜙 (𝛿𝑝) is not maximal,
then the number of annotations 𝑝 ′ that can be added before
the sequence of call sites reaches the maximal set decreases.
This ensures convergence in this case. Otherwise, 𝜙 (𝛿𝑝) is
maximal, and remains in the set of maximal elements, that is
finite. Widening on Γ

♯ is performed, and the stationarity of
widening sequences implies the termination of the analyser.

The call site paths that we use in the analyser are only
used as elements of a heuristic to guide the widening strat-
egy. They are not part of the abstract values, as it is the
case in 𝑘-CFA. Thus, these paths need no specific semantic
justification for the soundness of the analysis to be proved.

6 Experimental Results

We implemented 𝑘-CFA and ∇CFA in OCaml [23], so as
to compare their precision and cost. For the comparison
between the different analyses to be fair, we removed the
computation of the cache from 𝑘-CFA (so that only the global
environment and the abstract value for the whole program
are computed), following what we did in ğ5. We extended
the two analyses to support booleans and integers, so that
more examples can be analysed. The prototype analysers
and the suite of program tests are publicly available in the
artefact that accompanies the article.

With these experiments, we want to show that the area of
the CFA design space we have uncovered is worth exploring
more thoroughly: the experimental results that we obtain
on standard examples extracted from the literature [8, 14, 18,
22, 27, 42] are encouraging us in pursuing in this research
direction. Our goal is not to show that ∇CFA is better than
existing CFAs, and more realistic benchmarks, e.g. measures
on the impact of optimisations for compilers for functional
languages, would be required to do so.
We provide in Table 1 an experimental comparison of

the standard 0-CFA, the 𝜙-CFA with the two strategies of
limiting paths to the last call site (1-CFA) and the one limiting
to at most one occurrence of call sites (1∗-CFA). We also
compare with our widening-based analysis ∇CFA, using the
same two strategies (1-∇CFA and 1∗-∇CFA). We are thus
able to observe both the impact of the choice of 𝜙 , and of the
choice of standard CFA versus ∇CFA.
We perform the following measurements: we count how

many states are needed for the top-down solver to explore
the abstract call graph (column łSž), and how many edges
this call graph contains (column łEž). These two measures
are independent of the quality of our implementation: this
graph remains the same, however incremental or efficient the
solver is. The third measure is the number of iterations that
are needed to find a post-fixpoint (column łIterž). Because
our solver does not try to avoid unnecessary recomputations,
this measure can be seen as an upper bound of the iterations
that an optimised solver would perform. Lastly, the fourth
measure (column łResultž) is the obtained abstract value,
that we compare for precision, taking 1-CFA as a baseline.
The main takeaways from the experiments are twofold:

1. 1∗-CFA generally yields better results than 1-CFA, be-
cause information loss on context sensitivity only hap-
pens when recursion is involved. For all but one pro-
gram (church), 1∗-CFA improves over 1-CFA in terms
of precision. Moreover, the sizes of the call graphs for
1∗-CFA are generally on par with those of 1-CFA, and
so are the number of necessary iterations.

2. 1∗-∇CFA generally yields better results than 1∗-CFA
and 1-CFA, in particular on programs that involve
arithmetic computations, because classic CFAs cannot
exploit expressive numeric domains such as intervals.
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Table 1. Experimental results. S: number of states in the call graph. E: edges in the call graph. Iter: number of iterations.
R: result of the analysis (B: baseline, =: same, ⊖: less precise, ⊕: more precise, ◦: optimal).

Program 0-CFA 1-CFA 1∗-CFA 1-∇CFA 1∗-∇CFA

States Edges Iter Result States Edges Iter Result States Edges Iter Result States Edges Iter Result States Edges Iter Result

ack 35 54 3 = 107 183 4 B 185 321 5 = 177 397 5 ⊕ 276 579 3 =

ack_cps 54 78 5 = 161 250 7 B 187 302 7 = 162 289 3 ⊖ 292 548 3 ⊖
binomial 37 59 3 = 99 161 3 B 151 263 4 = 148 274 4 ⊕ 254 531 4 ⊕
blur 42 60 6 ⊖ 64 81 10 B◦ 93 128 8 =

◦ 54 61 2 =
◦ 55 61 2 =

◦

church 117 251 17 ⊖ 269 427 21 B 322 446 25 ⊖ 403 636 3 ⊖ 444 642 3 ⊖
delta_delta 6 5 2 =

◦ 8 7 3 B◦ 10 9 4 =
◦ 8 7 2 =

◦ 10 9 2 =
◦

eta 11 12 3 ⊖ 14 14 3 B◦ 14 14 3 =
◦ 14 14 2 =

◦ 14 14 2 =
◦

facehugger 37 50 4 = 58 74 5 B 76 102 6 = 76 117 4 ⊕ 74 99 4 ⊕
fact 15 19 3 = 25 33 4 B 35 47 4 = 25 39 4 ⊕ 36 53 4 ⊕
fact_cps 30 37 7 = 60 71 7 B 65 83 7 = 60 81 2 ⊖ 76 104 2 ⊖
fact_tailrec 24 30 5 = 37 47 5 B 49 64 5 = 41 58 3 ⊕ 50 65 3 ⊕
hmca100 1307 11902 4 ⊖ 1605 2002 4 B◦ 1605 2002 4 =

◦ 1605 2002 2 =
◦ 1605 2002 2 =

◦

hmca200 2607 43802 4 ⊖ 3205 4002 4 B◦ 3205 4002 4 =
◦ 3205 4002 2 =

◦ 3205 4002 2 =
◦

hmca300 3907 95702 4 ⊖ 4805 6002 4 B◦ 4805 6002 4 =
◦ 4805 6002 2 =

◦ 4805 6002 2 =
◦

hmca400 5207 167602 4 ⊖ 6405 8002 4 B◦ 6405 8002 4 =
◦ 6405 8002 2 =

◦ 6405 8002 2 =
◦

hmca500 6507 259502 4 ⊖ 8005 10002 4 B◦ 8005 10002 4 =
◦ 8005 10002 2 =

◦ 8005 10002 2 =
◦

hmca600 7807 371402 4 ⊖ 9605 12002 4 B◦ 9605 12002 4 =
◦ 9605 12002 2 =

◦ 9605 12002 2 =
◦

kcfa2 28 36 5 = 54 75 5 B 91 97 5 ⊕◦ 59 83 2 = 91 97 2 ⊕◦

kcfa3 36 45 6 = 79 119 6 B 167 173 6 ⊕◦ 88 131 2 = 167 173 2 ⊕◦

mc91 16 22 3 = 37 56 4 B 59 90 5 = 40 68 3 ⊕ 74 125 2 ⊕
mc91_cps 31 40 5 = 70 96 8 B 68 94 6 = 82 125 3 ⊖ 92 130 2 ⊖
mc91_tailrec 34 47 5 = 74 102 5 B 116 181 5 = 104 180 4 ⊕ 118 193 3 =

mj09 28 31 7 = 42 44 7 B 44 44 7 = 43 47 2 ⊕ 44 44 2 ⊕◦

sat 55 76 11 = 156 278 14 B 102 113 11 ⊕◦ 192 303 2 = 129 166 3 ⊕◦

sat3 49 68 10 = 105 160 12 B 86 94 10 ⊕◦ 140 208 2 = 96 109 2 ⊕◦

sat4 57 78 11 = 158 280 14 B 104 115 11 ⊕◦ 194 305 2 = 131 168 3 ⊕◦

shivers 8 7 3 =
◦ 11 10 4 B◦ 14 13 5 =

◦ 14 18 2 =
◦ 17 21 2 =

◦

shivers2 31 37 6 =
◦ 49 55 8 B◦ 49 53 9 =

◦ 49 56 2 =
◦ 49 56 2 =

◦

tak 35 59 3 = 137 256 4 B 241 448 5 = 195 401 3 = 402 849 3 =

tak_cps 62 92 7 = 227 368 12 B 136 222 9 = 250 388 2 ⊖ 225 398 2 ⊖
tak_4d 49 88 3 = 231 464 4 B 421 834 5 = 315 683 3 = 797 1757 3 =

The use of widening generally makes the analysis con-
verge faster but returns a less precise result. The fact that we
lose precision with ∇CFA only in a few cases is indication
that widening can be used with benefit here.
The hmca* examples from [14]Ðhmca stands for Heintze

McAllesterÐshow the expected blow-up of 0-CFA. As ex-
pected, 1-CFA performs better than 0-CFA on these exam-
ples, and gives the most accurate result. Remarkably, the
other analyses explore the exact same graphs and therefore
give the same results. In particular, the 1∗ strategy incurs no
performance penalty and ∇CFA does not degrade precision.
One advantage of ∇CFA is that it removes the finiteness

constraint on the height of the abstract domain, and thus
allows the use of more expressive domains, such as intervals.
This benefit is visible in several examples: with ∇CFA, the
factorial fact is shown to return a result that is greater
than 1, and the 91 function of McCarthy mc91 is shown to
produce a result that is above 91. This is the best precision
that can be achieved using intervals. This level of precision
is not reachable by finite-height domains.

The examples sat, sat3 and sat4 are boolean satisfiabil-
ity testers, that are applied to a boolean formula encoded
as a function. Both 1-CFA and 1-∇CFA fail to achieve the
best result because the depths of the call stacks is statically
bounded. In contrast, 1∗-CFA and 1∗-∇CFA compute the best
resultÐi.e. the formula is satisfiableÐbecause the call stack
is only bounded for recursively called program points.
The programs ack_cps, mc91_cps, tak_cps recursively

produce a continuationÐa higher-order value. Classic CFA is

able to show that the three examples produce integers. ∇CFA
analyses, however, fail to keep information on the results of
the continuations, and are not able to prove that the outputs
must be integers. This is due to the fact that our abstract do-
main for closures cannot represent recursively defined sets of
closures, whereas the indirections used in 𝑘-CFA can express
such solutions. Exploring ways to recover more precision is
left for future work. We could for instance perform a narrow-
ing pass, or design a more expressive domain for closures,
that keeps information about the results of functionsÐa sort
of function summaryÐor use a relational domain such as the
one of [30], that keeps relations between inputs and outputs
of functions.

7 Related Work

Control flow analysis for the lambda calculus was devel-
oped by Jones [19]. Shivers [41, 42] proposed a control flow
analysis for Scheme programs in continuation-passing style
and introduced the notion of 𝑘-CFA in which flow infor-
mation is given relative to a context which represents an
abstraction of the state. Sestoft [39] developed an analysis
for computing the flow of closures in higher-order functional
programs. The constraint-based formulation of CFA was in-
troduced by Palsberg [34] and developed further by Nielson
and Nielson [31ś33]. In their infinitary control flow analysis,
they propose a constraint-based framework from which they
show how to obtain different kinds of 𝑘-CFA by varying the
notion of context. In that article, they leave it as an open
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problem to relate the infinitary CFA to a collecting semantics
of an operational semantics using abstract interpretation.

Shivers [42] outlines the proof of correctness of a control
flow analysis for a CPS-based intermediate representation
of Scheme. The proof is based on a non-standard denota-
tional semantics which, in addition to the program’s result,
computes a cache for each call site. This cache contains the
identifiers of the lambda expressions called at that call site.
From this semantics, it is possible to obtain 0-CFA and 1-CFA
as abstract interpretations.
Jones and Rosendahl [21] give a denotational semantics

for a higher-order functional language based on minimal

function graphs [20]. This semantics computes a subset of
the graph of a function (i.e. a set of (argument,result) pairs)
that are necessary and sufficient to evaluate a given function
call. This semantics is then abstracted in order to obtain a
closure analysis that approximates the control flow of the
program. The minimal function graphs could be obtained
in our approach, by exploiting the return events that are
labelled with call annotationsÐthese events were removed
by the first abstraction steps of ğ3.
Midtgaard and Jensen show how to use the principles

of abstract interpretation to systematically derive control
flow analyses from collecting semantics induced by abstract
machines. They obtained context-insensitive analysesÐakin
to 0-CFAÐfor continuation-passing style [26] and for direct-
style programs in ANF [27] based on the CESK machine.

Van Horn and Might [15] apply abstract interpretation to
the internal state representation of a series of abstract state
machines. This results in łabstract abstract machinesž that
compute an over-approximation of control flow and other in-
tensional information about an execution. In machines with
store-allocated continuations, control flow analysis becomes
the problem of abstracting the store.

Darais et. al. [4] demonstrate that the łabstracting abstract
machinesž approach carry over to more high-level defini-
tional interpreters that are not expressed as state machines.
In particular, they show that this approach can reconstruct
the CFA2 control flow analyses [44, 45] based on push-down
structures that also computes precise return information.
Trace partitioning [12, 24, 36] is a technique that can in-

crease the precision of analyses, by exploiting the execution
traces of a program to create a partition of its abstract states.
We can view the call site paths used as keys in the environ-
ments and in the caches of 𝑘-CFA as a mean to partition
the abstract states: 𝑘-CFA computes an environment and
a cache for every call site path. We obtained these paths
as abstractions of the traces, which is consistent with the
trace partitioning approach. Our functions 𝜙 identify sev-
eral contexts, and we use them to define context sensitivity
policies. A similar approach is followed in [37, Chap. 8.2],
where instancesÐtimestamps that are used to differentiate
instances of formal parameters as in the AAM approachÐare
abstracted using Galois connections.

8 Conclusions and Future Work

We have proposed a substitution-based small-step opera-
tional semantics for the λ-calculus, that produces a trace of
the control flow events that take place during reduction. We
have devised a series of abstractions which, when applied to
the trace-based semantics, derive 𝑘-CFA by abstract interpre-
tation. Based on the obtained abstract interpretation, we have
produced a semantic justification for the constraint-based
presentation of 𝑘-CFA.
We have also employed abstract interpretation to define

the ∇CFA analysis, a novel control-flow analysis that utilises
non-finite domains, and takes advantage of widening to en-
sure termination of the analyser. We have shown that ∇CFA
can compute more precise results than those provided by
𝑘-CFA analyses, especially when numeric domains are in-
volved. Our experiments show that using widening in CFAs
is not only possible but also brings benefits.

Using the same approach, we think𝑚-CFA [10, 29] could
be obtained using a different abstraction on traces, that would
keep frames instead of call sites. The question remains open
whether we could also derive the more recent pushdown
CFAs [6, 7, 11, 44, 45]. This could be achieved possibly by
employing more precise abstractions. For example, we have
not exploited so far the order in which events occur, nor have
we used the contents of call annotations, that record in the
calling contexts which functions were called and on which
arguments. This extra information is likely to help us justify
the well-bracketed aspect of pushdown analyses.

While the experimental results for ∇CFA are encouraging
concerning precision, further study is necessary to measure
how the analysis performs on larger, real-world programs,
and how it compares to pushdown-based analyses. To an-
swer these questions, we need to improve the performance
of our analyser. A natural target for improvement is to make
our top-down solver incremental, so that unnecessary re-
computations are avoided. Another improvement would be
to use a more expressive abstract domain for closures, that
keeps information on function results and would help the
widening operator lose less information.

We have based our semantic development on a semantics
of traces. This idea could be pushed further, to analyse other
intentional properties of programs, such as effect analysis,
or complexity analysis. Moreover, we could also enrich the
traces with the inputs of the programÐan approach similar
to the analysis of input-output relations [30]. This would
result in a relational control-flow analysis that detects which
functions are called at a given program point, depending on
the inputs of the program.
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