ON REPARAMETRISATIONS OF THE POISSON PROCESS MODEL FOR EXTREMES IN A BAYESIAN FRAMEWORK
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Abstract. Combining extreme value analysis with Bayesian methods has several advantages, such as the consideration of prior information or the ability to study irregular cases for frequentist statistics. We focus here on a model of extremes by Poisson process, and propose an alternative of a recent study on a parameterisation of the model which orthogonalizes the parameters to improve posterior sampling by Markov chain Monte-Carlo method (MCMC).
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1 Introduction

Bayesian inference provides tools to estimate parameters of extreme value models, quantify their uncertainty (Arbel et al., 2019), and exploit prior information if available. In particular, Markov chain Monte Carlo (MCMC) methods have various advantages for extreme value parameter inference, which are summed up in Coles and Tawn (1996). However, the interdependence of the parameters can compromise their estimation, and in particular the convergence of the Markov chain. Among the extreme models, the Poisson process allows generalising the two most frequent models, namely block maxima and peak-over-threshold. After a presentation of the extreme value model based on a Poisson process, we present two reparametrisations to facilitate Bayesian inference. Both approaches are then compared from a theoretical and experimental point of view.
2 Poisson process characterisation of extremes

Let \((X_1, \ldots, X_n)\) be i.i.d. random variables with distribution function \(F\), and \(M_n = \max\{X_1, \ldots, X_n\}\), whose distribution is \(F^n\). The domain of attraction of \(F\) is defined to be the set of distributions \(G\) such that there exist two sequences \(a_n > 0\) and \(b_n\) such that

\[ F^n(a_n x + b_n) \to G(x) \text{ as } n \to \infty. \]

The extreme-value theorem states that if \(F\) belongs to the maximum domain of attraction of a distribution \(G\), then \(G\) is a generalised extreme value (GEV) distribution:

\[
G(x) = G(x | \theta) = \begin{cases} 
\exp \left( - \{ 1 + \xi \left( \frac{x - \mu}{\sigma} \right) \}^+ \right) & \text{if } \xi \neq 0, \\
\exp( - \exp(\frac{-x - \mu}{\sigma})) & \text{if } \xi = 0,
\end{cases}
\]

where \(\{x\}^+ = \max\{0, x\}\) and \(\theta = (\mu, \sigma, \xi) \in \mathbb{R} \times \mathbb{R}^+ \times \mathbb{R}\). Asymptotically, \(a_n\) and \(b_n\) can be absorbed in the parameters in such a way that it is sufficient to estimate \(\theta\).

An alternative is to consider values that exceed a high threshold \(u\). A second extreme-value theorem, known as the Pickands theorem, states that if \(F\) belongs to the maximum domain of attraction of \(G(\cdot | \mu, \sigma, \xi)\), then the distribution function of the exceedances \(P(X - u | X > u)\) can be approximated by a Generalised Pareto Distribution (GPD):

\[ P(X < y + u | X > u) \xrightarrow{u \to x^*} \begin{cases} 
1 - \left(1 + \xi \frac{y}{\bar{\sigma} u} \right)^{-\frac{1}{\xi}} & \text{if } \xi \neq 0, \\
1 - \exp \left( - \frac{y}{\bar{\sigma} u} \right) & \text{if } \xi = 0,
\end{cases} \]

where \(x^*\) is the upper endpoint of \(X\). The shape parameter \(\xi\) is the same as in the GEV model, and the relation \(\bar{\sigma} u = \sigma + \xi (u - \mu)\) links the two scale parameters.

Summarised by Coles (2001), a third way to characterise extreme observations comes from the theory of point processes, and unifies the two previous models. From the extreme value theorem, one can show that the point process \(N_n\) related to the point sequence \(\{X_1, \ldots, X_n\}\) is such that for intervals \(I_u = [u, +\infty)\) with sufficiently large \(u\), we have

\[ N_n(I_u) \sim B(n, p) , \text{ with } p \approx \begin{cases} 
\frac{1}{n} \left(1 + \xi \left( \frac{u - \mu}{\sigma} \right) \right)^{-\frac{1}{\xi}} & \text{if } \xi \neq 0, \\
\frac{1}{n} \exp\left( - \frac{u - \mu}{\sigma} \right) & \text{if } \xi = 0.
\end{cases} \]

As \(n \to +\infty\), the binomial distribution converges to a Poisson distribution \(\mathcal{P}(\Lambda(I_u))\), with

\[
\Lambda(I_u) = \begin{cases} 
(1 + \xi \left( \frac{u - \mu}{\sigma} \right))^{-\frac{1}{\xi}} & \text{if } \xi \neq 0, \\
\exp\left( - \frac{u - \mu}{\sigma} \right) & \text{if } \xi = 0.
\end{cases}
\]

This result combined with the independence property for distributions of \(N_n\) on non-overlapping sets is sufficient to say that \(N_n\) converges to a non-homogeneous Poisson process, with intensity measure for a fixed \(u\) given by (1):

\[ N_n \xrightarrow{d} N, \text{ with } N(I_u) \sim \mathcal{P}(\Lambda(I_u)). \]
Clearly the GEV model is a special case of this limiting Poisson process, since:

\[
P(M_n < z) = P(N_n(I_z) = 0) \xrightarrow{n \to +\infty} P(N(I_z) = 0) = \exp(-\Lambda(I_z)) = G(z | \theta).
\]

However, the parameters \((\mu, \sigma, \xi)\) are here related to the overall maximum of the dataset, and it is frequent to study maxima of \(m\) smaller blocks (such as annual maxima). To this end, the intensity measure \(\Lambda(I_u)\) is multiplied by a scaling factor \(m\) equal to the number of blocks. In the same way, the threshold excess model is also a special case as it can be derived from the Poisson process model. One difference between estimation with GPD and Poisson process is the threshold dependence of \(\tilde{\sigma}_u\) on the first case, contrary to \(\sigma\) which is here the same as in the GEV model, and does not depend on \(u\).

Then, we are able to define the likelihood for \(n\) observations \((x_1, \ldots, x_n)\) above \(u\):

\[
L(\theta | x) = \exp\left(-m\Lambda(I_u | \theta)\right) \prod_{i=1}^{n} \lambda(x_i | \theta),
\]

with \(\lambda(x | \theta) = \begin{cases} \sigma^{-1} (1 + \xi \frac{x-\mu}{\sigma})^{-\frac{1+\xi}{\xi}} & \text{if } \xi \neq 0, \\ \sigma^{-1} \exp(-\frac{x-\mu}{\sigma}) & \text{if } \xi = 0. \end{cases} \)

The choice of the scaling factor \(m\) will have an impact on \(\mu\) and \(\sigma\), but \(\xi\) stays invariant with respect to \(m\). More precisely, Wadsworth et al. (2010) show that if \((\mu_1, \sigma_1, \xi)\) are parameters associated with \(m_1\) block maxima and \((\mu_2, \sigma_2, \xi)\) are parameters associated with \(m_2\) block maxima, then

\[
\mu_2 = \mu_1 - \frac{\sigma_1}{\xi} \left(1 - \left(\frac{m_2}{m_1}\right)^{-\xi}\right), \quad \text{and} \quad \sigma_2 = \sigma_1 \left(\frac{m_2}{m_1}\right)^{-\xi}.
\]

### 3 Two reparameterisations for Bayesian inference

Parameter orthogonality is defined as a property of a set of parameters \(\theta\) which leads to a diagonal Fisher information matrix \(I(\theta)\). Sharkey and Tawn (2017) show empirically that orthogonality improves the convergence of the MCMC to the joint posterior distribution of the parameters. We successively describe their method to achieve near-orthogonality, and suggest another one proposed by Chavez-Demoulin and Davison (2005) for another purpose, that seems to be more effective for this objective.

#### 3.1 Near-orthogonality by tuning \(m\) (Sharkey and Tawn, 2017)

In view of (2), it is easy to transform the parameters \(\mu\) and \(\sigma\) by changing the value of the scaling factor. Sharkey and Tawn (2017) use this degree of freedom to find an \(m\) that minimises the asymptotic covariance between parameters, in order to change it
before using the Metropolis–Hastings algorithm, and at the end, restore the parameters corresponding to the initial number of blocks. As the asymptotic covariance matrix can be found by inverting the Fisher information matrix, the authors describe their problem as finding a value of $m$ that near-orthogonalizes the parameters $(\mu, \sigma, \xi)$.

The details of the derivation will not be given here, but one should note that they are only valid for $\xi > -1/2$. In the end, asymptotic covariances can be written as functions of $(x = -\frac{1}{\xi} \log \left(1 + \xi \left(\frac{u - \mu}{\sigma}\right)\right)_+, \sigma, \xi)$ as:

\[
\begin{align*}
\text{ACov}(\mu, \sigma) &= \frac{\sigma^2}{m \xi^2} e^x \left(\xi (1 + \xi)^2 x^2 - (1 + 3\xi) (1 + \xi) x + \xi^3 + (1 + \xi)(1 + 2\xi) \right) \\
&\quad + e^{-\xi x} (1 + \xi) (1 + 2\xi) (x - 1), \\
\text{ACov}(\mu, \xi) &= \frac{\sigma}{m \xi^2} e^x (1 + \xi) \left(\xi (1 + \xi) x - (1 + 2\xi) (1 - e^{-\xi x})\right), \\
\text{ACov}(\sigma, \xi) &= \frac{\sigma}{m} e^x (1 + \xi) ((1 + \xi) x - 1).
\end{align*}
\]

Denoting by $\rho_{\theta_1, \theta_2}$ the asymptotic correlation between two of the three parameters, the authors noted that a range of values can also work for $m$ between $m_1$ and $m_2$, where

\[
m_1 = \arg\min_m \{|\rho_{\mu, \sigma}| + |\rho_{\mu, \xi}|\} \quad \text{and} \quad m_2 = \arg\min_m \{|\rho_{\mu, \sigma}| + |\rho_{\sigma, \xi}|\}.
\]

They also found on their experiments that $m_1$ cancels $\text{ACov}(\mu, \sigma)$, and that $m_2$ cancels $\text{ACov}(\sigma, \xi)$. A numerical method is used in Sharkey and Tawn (2017) to approximate $m_1$ and $m_2$ as functions of $\xi$, so their framework consists of estimating $\hat{\xi}$ (with maximum likelihood for example), to obtain $\hat{m}_1(\xi)$ and $\hat{m}_2(\xi)$ and choose a value in this interval to run the MCMC.

### 3.2 Orthogonal parameterisation (our proposal)

More directly, there exists a parameterisation of the Poisson process that leads directly to orthogonality. Suggested by Chavez-Demoulin and Davison (2005), it consists of the following change of variable:

\[(r, \nu, \xi) = \left(m \left(1 + \xi \left(\frac{u - \mu}{\sigma}\right)\right)^{-1/\xi}, (1 + \xi) (\sigma + \xi (u - \mu)), \xi\right).
\]

Parameter $r$ represents the intensity of the Poisson process, which is the expected number of exceedances, and the two others can be seen as an orthogonal parametrisation of the GPD distribution with scale $\tilde{\sigma}_u = \sigma + \xi (u - \mu)$ and shape $\xi$. The motivations of Chavez-Demoulin and Davison (2005) for this transformation are different\(^1\), but this parameterisation can be used here to ensure full orthogonality, which means that $I(r, \nu, \xi)$ is diagonal.

\(^1\)To avoid computations difficulties when using a generalised linear model for extremes.
4 Comparison of the two approaches

The approach of Sharkey and Tawn (2017) implies to study the \( x \) roots of \( \text{ACov}(\mu, \sigma) \) and \( \text{ACov}(\sigma, \xi) \) to respectively deduce \( \hat{m}_1(\xi) \) and \( \hat{m}_2(\xi) \). The corresponding value of \( m \) can be found by observing that \( x = \log\left(\frac{r}{m}\right) \), with \( r = m \left(1 + \xi \left(\frac{u - \mu}{\sigma}\right)\right)^{-1/\xi} \) the expected number of observations. Although \( r \) is unknown before estimation, it can be easily estimated by the actual number of observations \( n \), allowing us to deduce the value of \( m \) from a given \( x \). The authors provide an approximation method to numerically compute \( \hat{m}_1(\xi) \) and \( \hat{m}_2(\xi) \). In contrast here, we investigate the existence, uniqueness and position of the roots from a theoretical point of view.

For \( \text{ACov}(\sigma, \xi) \), we directly have \( x_1 = \frac{1}{1+\xi} \) as the unique root. Moreover, as \( \xi > -\frac{1}{2} \), we have \( x_1 > 0 \), which motivates us to study the sign of the root \( x_2 \) for \( \text{ACov}(\mu, \sigma) \). Indeed, if \( x_2 \) is unique and \( x_2 < 0 \), then the choice \( x = 0 \) which cancels the third asymptotic covariance \( \text{ACov}(\mu, \xi) \) will always be reasonable as it will stay in the targeted interval, between the two other roots. In addition, \( x = 0 \) corresponds to the choice \( m = r \) (which in practice translates into \( m = n \)), and is a simple choice as it does not require any estimation of \( \xi \). The interest of the choice \( m = n \) has already been mentioned in Wadsworth et al. (2010) to improve the mixing property of the chain. Unfortunately, a study of function for \( \text{ACov}(\mu, \sigma) \) shows that the properties of uniqueness and positivity are only valid in the case where \( \xi > 0 \). In that case, studies of Wadsworth et al. (2010) and Sharkey and Tawn (2017) corroborate the choice of \( m = n \). However, it is not the case when \( -\frac{1}{2} < \xi < 0 \). The study shows that \( x_2 \) is not negative here, and worse, may not be unique (Fig. 1).

Thus, instead of tuning \( m \), using the orthogonal parameterisation of Chavez-Demoulin and Davison (2005) is more adapted, as has the following three advantages:

1. It exactly orthogonalises the three parameters.
2. It is more accurate in the sense that there is no need to estimate \( r \) (as \( r \) is one of the parameters).
3. It is valid for all \( \xi > -1/2 \).

Moreover, by plugging the variables \((r, \nu)\) in (2), we can show that the invariance property with respect to \( m \) holds for the three parameters, and so the parametrisation is totally independent from the choice of \( m \). In the communication, we shall also present the experimental part, comparing the convergence and mixing properties of the Markov chains corresponding to different parameterisations on various datasets.
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Figure 1: Graphs of $\text{ACov}(\mu, \sigma)$ as a function of $x$ for different values of $\xi$. When $\xi > 0$ (a), 0 effectively belongs to the segment $[x_1, x_2]$, but it is not the case anymore when $\xi < 0$, with different scenarios. The covariance function can stay monotonic (b), or may be locally decreasing (c), up to having multiple roots (d).


