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Abstract. Classic performance evaluation using queueing theory is
usually done assuming a stable model in equilibrium. However, there
are situations where we are interested in the transient phase. In this
case, the main metrics are built around the model’s state distribution
at an arbitrary point in time. In dependability, a significant part of the
analysis is done in the transient phase. In previous work, we developed
an approach to derive distributions of some continuous time Markov-
ian models, built around uniformization (also called Jensen’s method),
transforming the problem into a discrete time one, and the concept of
stochastic duality. This combination of tools provides significant sim-
plifications in many cases. However, stochastic duality does not always
exist. Recently, we discovered that an idea of algebraic duality, for-
mally similar to stochastic duality, can be defined and applied to any
linear differential system (or equivalently, to any matrix). In this case,
there is no limitation, the transformation is always possible. We call
it the exponential-dual matrix method. In the article, we describe the
limitations of stochastic duality and how the exponential-dual matrix
method operates for any system, stochastic or not. These concepts are
illustrated throughout our article with specific examples, including the
case of infinite matrices.

1. Introduction

In this article, we first review how the concept of stochastic duality
in continuous time Markov chains with discrete state spaces, as defined
in [16] and used in [1], coupled with the uniformization method [6], allows
us to obtain analytical expressions of transient distributions of fundamental
Markovian queueing models. The quantity of literature on the transient
analysis of these stochastic models is huge, both in the number of research
papers and in books [12], [4], [2], [15]. There are many uses of the word
“duality” in science, and also inside probability theory (see for instance [5] in
the Markovian case). When we say “dual” here, or more precisely “stochastic
dual”, we mean for Markov chains, as defined in [16] and developed by
Anderson in [1].

Analyzing transient behavior in stochastic models is extremely impor-
tant in performance and in dependability analysis, in many engineering
branches including computer science and communication networks. The
combination of duality with uniformization (also called randomization or
Jensen’s method) has proved very useful in obtaining closed-form expres-
sions, see our previous articles [3, 9, 10, 8]. In particular, in [10] the
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M/M/1 and M/M/1/H queueing systems are analyzed using these meth-
ods, together with a variant of the M/M/1/H where “catastrophes” (tran-
sitions from every state to the empty state) are also included.

However, the use of the duality transformation has some limitations. For
example, the stochastic dual exists only if a strong monotonicity property
of the original chain holds, see [1] (a property that makes sense with respect
to a total order relation on the state space). The problem is that in some
cases, there is no such monotonicity and thus, no dual process. Moreover, the
ordering matters, which means that the dual may exist for a specific ordering
of the states, and not for a different one. Another possible restriction is that
the dual may exist iff the transition rates of the original Markov chain satisfy
some specific inequalities.

In this article, we first describe the stochastic dual concept and review
how the method is used to find analytic expressions of the transient distribu-
tion of some fundamental Markov chain models. In particular, we highlight
the main structure of the duality/uniformization approach. Examples when
the dual does not exist and the dependency upon ordering of states or other
required conditions are explored. Another possibility not usually covered
in the literature, occurs when the state space is infinite making the dual
transformation a nonconservative matrix. We illustrate this with an exam-
ple and show how to deal with it and still obtain transient distributions
(Subsection 4.1).

In our work with stochastic duality, we realized that many nice proper-
ties of duality rely only upon algebraic relations and not upon the stochastic
properties of the models such as monotonicity. In fact, a similar transforma-
tion can be defined for any matrix, that is, not necessarily just for infinites-
imal generators. This generalization of the stochastic dual is what we call
“exponential-dual”. It turns out that many of the main properties of the
dual concept for Markov chains also hold unchanged for the exponential-
dual. However, the exponential-dual always exists, independently of the
specific ordering of the states and without any condition of the model’s pa-
rameters. Of course, when we deal with a Markov model and the dual exists,
the exponential-dual coincides with it.

Our article has the following outline. This introductory Section 1 de-
scribes its context and content. Uniformization is discussed in Section 2 and
Section 3 is devoted to stochastic duality. The uniformization plus duality
approach to transient solutions is explained and illustrated by examples in
Section 4. The generalization of the stochastic dual to the exponential-dual
matrix, along with its main properties and results, is presented in Section 5.
In this article, we mainly consider finite matrices. Conclusions and future
work comprise Section 6.
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2. Uniformization

The uniformization procedure is a way of transforming a problem speci-
fied on a continuous time Markov chain X = {X(t)}t≥0 into a similar prob-
lem defined on an associated discrete time Markov chain Y = {Yn}n≥0. The
transformation is such that solving the problem defined on Y allows to get
immediately an answer to the original problem defined in terms of X. Both
chains X and Y share the same discrete state space S and the same initial
distribution α (when writing matrix relations using α, it will be considered
a row vector). Let A be the infinitesimal generator of X, that is, Ai,j ≥ 0
is the transition rate from i to j for i 6= j; Ai,i = −di ≤ 0 is the departure
rate from state i multiplied by −1. The transformation has a scalar real
parameter Λ that must satisfy Λ ≥ supi∈S di. This is why X is said to be
uniformizable iff supi∈S di < ∞. We are only interested in uniformizable
processes here. Let U be the transition probability matrix of chain Y . Its
definition is U = I +A/Λ, where I is the identity matrix indexed on S.

If N = {N(t)}t≥0 is the counting process of a Poisson process having
rate Λ and independent of Y , then the process Z = {Z(t)}t≥0 defined on S
by Z(t) = YN(t) is stochastically equivalent to X. In particular, this means
that the distribution of X(t), seen as a row vector p = (p(t)), satisfies

(2.1) p(t) =
∑
n≥0

e−Λt (Λt)
n

n!
qn,

where (qn) is the distribution of Yn also considered a row vector indexed
on S. To evaluate, for instance, the law of X(t) with an absolute error < ε,
we use the previous relation and look first for integer N defined by

N = min

{
K ≥ 0 :

K∑
k=0

e−Λt (Λt)
k

k!
≥ 1− ε

}
.

This can be done in negligible computing time. Using the vector norm
‖ · ‖ = ‖ · ‖1, we have∥∥∥∥p(t)− N∑

n=0

e−Λt (Λt)
n

n!
qn

∥∥∥∥ =

∥∥∥∥∑
n>N

e−Λt (Λt)
n

n!
qn

∥∥∥∥
≤
∑
n>N

e−Λt (Λt)
n

n!
‖qn‖

≤
∑
n>N

e−Λt (Λt)
n

n!

= 1−
N∑

n=0

e−Λt (Λt)
n

n!

≤ 1−
(
1− ε

)
= ε.
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Now, let us illustrate what happens if we attack the problem of evalu-
ating the transient distribution of the M/M/1 queue using uniformization.
Consider this chain, illustrated in Figure 1, with parameters λ > 0 and
µ > 0. This chain is uniformizable, and we can use any uniformization
rate Λ ≥ λ+ µ.

0 1 2 3 · · ·· · ·· · ·
λ

µ

λ

µ

λ

µ

λ

µ

Figure 1. TheM/M/1 model with arrival rate λ and service
rate µ.

Uniformizing this chain with respect to the uniformizing rate Λ = λ+µ
leads to the discrete time chain depicted in Figure 2. If we can calculate the

0 1 2 3 · · ·· · ·· · ·

p

q

p

q

p

q

p

q

q

Figure 2. The uniformized M/M/1 model of Figure 1,
with respect to the uniformizing rate Λ = λ + µ, with the
notation p = λ/Λ and q = 1− p = µ/Λ.

transient distribution of Y , which we denoted (qn), we obtain an expression
of that of the original M/M/1 queue using (2.1). This can be done using
counting path techniques as described in [9, 10] for basic queues such as the
M/M/1 or the M/M/1/H having a finite storage capacity, and variations.

In next section, we explore the concept of duality and its limitations.

3. Stochastic duality

In this section we follow [1] using a notation slightly different from An-
derson’s. We start from a continuous time Markov chain X where the state
space is S = N or S = {0, 1, 2, . . . , n − 1}, for some integer n ≥ 1. Define
matrix P = P (t) by Pi,j(t) = P(X(t) = j | X(0) = i), often also denoted
Pi(X(t) = j). Recall that A denotes X’s generator. When exp(A) exists
(for instance, when S is finite), we have P (t) = exp(At). Seen as a function
of t, matrix P is called the transition function of X. In our case, where
we avoid all possible “pathologies” of X, function P has all the information
that we need to work with X.

To fix the ideas and simplify the presentation, consider the case of S = N.
The transition function P of the continuous time Markov chain X is said
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to be stochastically increasing iff for all t ≥ 0 and for all states i, j, k ∈ N,
the ordering Pi(X(t) ≥ k) ≤ Pi+1(X(t) ≥ k) holds. In [16], Siegmund
proved that if the transition function P of Markov chain X is stochastically
increasing, then there exists another Markov process X∗ defined also on N,
such that for all t ≥ 0 and i, j ∈ N, Pi(X

∗(t) ≤ j) = Pj(X(t) ≥ i). Process
X∗ is the dual of X. We will say here stochastic dual, to underline the
difference with our generalization in Section 5. Matrix function P ∗ is also
stochastically increasing. Between P and P ∗, the following relations hold:

P ∗i, j(t) =
i−1∑
k=0

[
Pj−1, k(t)− Pj, k(t)

]
,(3.1)

Pi, j(t) =
i∑

k=0

[
P ∗j, k(t)− P ∗j+1, k(t)

]
.(3.2)

By convention, if some index takes a value not in S, then the corresponding
term is 0, and if the index summation space is empty, then the sum is 0.
In the finite case where the state space of X has n states (we will fix them
to the set {0, 1, . . . , n − 1}), then the state space of X∗ is {0, 1, . . . , n}.
Relation (3.1) holds for j ≤ n − 1, and this makes that P ∗n,j(t) = 0. When

j = n, we have P ∗i, n(t) = 1−
∑n−1

k=0 P
∗
i,k(t), and P ∗n,n(t) = 1.

Relations (3.1) and (3.2) can be also written

Pi(X(t) = j) = Pj(X
∗(t) ≤ i)− Pj+1(X∗(t) ≤ i),(3.3)

= Pj+1(X∗(t) > i)− Pj(X
∗(t) > i),(3.4)

Pi(X
∗(t) = j) = Pj−1(X(t) ≤ i− 1)− Pj(X(t) ≤ i− 1),(3.5)

= Pj(X(t) > i)− Pj−1(X(t) > i),(3.6)

where we see monotonicity at work. This is the central result of [16], called
the Duality Theorem in [8].

Between X and X∗ we also have other similar relations: if A∗ is the
generator of X∗,

A∗i, j =
i−1∑
k=0

[
Aj−1, k −Aj, k

]
=
∑
k≥i

[
Aj, k −Aj−1, k

]
,(3.7)

Ai, j =
i∑

k=0

[
A∗j, k −A∗j+1, k

]
=
∑

k≥i−1

[
A∗j+1, k −A∗j, k

]
.(3.8)

If we consider discrete time Markov chains instead, the construction
remains valid, changing (3.1) to (3.8) to their immediate discrete versions
(in the last two relations (3.7) and (3.8), replacing generators by transition
probability matrices).

Suppose that the continuous time Markov chain X has generator A, and
that we define A∗ using (3.7). If A∗ is also a generator and if we build a
continuous time Markov chain X∗ on N having generator A∗, then X∗ is the
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dual of X. The analogous reciprocal property holds if we start from A∗ and
use (3.8) to build A. These relations also hold if we consider discrete time
Markov chains. See [7] for some elements of stochastic duality in discrete
time.

The stochastic dual matrix A∗ has some interesting properties that will
be addressed in later sections. For example, it turns out that A and A∗

share the same spectrum (see [11] for details). In Section 5, some of these
properties arise again with regard to exponential-dual matrices.

3.1. On the dual’s existence. The monotonicity condition leading
to the dual existence is a strong one. Let us illustrate this with a few very
simple examples, using a generic one taken from [3]. See first Figure 3,
where α, β, γ > 0. The cyclic structure clearly suggests that the monotonic-
ity property can’t hold, which can easily be verified, and we then have an
example of a Markovian model without a dual, for any value of the transition
rates α, β, γ.

X :

α

β γ

Figure 3. In this circular Markov process the transition di-
agram is not stochastically increasing, whatever the value of
the rates and whatever the numbering of the states.

In Figure 4, we have a small birth-death process that satisfies the mono-
tonicity condition for any value of its transition rates if the states are num-
bered as shown in part (a). This is valid for a general birth-death process [1].
If instead we number them as in part (b) of the same figure, the new process
never has a dual. The verification of these claims is straightforward using
the definition of duality and previous relations.

0 1 2

(a)

α

γ

β

δ

0 2 1

(b)

α

γ

β

δ

Figure 4. Assume that α, β, γ, δ are all > 0. In (a), we have
a birth-death process that is always stochastically increasing.
Changing the numbering of the states in (b) leads to a pro-
cess that is never stochastically increasing, no matter which
values α, β, γ and δ take.
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Consider the Markov process in Figure 5. In previous examples, the
dual process either existed or not, regardless of the values of the transition
rates. Here, the dual exists iff β > ν.

0 1 2

α

γ

β

δ

ν

Figure 5. Assume that α, β, γ, δ, ν are all > 0. The dual of
this process exists iff β > ν (see [3]).

Before leaving this section, let us point out that the concept of stochastic
duality appears in many studies after its definition by Siegmund in [16]. For
a sample of recent work, see [14], [13], [18] and the references therein.

4. Transient analysis using uniformization and duality

Before going to the main topic of this section, observe that the basic uni-
formization relation (2.1) can be written in matrix form. Using the notation
of previous section, we have

(4.1) P (t) =
∑
n≥0

e−Λt (Λt)
n

n!
Un.

The basic idea of using the dual combined with uniformization to obtain
the transient distribution of a given uniformizable continuous time Markov
chain X defined on N and having generator A, goes as follows. We first
construct A∗ and check if it is a generator. If it is, then we form the dual
chain X∗ of X and uniformize it. Call Y ∗ the result. We then determine the
transient distribution of Y ∗, which allows us through (2.1) to obtain that
of X∗. Finally, (3.2) is used to obtain the distribution of X.

Remark 4.1. In the process of determining Y ∗, the order of the trans-
formations can be reversed. That is, we can first uniformize X, to obtain Y ,
and then, in discrete time, construct the dual Y ∗ of Y . The result will be
the same Y ∗ as before. Figure 6 illustrates that these operations commute.
This is immediate from the definitions.

X Y

Y ∗X∗

uniformization

dualdual

uniformization

Figure 6. Commutativity of the operators “dual” and “uniformization”.
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Here is a simple example to illustrate the preceding material. Consider
the chain depicted in Figure 7. The dual of this chain is X∗, depicted in
Figure 8.

0 1

λ

µ
A =

(
−λ λ
µ −µ

)

Figure 7. The two-state irreducible continuous time
Markov chain X, where λ > 0 and µ > 0.

0 1 2λ µ A∗ =

0 0 0
λ −(λ+ µ) µ
0 0 0


Figure 8. The dual of the chain X given in Figure 7.

Let us check the basic relations (3.4) and (3.6). It is straightforward to
compute the transition functions of X and X∗. Using the notation Λ = λ+µ,
p = λ/Λ and q = µ/Λ = 1− p, we obtain:

(4.2) P (t) = eAt =

(
pe−Λt + q p

(
1− e−Λt

)
q
(
1− e−Λt

)
qe−Λt + p

)
and

(4.3) P ∗(t) = eA
∗t =

 1 0 0
p
(
1− e−Λt

)
e−Λt q

(
1− e−Λt

)
0 0 1

 .

Then, for (3.4), we have

P0,0(t) = P ∗0,0(t)− P ∗1,0(t) = 1− p(1− e−Λt) = q + pe−Λt,

P1,0(t) =
[
P ∗0,0(t)− P ∗1,0(t)

]
+
[
P ∗0,1(t)− P ∗1,1(t)

]
=
[
q + pe−Λt

]
+
[
0− e−Λt

]
= q
(
1− e−Λt

)
,

P0,1(t) = P ∗0,0(t)− P ∗1,0(t) = p
(
1− e−Λt

)
− 0 = p

(
1− e−Λt

)
,

P1,1(t) =
[
P ∗1,0(t)− P ∗2,0(t)

]
+
[
P ∗1,1(t)− P ∗2,1(t)

]
=
[
p
(
1− e−Λt

)
− 0
]

+
[
e−Λt − 0

]
= p+ qe−Λt.

We can also consider the uniformization ofX and that ofX∗ with respect
to the uniformization rate Λ = λ + µ, respectively denoted by Y and Y ∗.
They are depicted in Figures 9 and 10.
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0 1

p

q

q p

U =

(
q p
q p

)
= Un when n ≥ 1

Figure 9. The uniformization of the chain X of Figure 7,
denoted by Y , with respect to the uniformization rate Λ =
λ+µ, using the notation Λ = λ+µ, p = λ/Λ and q = µ/Λ =
1− p.

0 1 2p q

1 1

U∗ =

1 0 0
q 0 p
0 0 1

 = (U∗)n when n ≥ 1

Figure 10. The uniformization of the chain X∗ of Fig-
ure 8, denoted by Y ∗, with respect to the uniformization
rate Λ = λ+ µ, using the notation Λ = λ+ µ, p = λ/Λ and
q = µ/Λ = 1− p.

As a final check, consider (2.1), choosing the case of X. First, observe
that (4.2) can be written

P (t) = U + e−Λt

(
p −p
−q q

)
= U + e−Λt(I − U).

Now, following (4.1),

P (t) =
∞∑
n=0

e−Λt (λ+ µ)ntn

n!
Un

= e−ΛtI +

∞∑
n=1

e−Λt (λ+ µ)ntn

n!
U

= e−ΛtI +
(
1− e−Λt

)
U.

The second equality uses the fact that Un = U when n ≥ 1. The same
computation can be checked on the pair X∗, Y ∗.

Remark 4.2. The use of the dual plus uniformization is useful for eval-
uating the distribution of X(t) when finding the discrete time distribution
of Y ∗n is easier than doing the same with X(t), or with Yn where Y is the
uniformization of X (with respect to some appropriate rate Λ). This occurs,
for instance, for queueing systems M/M/1 and M/M/1/H, where formal
representations (closed forms) were obtained in this way [10].



4. TRANSIENT ANALYSIS USING UNIFORMIZATION AND DUALITY 11

4.1. Problems with infinite state spaces. Consider a simple immi-
gration process with catastrophes, denoted as usual by X, our target, as
illustrated in Figure 11.

0 1 2 3 · · ·· · ·· · ·

· · ·· · ·· · ·

λ

γ

λ

γ

λ

γ

λ

Figure 11. Immigration (or birth) process with “catastrophes”.

The transient analysis of this process has been the object of many papers,
using different approaches (see for instance, [17]). It can also be done by
means of the procedure described here. First, the generator of X is

(4.4) A =


−λ λ 0 0 0 · · ·
γ −(λ+ γ) λ 0 0 · · ·
γ 0 −(λ+ γ) λ 0 · · ·
γ 0 0 −(λ+ γ) λ · · ·

· · ·

 .

Applying (3.7), we obtain

(4.5) A∗ =


0 0 0 0 0 · · ·
λ −(λ+ γ) 0 0 0 · · ·
0 λ −(λ+ γ) 0 0 · · ·
0 0 λ −(λ+ γ) 0 · · ·

· · ·

 .

This is not a generator. If we use the trick of adding an artificial auxiliary
state ∆ (as in [1, Proposition 1.1]) and the transitions that convert the new
transition rate matrix into a generator, we obtain a Markov process whose
graph is depicted in Figure 12.

0 1 2 3

∆

· · ·· · ·· · ·

· · ·· · ·· · ·

λ λ λ

γ γ
γ

Figure 12. Dual of the immigration (or birth) process with
“catastrophes” given in Figure 11.
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If we decide that, by construction, ∆ is greater than any integer i, then,
the generator of X∗ is symbolically given in (4.6),

(4.6) A∗ =


0 0 0 0 0 · · · 0
λ −(λ+ γ) 0 0 0 · · · γ
0 λ −(λ+ γ) 0 0 · · · γ
0 0 λ −(λ+ γ) 0 · · · γ

· · ·

 .

where the index runs on {0, 1, 2, . . .} followed by ∆. Now, it is easy to verify
that recovering Ai,j for i, j ∈ N from A∗ works as before.

Denoting by Y ∗ the uniformization of the dual chain with respect to the
rate Λ = λ+ γ, with the additional notation p = λ/Λ and q = γ/Λ = 1− p,
the resulting chain is shown in Figure 13.

0 1 2 3

∆

· · ·· · ·· · ·

· · ·· · ·· · ·

p p p

q q
q

1

1

Figure 13. uniformization of the chain given in Figure 12,
with respect to the uniformization rate Λ = λ + γ, with
p = λ/Λ and q = γ/Λ = 1− p.

It is clear now how to obtain the transition function of this discrete time
chain. If U∗ is its transition probability matrix, and if we denote(

(U∗)n
)
i,j

= P(Y ∗ = j | Y ∗0 = i),

for any n ≥ 0 and possible states i, j of Y ∗, with i 6= 0, i 6= ∆ and j ∈
N ∪ {∆}, we have:

• If n = 0,
(
(U∗)0

)
i,j

= 1(i = j); for any n ≥ 0, we have(
(U∗)n

)
0,0

=
(
(U∗)n

)
∆,∆

= 1.

• From this point, consider n ≥ 1 and i 6= 0, i 6= ∆ (so, i ≥ 1).
– Starting from i, we have that

(
(U∗)n

)
i,j
6= 0 iff j 6= ∆, i > j

and n = i− j, and in that case, its value is pi−j = pn.
– For n = 1, 2, . . . , i − 1,

(
(U∗)n

)
i,∆

= 1 − pn−1; then, for all

n ≥ i,
(
(U∗)n

)
i,∆

= 1− pi.
From these expressions, the distribution of X∗ follows using (2.1), and

then, that of X from the dual inversion formula (3.2). For instance, let
us just check the P0,0 case to compare with other papers, e.g. with [17]).
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First, P0,0(t) = P0,0(t) − P1,0(t) using (3.2). We have P ∗0,0(t) = 1 and

P ∗1,0(t) = (1− e−Λt)p. So,

P0,0(t) = 1− (1− e−Λt)p = q + pe−Λt.

5. Generalization of the stochastic-dual:
the exponential-dual matrix

The transient distribution of the continuous time Markov process X is
the solution to the Chapman-Kolmogorov equation p′(t) = p(t)A where p(t)
is the distribution of X(t) seen as a row vector, or in matrix form, using
the transition function of X, P ′(t) = P (t)A. In this section, we consider
the finite case only. We know that the transition function P (t) of X, the
solution to the previous matrix differential equation, is P (t) = eAt (in the
infinite state space case, this exponential may not exist).

Assume now that we are given an arbitrary matrix A (possibly of com-
plex numbers). Our goal is to solve the linear differential system whose
matrix is A, that is, to compute eAt, that we denote here by E(t), to avoid
the notation P (t) reserved for the Markov setting. We then define the
exponential-dual of A as a new matrix A∗ following the same formal rules
as before.

We will also use the notation E∗(t) = eA
∗t instead of P ∗(t) for the same

reason as before: here, we have left the stochastic area.
As already said, we will limit ourselves to the case of finite chains, to

focus on the algebraic work and not on the particular case of the analysis of
queueing systems, where the state space may be infinite.

As before, our vectors are row vectors. When we will need a column
vector we will use the transpose operator denoted ()T. For the sake of
clarity, we denote by 0 a (row) vector only composed of 0’s, and by 1 a
(row) vector only composed of 1’s.

5.1. Exponential-dual definition. Let A be an arbitrary square ma-
trix of reals (or of complex numbers). We are interested in the computation
of eAt for t ≥ 0. Let n < ∞ be the dimension of A, whose elements are
indexed on {0, 1, . . . , n− 1}.

Definition 5.1. We define the exponential-dual of A as the matrix
of dimension n + 1, indexed on {0, 1, . . . , n}, defined as follows: for any
i, j ∈ {0, 1, . . . , n− 1, n},

A∗i,j =
n−1∑
k=i

(
Aj,k −Aj−1,k

)
,

where Au,v = 0 if (u, v) is out of the A-range (that is, if (u, v) 6∈ {0, 1, . . . , n−
1}2), and where we adopt the usual convention that

∑v
k=u ... = 0 if u > v.

We now describe some immediate properties of the exponential-dual ma-
trix.
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Lemma 5.2 (Basic properties of the exponential-dual matrix). Matrix
A∗ satisfies the following immediate properties:

• the sum of the elements of any row of A∗ is 0;
• the last row of A∗ is only composed by 0’s.

Proof.

Case 1. Let 0 ≤ i ≤ n− 1. Summing the elements of the ith row of A∗,

n∑
j=0

A∗i,j =

n∑
j=0

n−1∑
k=i

(
Aj,k −Aj−1,k

)

=

n∑
j=0

n−1∑
k=i

Aj,k −
n∑

j=0

n−1∑
k=i

Aj−1,k

=
n−1∑
j=0

n−1∑
k=i

Aj,k −
n−1∑
`=0

n−1∑
k=i

A`,k

= 0,

where in the penultimate ‘=’ we use the fact that rows “-1” and “n”
of A are out of the index space of the matrix (which is {0, . . . n−1}),
so, the corresponding elements of the matrix are all null.

Case 2. For the last row of A∗, the definition makes that the sum defining
element An,j is empty for any j ∈ {0, 1, . . . , n}, and then A∗n,j = 0.

�

Let us illustrate previous definition.

If A =

(
a b
c d

)
, then A∗ =

a+ b c+ d− (a+ b) −(c+ d)
b d− b −d
0 0 0

.

A numerical example: if A =

(
1 −2
3 −4

)
, then A∗ =

−1 0 1
−2 −2 4
0 0 0

.

Another one: A =

(
−1 1
2 −2

)
(a generator), leads toA∗ =

0 0 0
1 −3 2
0 0 0


(which is also a generator).

5.2. The exponential of the exponential-dual. Remember that we
denote E∗(t) = eA

∗t. The given properties of A∗ imply some general prop-
erties for E∗(t).

Lemma 5.3 (Initial properties of E∗(t)). Matrix E∗(t) satisfies the fol-
lowing properties:

• the sum of the elements of any row of E∗(t) is 1;
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• the last row of E∗(t) is composed of 0’s except for its last element,
E∗n,n(t), which is equal to 1.

Proof.

Case 1. Let 0 ≤ i ≤ n. Recall that 1T denotes a column vector only
composed of 1s, whose dimension is defined by the context. We
must prove that E∗(t)1T = 1T. We know that A∗1T = 0T, where
0T is a column vector only composed of 0s, whose dimension is
defined by the context.

By definition,

E∗(t) = eA
∗t = I +

∑
`≥1

t`

`!
(A∗)`.

After right-multiplying by 1T, we have

E∗(t)1T = 1T +
∑
`≥1

t`

`!
(A∗)`1T = 1T + 0T = 1T.

Case 2. For the last row of E∗, consider the decomposition of A∗ in blocks
as follows:

A∗ =


|

Ã∗ | −Ã∗1T

|
0 | 0

 .

This decomposition of A∗ in blocks corresponds to the partition of
{0, 1, . . . , n} in two sets, {0, 1, . . . , n− 1} and {n}. If we index the

block-decomposition on {0, 1}, block (0, 0) is Ã∗, with denotes the
restriction of A∗ to its first n− 1 elements (square sub-matrix with

dimension n); block (0, 1) is the column vector −Ã∗1T (this follows
from the fact that A∗1T = 0T); block (1, 0) is 0, a row vector of 0s
(size n− 1) and block (1, 1) is the number 0.

A basic property of matrix exponentials then says that

eA
∗

=


|

eÃ
∗ | 1T − eÃ

∗
1T

|
0 | e0 = 1

 ,

so, in the same way,

eA
∗t =


|

eÃ
∗t | 1T − eÃ

∗t1T

|
0 | e0 = 1

 .

�
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Consider the previous numerical example A =

(
1 −2
3 −4

)
, leading to

A∗ =

−1 0 1
−2 −2 4
0 0 0

. We have:

eA
∗t =

 e−t 0 1− e−t

−2e−t + 2e−2t e−2t 1 + 2e−t − 3e−2t

0 0 1

 .

5.3. Inversion lemma for the exponential-dual. Knowing the exponential-
dual A∗ of A, we can recover A using the following result:

Lemma 5.4 (Inversion lemma for the exponential-dual matrix). For 0 ≤
i, j ≤ n− 1, we have

Ai,j =

i∑
k=0

(
A∗j,k −A∗j+1,k

)
.

Proof.
Re-write the definition of A∗ using the following notation: for 0 ≤ j, k ≤ n,

A∗j,k =
n−1∑
`=j

(
Ak,` −Ak−1,`

)
.

Summing the first i+ 1 elements of row j of A∗ gives

i∑
k=0

A∗j,k =
i∑

k=0

n−1∑
`=j

(
Ak,` −Ak−1,`

)

=
n−1∑
`=j

i∑
k=0

(
Ak,` −Ak−1,`

)

=
n−1∑
`=j

[
A0,` +A1,` + · · ·+Ai,` −

(
A−1,` +A0,` + · · ·+Ai−1,`

)]

=
n−1∑
`=j

Ai,`.

Writing the obtained equality
∑i

k=0A
∗
j,k =

∑n−1
`=j Ai,` again but replacing j

by j+ 1 produces
∑i

k=0A
∗
j+1,k =

∑n−1
`=j+1Ai,`. Subtracting now both equal-

ities gives
i∑

k=0

A∗j,k −
i∑

k=0

A∗j+1,k =
n−1∑
`=j

Ai,` −
n−1∑

`=j+1

Ai,`,
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that is,
i∑

k=0

(
A∗j,k −A∗j+1,k

)
= Ai,j . �

5.4. Main result for the exponential-dual. Our main result is the
following one:

Theorem 5.5. Define matrix function F using the following relation:
for any i and j belonging to the index set {0, 1, . . . , n− 1},

Fi,j(t) =
i∑

k=0

(
E∗j,k(t)− E∗j+1,k(t)

)
.

Then, F (t) = eAt.

Before proving this main theorem, we need the following lemma.

Lemma 5.6 (Inversion lemma for matrix function E∗.). Knowing F , we
can recover matrix E∗ using the following relations: for 0 ≤ i ≤ n and
1 ≤ j ≤ n − 1, we have (we are omitting ‘ t’ here, for more clarity in the
text)

E∗i,j =

n−1∑
k=i

(
Fj,k − Fj−1,k

)
;

for the last column of E∗, we have, for any i ∈ {0, 1, . . . , n},

E∗i,n = 1−
n−1∑
k=i

Fn−1,k.

Proof. Let us re-write the definition of F with the following notation:

Fj,k =

j∑
`=0

(
E∗k,` − E∗k+1,`

)
,

Summing the last components of row j (which is ≤ n− 1) of F , starting at
column i, gives

n−1∑
k=i

Fj,k =

n−1∑
k=i

j∑
`=0

(
E∗k,` − E∗k+1,`

)

=

j∑
`=0

n−1∑
k=i

(
E∗k,` − E∗k+1,`

)

=

j∑
`=0

[
E∗i,` + E∗i+1,` + · · ·+ E∗n−1,` −

(
E∗i+1,` + E∗i+2,` + · · ·+ E∗n,`

)]

=

j∑
`=0

E∗i,`.
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We used the fact that, since in the sums on `, we always have ` < n, then
E∗n,` = 0.

Writing now the obtained equality
∑n−1

k=i Fj,k =
∑j

`=0E
∗
i,` and the equal-

ity obtained by changing j by j − 1, that is,
∑n−1

k=i Fj−1,k =
∑j−1

`=0 E
∗
i,` and

subtracting them, we get

n−1∑
k=i

(
Fj,k − Fj−1,k

)
= E∗i,j .

For the case of j = n−1, we start from the same expression (replacing j
by n− 1):

Fn−1,k =

n−1∑
`=0

(
E∗k,` − E∗k+1,`

)
,

We sum on k from i to n− 1:
n−1∑
k=i

Fn−1,k =
n−1∑
k=i

n−1∑
`=0

(
E∗k,` − E∗k+1,`

)
=

n−1∑
`=0

n−1∑
k=i

(
E∗k,` − E∗k+1,`

)
=

n−1∑
`=0

[
E∗i,` + E∗i+1,` + · · ·+ E∗n−1,` −

(
E∗i+1,` + E∗i+2,` + · · ·+ E∗n,`

)]
=

n−1∑
`=0

E∗i,`

= 1− E∗i,n,
leading to

E∗i,n = 1−
n−1∑
k=i

Fn−1,k. �

Proof of the Main Theorem. Starting from some given matrix A,
we construct A∗, compute E∗(t) = eA

∗t, and construct F . We must prove
that F (t) = eAt, or equivalently, that F ′ = FA, or that F ′ = AF .

Let us use the notation G(t) = E∗(t) to avoid all these ∗, and omit ‘t’
as before for the sake of clarity.

We will prove that

(5.1) F ′ = AF.

Fix i, j with 0 ≤ i, j ≤ n− 1, and focus on the right hand side of (5.1).

(
AF
)
i,j

=

n−1∑
u=0

Ai,uFu,j
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=
n−1∑
u=0

Ai,u

u∑
v=0

(
Gj,v −Gj+1,v

)
.(5.2)

Now, we look at the l.h.s. From the definition of F ,

(5.3) F ′i,j =
i∑

k=0

(
G′j,k −G′j+1,k

)
.

We know that G′ = GA∗ = A∗G. Let us use here the second equality.

G′j,k =
n∑

v=0

Gj,vA
∗
v,k

=
n−1∑
v=0

Gj,vA
∗
v,k

↖ because the last row of A∗ is only composed of 0s

=

n−1∑
v=0

Gj,v

n−1∑
u=v

(
Ak,u −Ak−1,u

)
.

Coming back to F ′i,j , we have

F ′i,j =
i∑

k=0

(
G′j,k −G′j+1,k

)
=

i∑
k=0

n−1∑
v=0

(
Gj,v −Gj+1,v

) n−1∑
u=v

(
Ak,u −Ak−1,u

)
=

n−1∑
v=0

Gj,v

n−1∑
u=v

i∑
k=0

(
Ak,u −Ak−1,u

)
−

n−1∑
v=0

Gj+1,v

n−1∑
u=v

i∑
k=0

(
Ak,u −Ak−1,u

)
=

n−1∑
v=0

(
Gj,v −Gj+1,v

) n−1∑
u=v

i∑
k=0

(
Ak,u −Ak−1,u

)
↖ after moving the first sum on k to the end

=

n−1∑
v=0

(
Gj,v −Gj+1,v

) n−1∑
u=v

Ai,u

↖ after observing that
i∑

k=0

(
Ak,u −Ak−1,u

)
is a telescopic sum

=
n−1∑
u=0

Ai,u

u∑
v=0

(
Gj,v −Gj+1,v

)
↖ after interchanging the summation order,
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which is exactly (5.2). �

Observe now that we have proved the equivalent of relations (3.1) and (3.2)
but in our generalization, where A is an arbitrary square matrix: using the
notation E and E∗, we have

E∗i, j(t) =
i−1∑
k=0

[
Ej−1, k(t)− Ej, k(t)

]
,

Ei, j(t) =

i∑
k=0

[
E∗j, k(t)− E∗j+1, k(t)

]
.

This is equivalent to the Duality Theorem mentioned in [8], here a direct
consequence of Theorem 5.5.

Example: let us look at the generic 2-state case. If

E∗ =

E∗0,0 E∗0,1 1− E∗0,0 − E∗0,1
E∗1,0 E∗1,1 1− E∗1,0 − E∗1,1

0 0 1

 ,

then we have:

P =

(
E∗0,0 − E∗1,0 E∗1,0

E∗0,0 + E∗0,1 −
(
E∗1,0 + E∗1,1

)
E∗1,0 + E∗1,1

)
.

Reconsider example A =

(
1 −2
3 −4

)
, whose exponential-dual was A∗ =−1 0 1

−2 −2 4
0 0 0

 . We had

E∗(t) =

 e−t 0 1− e−t

−2e−t + 2e−2t e−2t 1 + 2e−t − 3e−2t

0 0 1

 .

Using the inversion formulas and Theorem 5.5, we obtain

F (t) =

(
3e−t − 2e−2t −2e−t + 2e−2t

3e−t − 3e−2t −2e−t + 3e−2t

)
= eAt.

6. Conclusions

In Chapter 3, we first describe stochastic duality (or simply duality, and
meaning in the sense of [16] or [1]), and use it as a tool to find transient
distributions of basic Markovian queuing models when combined with uni-
formization. This approach makes sense when the analysis of the dual is
simpler than that of the initial model, and this has been the case in sev-
eral articles [9], [10] dealing with fundamental queuing systems. However,
there is a limitation to this approach, which is the fact that some Markovian
models have no dual, or that they come with restrictions.
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After discussing these drawbacks of dual usage, we define an algebraically
similar concept but without any reference to stochastic processes. Because
of its similarity to the dual and its role in computing matrix exponentials,
we call it the exponential-dual, and we show that it coincides with the dual
when we are in a Markov setting and the dual exists. The advantage of the
exponential-dual is that it exists for any given matrix.

Future work will explore this concept in more depth by separating the
discrete and continuous “time” cases, and the connections between them.
Another direction that deserves attention is the exploration of the relations
with other basic matrix transformations, and more generally, with spectral
analysis.
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