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Discrete potential mean field games: duality and

numerical resolution∗

J. Frédéric Bonnans† Pierre Lavigne ‡ Laurent Pfeiffer†
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Abstract

We propose and investigate a general class of discrete time and finite state
space mean field game (MFG) problems with potential structure. Our model
incorporates interactions through a congestion term and a price variable. It also
allows hard constraints on the distribution of the agents. We analyze the con-
nection between the MFG problem and two optimal control problems in duality.
We present two families of numerical methods and detail their implementation:
(i) primal-dual proximal methods (and their extension with nonlinear proximity
operators), (ii) the alternating direction method of multipliers (ADMM) and a
variant called ADM-G. We give some convergence results. Numerical results
are provided for two examples with hard constraints.

Key-words: mean field games, dynamic programming, Kolmogorov equation, du-
ality theory, primal-dual optimization, ADMM, ADM-G.

AMS classification: 49N80, 49N15, 90C25, 91A16, 91A50.

1 Introduction

The class of mean field game (MFG) problems was introduced by J.-M. Lasry and
P.-L. Lions in [34, 35, 36] and M. Huang, R. Malhamé, and P. Caines in [33] to
study interactions among a large population of agents. The agents of the game
optimize their own dynamical system with respect to a criterion; the criterion is
parameterized by some endogenous coupling terms. These coupling terms are linked
to the collective behavior of all agents and thus induce an interaction between them.
It is assumed that an isolated agent has no impact on the coupling terms and that
all agents are identical. At a mathematical level, MFGs typically take the form of a
system of coupled equations: a dynamic programming equation (characterizing the
optimal behavior of the agents), a Kolmogorov equation (describing the distribution
of the agents), and coupling equations.
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In this work we study a class of discrete time and finite state space mean field
games with potential structure. The dynamical system of each agent is a Markov
chain, with controlled probability transitions. Few publications deal with fully dis-
crete models; in a seminal work, D. Gomes, J. Mohr, and R. R. Souza [25] have
studied the existence of a Nash equilibrium via a fixed point approach and inves-
tigated the long-term behavior of the game. The proof relies on a monotonicity
assumption for the congestion term. In [31], in a similar setting, the convergence of
the fictitious play algorithm is established. In addition [31] proves the convergence of
a discrete mean field game problem (with an entropic regularization of the running
cost) toward a continuous first-order mean field game.

Potential (also called variational) MFGs are coupled systems which can be inter-
preted as first-order conditions of two control problems in duality whose state equa-
tions are respectively a Kolmogorov equation and a dynamic programming equation.
The primal problem (involving the Kolmogorov equation) can be interpreted as a
stochastic optimal control problem with cost and constraints on the law of the state
and the control. Its numerical resolution is thus of interest beyond the context of
MFGs.

Framework. In our model, the agents interact with each other via two coupling
terms: a congestion variable γ and a price variable P . The congestion γ is linked
to the distribution of the agents via the subdifferential of a proper convex and
l.s.c. potential F . The price P is linked to the joint law of states and controls
of the agents via the subdifferential of a proper convex and l.s.c. potential φ. A
specificity of our discrete model is that the potentials F and φ can take the value
+∞ and thus induce constraints on the distribution of the agents, referred to as
hard constraints. In the continuous case, four classes of variational MFGs can be
identified. Our model is general enough to be seen as the discrete counterpart of
these four cases. Case 1: MFGs with monotone congestion terms (F is differentiable,
φ = 0). The first variational formulation was given in [35] and has been widely
studied in following works [8, 14, 16, 37, 38]. Case 2: MFGs with density constraints
(F has a bounded domain, φ = 0). These models are of particular interest for
describing crowd motions. The coupling variable γ has there an incentive role. The
reader can refer to [16, 37, 41, 42]. Case 3: MFGs with Cournot interactions (F = 0,
φ is differentiable). In this situation, each agent optimally chooses a quantity to be
sold at each time step of the game. Interactions with the other players occur through
the gradient of φ which maps the mean strategy (the market demand) to a market
price. See for example [10, 27, 28, 29, 30]. Case 4: MFGs with price formation
(F = 0, φ has a bounded domain). These models incorporate a hard constraint
on the demand. The price variable is the associated Lagrange multiplier and has a
incentive role. We refer to [26].

The first part of the article is devoted to the theoretical analysis of the MFG
system. We first introduce a potential problem, shown to be equivalent to a convex
problem involving the Kolmogorov equation via a change of variable, similar to
the one widely employed in the continuous setting (e.g. in [6]). Under a suitable
qualification condition, we establish a duality result between this problem and an
optimal control problem involving the dynamic programming equation. We show
the existence of solutions to these problems and finally we show the existence of
a solution to the MFG system. A uniqueness result is proved (when F and φ are
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differentiable).
The second part of the article is devoted to the numerical resolution of the MFG

system. We focus on two families of methods: primal-dual methods and augmented
Lagrangian methods. These two classes exploit the duality structure discussed above
and can deal with hard constraints. They have already been applied to continuous
MFGs, see for example the survey article [3]. Primal-dual methods have been ap-
plied to stationary MFGs with hard congestion terms in [13] and to time-dependent
MFGs in [12]. In a closely related setting, [21] applies a primal-dual method to solve
a discretized optimal transport problem. Augmented Lagrangian methods have been
applied to MFGs in [5] and to MFGs with hard congestion terms in [8]. Other meth-
ods exploiting the potential structure have been investigated in the literature, they
are out of the scope of the current article. Let us mention the Sinkhorn algorithm [7].
The fictitious play method has been investigated in various settings: [23] shows the
connection between the fictitious play method and the Frank-Wolfe algorithm in a
discrete and potential setting; [15] considers a continuous setting, with a non-convex
potential.

Let us emphasize that the above references all deal with interaction terms de-
pending on the distribution of the states of the agents; very few publications are
concerned by interactions through the controls (see [2]). The present work is the
first to address methods for “Cournot” mean field games.

Contributions. Let us comment further on the families of methods under investi-
gation and our contributions. The primal-dual algorithms that we have implemented
were introduced by A. Chambolle and T. Pock [17] and applied to mean field games
in [13]. A novelty of our work is also to show that the extension of primal-dual meth-
ods of [18], involving nonlinear proximity operators (based on Bregman divergences),
can also be used to solve MFGs. The augmented Lagrangian method that we have
implemented is applied to the dual problem (involving the dynamic programming
equation), as originally proposed in [6] for optimal transportation problems. As in
[6], we have actually implemented a variant of the augmented Lagrangian method,
called alternating direction method of multipliers (ADMM). The method was intro-
duced by R. Glowinski and A. Marroco [24] and studied by D. Gabay and B. Mercier
[22]. It relies on a successive minimization of the augmented Lagrangian function.
One of the main limitations of ADMM is that when the number of involved vari-
ables is greater or equal to three, as it is the case for our problem, convergence is
not granted. A novelty of our work is to consider a variant of ADMM, the alter-
nating direction method with Gaussian back substitution (ADM-G), introduced in
[32]. At each iteration of this method, the ADMM step is followed by a Gaussian
back substitution step. Convergence is ensured. The practical implementation of
the additional step turns out to be inexpensive in our framework.

The last contribution of this work is to propose and solve numerically two hard
constraints problems: a congestion mean field game problem and a “Cournot” mean
field game. Following our analysis we define a notion of residuals allowing us to
compare the empirical convergence of each method in a common setting.

Organization of the article. The article is organized as follows. In section
2 we provide the main notations, the mean field game system under study and
the underlying individual player problem. In section 3 we formulate a potential
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problem and perform the announced change of variable. In section 4 we form a dual
problem and we establish a duality result. In section 5 we provide our main results:
existence and uniqueness of a solution to the mean field game. In section 6 we
provide a detailed implementation of the primal-dual proximal algorithms, ADMM
and ADM-G, and we give theoretical convergence results when possible. In section 7
we present numerical results for two concrete problems. We provide outputs obtained
for each method: errors, value function, equilibrium measure, mean displacement,
congestion, demand and price.

2 Discrete mean field games

2.1 Notation

Sets. Let T ∈ N? denote the duration of the game. We set T = {0, ..., T − 1} and
T̄ = {0, ..., T}. Let S = {0, ..., n− 1} denote the state space. We set

∆(S) =
{
π : S → [0, 1]

∣∣ ∑
x∈S

π(x) = 1
}
,

∆ =
{
π : T × S × S → [0, 1]

∣∣π(t, x, ·) ∈ ∆(S), ∀(t, x) ∈ T × S
}
.

For any finite set A, we denote by R(A) the finite-dimensional vector space of map-
pings from A to R. For any finite set B and linear operator L : R(A) → R(B), we
denote L? : R(B)→ R(A) the adjoint operator satisfying the relation∑

x∈A
L[u](x)v(x) =

∑
y∈B

u(y)L?[v](y).

All along the article, we make use of the following spaces:

R = R(T̄ × S)× R(T × S2), U = R(T̄ × S)× R(T ),
C = R× R(T̄ × S)× R(T ), K = R(T̄ × S)× U .

Convex analysis. For any function g : Rd → R ∪ {+∞}, we denote

dom(g) =
{
x ∈ X

∣∣ g(x) < +∞
}
.

The subdifferential of g is defined by

∂g(x) =
{
x? ∈ Rd

∣∣ g(x′) ≥ g(x) + 〈x?, x′ − x〉, ∀x′ ∈ Rd
}
.

By convention, ∂g(x) = ∅ if g(x) = +∞. Note also that x? ∈ ∂g(x) if and only if
g(x) + g?(x?) = 〈x, x?〉, where g? is the Fenchel transform of g, defined by

g?(x?) = sup
x∈Rd

〈x, x?〉 − g(x).

Note that the subdifferential and Fenchel transforms of `, F , and φ (introduced in
the next paragraph) are considered for fixed values of the time and space variables.

We denote by χ the indicator function of {0} (without specifying the underlying
vector space). For any subset C ⊆ Rd, we denote by χC the indicator function of C.
For any x ∈ C, we denote by NC(x) the normal cone to C at x,

NC(x) =
{
x? ∈ Rd

∣∣ 〈x?, x′ − x〉 ≤ 0, ∀x′ ∈ C
}
.

We set NC(x) = ∅ if x /∈ C.
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Nemytskii operators. Given two mappings g : X × Y → Z and u : X → Y, we
call Nemytskii operator the mapping g[u] : X → Z defined by

g[u](x) = g(x, u(x)).

We will mainly use this notation in order to avoid the repetition of time and space
variables, for example, we will write `[π](t, x) instead of `(t, x, π(t, x)).

All along the article, we will transpose some notions associated with g to the
Nemytskii operator g[u]. When Y = Rd and Z = R ∪ {+∞}, we define the domain
of g by

dom(g) =
{
u : X → Rd

∣∣u(x) ∈ dom(g(x, ·)), ∀x ∈ X
}
.

We define g?[v] : Rd → R∪ {+∞} by g?[v](x) = g?(x, v(x)), where g? is the Fenchel
transform of g with respect to the second variable.

2.2 Coupled system

Data and assumption. We fix an initial distribution m0 ∈ ∆(S) and four maps:
a running cost `, a potential price function φ, a potential congestion cost F , and a
displacement cost α,

` : T × S × R(S)→ R ∪ {+∞}, φ : T × R→ R ∪ {+∞},
F : T̄ × R(S)→ R ∪ {+∞}, α : T × S2 → R.

The following convexity assumption is in force all along the article. Note that we
will later make use of an additional qualification assumption (Assumption 4.1).

Assumption 2.1 (Convexity). For any (t, s, x) ∈ T × T̄ × S, the maps `(t, x, ·),
F (s, ·), and φ(t, ·) are proper, convex and lower semicontinuous. In addition dom(`(t, x, ·)) ⊆
∆(S).

Coupled system. The unknowns of the MFG system introduced below are de-
noted ((m,π), (u, γ, P )) ∈ R×K. They can be described as follows:

• γ and P are the coupling terms of the MFG: γ(t, x) is a congestion term
incurred by agents located at x ∈ S at time t ∈ T̄ and P (t) is a price variable

• π(t, x, y) denotes the probability transition from x ∈ S to y ∈ S, for agents
located at x at time t

• m(t, x) denotes the proportion of agents located at x ∈ S at time t ∈ T̄

• u(t, x) is the value function of the agents.

For any (γ, P ) ∈ U , we define the individual cost c : T × S × S ×∆(S)→ R,

cγ,P (t, x, y, ρ) = `(t, x, ρ) + γ(t, x) + α(t, x, y)P (t).

Given (m,π) ∈ R, we denote

Q[m,π](t) =
∑

(x,y)∈S2

m(t, x)π(t, x, y)α(t, x, y).
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We aim at finding a quintuplet (m,π, u, γ, P ) such that for any (t, s, x) ∈ T ×T̄ ×S,



(i)


u(t, x) = inf

ρ∈∆(S)

∑
y∈S

ρ(y)
(
cγ,P (t, x, y, ρ) + u(t+ 1, y)

)
,

u(T, x) = γ(T, x),

(ii) π(t, x, ·) ∈ arg min
ρ∈∆(S)

∑
y∈S

ρ(y)
(
cγ,P (t, x, y, ρ) + u(t+ 1, y)

)
,

(iii)


m(t+ 1, x) =

∑
y∈S

m(t, y)π(t, y, x),

m(0, x) = m0(x),

(iv) γ(s, ·) ∈ ∂F (s,m(s, ·)),

(v) P (t) ∈ ∂φ
(
t,Q[m,π](t)

)
.

(MFG)

Heuristic interpretation.

• The dynamical system of each agent is a Markov chain (Xπ
s )s∈T̄ controlled by

π ∈ ∆, with initial distribution m0: for any (t, x, y) ∈ T × S2,

P
(
Xπ
t+1 = y|Xπ

t = x
)

= π(t, x, y), P(Xπ
0 = x) = m0(x). (1)

Given the coupling terms (γ, P ) ∈ U , the individual control problem is

inf
π∈∆

Jγ,P (π) := E
(∑
t∈T

cγ,P (t,Xπ
t , X

π
t+1, π(t,Xπ

t )) + γ(T,Xπ
T )
)
. (2)

The equations (MFG,i-ii) are the associated dynamic programming equations:
given (γ, P ) ∈ U , if u and π satisfy these equations, then π is a solution to
(2). The reader can refer to [9, Chapter 7] for a detailed presentation of the
dynamic programming approach for the optimal control of Markov chains.

• Given π ∈ ∆, denote by mπ the probability distribution of Xπ, that is,
mπ(t, x) = P(Xπ

t = x). Then mπ is obtained by solving the Kolmogorov
equation (MFG,iii). In the limit when the number of agents tends to ∞, the
distribution mπ coincides with the empirical distribution of the agents.

• Finally, the equations (MFG,iv-v) link the coupling terms γ and P to the
distribution of the agents m and their control π.

In summary: given a solution ((m,π), (u, γ, P )) ∈ R × K to (MFG), the triplet
(π, γ, P ) is a solution to the mean field game

π ∈ arg min
ρ∈∆

Jγ,P (ρ), γ ∈ ∂F [mπ], P ∈ ∂φ[Q[mπ, π]].
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Potential problem. The next section of the article will be dedicated to the con-
nection between the coupled system and the potential problem (P), introduced page
8. We provide here a stochastic formulation of (P) as an optimal control problem
of a Markov chain, which has its own interest:

inf
π∈∆

∑
t∈T

E
[
`(t,Xπ

t , π(t,Xπ
t ))
]

+
∑
t∈T̄

F (t,L(Xπ
t ))

+
∑
t∈T

φ
(
t,E

[
α(t,Xπ

t , X
π
t+1)π(t,Xπ

t , X
π
t+1)

])
,

where (Xπ
t )t∈T̄ is a controlled Markov satisfying (1).

Remark 2.2. • At any time t ∈ T , it is possible to encode constraints on the
transitions of the agents located at x ∈ S by defining ` in such a way that
dom(`(t, x, ·)) is strictly included into ∆(S). An example will be considered in
Section 7.

• If F and φ are differentiable, then their subdifferentials are singletons and thus
the coupling terms γ and P are uniquely determined by m and π through the
equations (MFG,iv-v).

• The equations (MFG,iv-v) imply that m ∈ dom(F ) and Q[m,π] ∈ dom(φ).
Thus they encode hard constraints on m and π if the coupling functions F or
φ take the value +∞. For example, they can be chosen in the form G : Rd →
R ∪ {+∞}, G = g + χK , where g : Rd → R is convex and differentiable and
where K is a closed and convex subset of Rd. Then by [4, Corollary 16.38],

∂G(x) = ∇g(x) +NK(x), ∀x ∈ Rd.

2.3 Further notation

We introduce now two linear operators, A and S. They will allow to bring out the
connection between the coupled system and the potential problem. The operator
A : R(T × S2)→ R(T ) and its adjoint A? : R(T )→ R(T × S2) are given by

A[w](t) =
∑

(x,y)∈S2

w(t, x, y)α(t, x, y), A?[P ](t, x, y) = α(t, x, y)P (t).

The operator S : R(T ×S2)→ R(T̄ ×S) and its adjoint S? : R(T̄ ×S)→ R(T ×S2)
are given by

S[w](s, x) =

{ ∑
y∈S w(s− 1, y, x) if s > 0,

0 if s = 0,

S?[u](t, x, y) = u(t+ 1, y).

We can now reformulate the dynamic programming equations of the coupled system
(MFG,i-ii) as follows:

(i)

{
u(t, x) + `?[−A?P − S?u](t, x) = γ(t, x),

u(T, x) = γ(T, x),

(ii) (`[π] + `?[−A?P − S?u])(t, x) = −〈π(t, x), (A?P + S?u)(t, x)〉.
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3 Potential problem and convex formulation

3.1 Perspective functions

Given h : Rd → R∪{+∞} a proper l.s.c. and convex function with bounded domain,
we define the perspective function h̃ : R × Rd → R ∪ {+∞} (following [39, Section
3]) by

h̃(θ, x) =


θh(x/θ), if θ > 0,

0, if (θ, x) = (0, 0),

+∞, otherwise.

Lemma 3.1. The perspective function h̃ is proper, convex, l.s.c. and its domain is
given by dom(h̃) =

{
(θ, x) ∈ R+ × Rd

∣∣x ∈ θ dom(h)
}
. For any (θ?, x?) ∈ R × Rd,

we have
h̃?(θ?, x?) = χQ(θ?, x?), (3)

where Q := {(θ?, x?) ∈ R× Rd, h?(x?) + θ? ≤ 0}.

Proof. The proof is a direct application of [11, Lemmas 1.157, 1.158] when h has a
bounded domain. In this case the recession function of h is the indicator function
of zero.

Lemma 3.2. Let (θ, x), (θ?, x?) ∈ R× Rd. Then (θ?, x?) ∈ ∂h̃(θ, x) if and only if

either: h?(x?) + θ? ≤ 0 and (θ, x) = (0, 0),
or: h?(x?) + θ? = 0, h(x/θ) + h?(x?)− 〈x/θ, x?〉 = 0, and θ > 0.

Proof. Direct application of [20, Proposition 2.3].

3.2 Potential problem

We define the following criterion

J (m,π) =
∑

(t,x)∈T ×S

m(t, x)`[π](t, x) +
∑
t∈T

φ[Q[m,π]](t) +
∑
s∈T̄

F [m](s)

and the following potential problem (recall that mπ is the solution to the Kolmogorov
equation (MFG,iii), given π ∈ ∆):

inf
(m,π)∈R

J (m,π), subject to: m = mπ. (P)

The link between the mean field game system (MFG) and the potential problem (P)
will be exhibited in Section 5. Notice that Problem (P) is not convex. Yet we can
define a closely related convex problem, whose link with (P) is established in Lemma
3.3.

We denote by ˜̀: T × S × R × R(S) → R ∪ {+∞} the perspective function of `
with respect to the third variable. By Lemma 3.1 the function ˜̀(t, x, ·, ·) is proper
convex and l.s.c. for any (t, x) ∈ T × S. We define

J̃ (m,w) =
∑

(t,x)∈T ×S

˜̀[m,w](t, x) +
∑
t∈T

φ[Aw](t) +
∑
s∈T̄

F [m](s).
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In the above definition, ˜̀ is the Nemytskii operator of ˜̀, that is, for any (t, x) ∈ T ×S,

˜̀[m,w](t, x) =


m(t, x)`

(
t, x, w(t,x,·)

m(t,x)

)
, if m(t, x) > 0,

0, if m(t, x) = 0 and w(t, x, ·) = 0,

+∞, otherwise.

We consider now the following convex problem:

inf
(m,w)∈R

J̃ (m,w), subject to: Sw −m+ m̄0 = 0, (P̃)

where m̄0 ∈ R(T̄ × S) is defined by

m̄0(s, x) =

{
m0(x), if s = 0,

0, otherwise.

Lemma 3.3. Let val(P) and val(P̃) respectively denote the values of problems (P)
and (P̃). Then val(P) = val(P̃). In addition, if Problem (P) is feasible, then both
problems (P) and (P̃) have a non-empty bounded set of solutions.

Proof. Step 1: val(P) ≥ val(P̃). Let (m,π) ∈ dom(J ) be such that m = mπ. Let

w(t, x, ·) := m(t, x)π(t, x, ·), (4)

for any (t, x) ∈ T × S. Then (m,w) is feasible for problem (P̃) and

m(t, x)`(t, x, π(t, x, ·)) = ˜̀(t, x,m(t, x), w(t, x, ·)), (5)

for any (t, x) ∈ T × S. Indeed by definition of ˜̀(t, x, ·, ·), if m(t, x) > 0 then (5)
holds and if m(t, x) = 0 then w(t, x, ·) = 0 and (5) still holds. It follows that
J (m,π) = J̃ (m,w) and consequently, val(P) ≥ val(P̃).
Step 2: val(P) ≤ val(P̃). Let (m,w) ∈ dom(J̃ ) be such that Sw −m = m̄0 and let
π be such that {

π(t, x, ·) = w(t, x, ·)/m(t, x), if m(t, x) > 0,

π(t, x, ·) ∈ dom(`(t, x, ·)), otherwise,
(6)

for all (t, x) ∈ T × S. Then (5) is satisfied and (m,π) is feasible for (P). Thus
J (m,π) = J̃ (m,w), and consequently, val(P) ≤ val(P̃).
Step 3: non-empty and bounded sets of solutions. Since J (mπ, π) is l.s.c. with non-
empty bounded domain, it reaches its minimum on its domain. Then the set of
solutions to (P) is non-empty and bounded. Now let (m,π) be a solution to (P) and
let w be given by (4). We have that

J̃ (m,w) = J (m,π) = val(P) = val(P̃),

thus we deduce that the set of solutions to (P̃) is non-empty. It remains to show
that the set of solutions to (P̃) is bounded. Let (m,w) be a solution to (P̃). The
Kolmogorov equation implies that 0 ≤ m(t, x) ≤ 1, for any (t, x) ∈ T̄ ×S. By Lemma
3.1, we have w(t, x, ·) ∈ m(t, x)∆(S), which implies that 0 ≤ w(t, x, y) ≤ 1.

Note that the above proof shows how to deduce a solution to (P̃) out of a solution
to (P) and vice-versa, thanks to relations (4) and (6).
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4 Duality

We show in this section that Problem (P̃) is the dual of an optimization problem,
denoted (D), itself equivalent to an optimal control problem of the dynamic pro-
gramming equation, problem (D̃). For this purpose, we introduce a new assumption
(Assumption 4.1), which is assumed to be satisfied all along the rest of the article.

4.1 Duality result

The dual problem is given by

sup
(u,γ,P )∈K

D(u, γ, P ) := 〈m0, u(0, ·)〉 −
∑
t∈T

φ?[P ](t)−
∑
s∈T̄

F ?[γ](s),

subject to:

{
u(t, x) + `?[−A?P − S?u](t, x) ≤ γ(t, x), (t, x) ∈ T × S,
u(T, x) = γ(T, x), x ∈ S.

(D)
Note that the above kind of dynamic programming equation involves inequalities
(and not equalities as in (MFG,i)).

We introduce now a qualification condition, which will allow to prove the main
duality result of the section. For any ε = (ε1, ε2, ε3) ∈ K and π ∈ dom(`) we define
m1[ε, π] the solution to the following perturbed Kolmogorov equation

m1(t+ 1, x) =
∑
y∈S

m1(t, y)π(t, y, x)− ε1(t+ 1, x), m1(0)− ε1(0) = m̄0. (7)

We also define, for any (t, x, y) ∈ T × S × S,

w[ε, π](t, x, y) = m1[ε, π](t, x)π(t, x, y)
m2[ε, π](t, x) = m1[ε, π](t, x) + ε2(t, x)

D[ε, π](t) =
∑

(x,y)∈S2 w[ε, π](t, x, y)α(t, x, y) + ε3(t).
(8)

Assumption 4.1 (Qualification). There exists α > 0 such that for any ε = (ε1, ε2, ε3)
in K with ‖ε‖ ≤ α, there exists π ∈ dom(`) such that

m1[ε, π] ≥ 0, m2[ε, π] ∈ dom(F ), D[ε, π] ∈ dom(φ). (9)

Note that the qualification assumption implies the feasibility of Problems (P̃)
and (P).

Remark 4.2. Assume that int(dom(F )) and int(dom(φ)) are non-empty sets.
Then in this case, Assumption 4.1 is satisfied if there exists π ∈ dom(`) such that

m1[0, π] = m2[0, π] ∈ int
(
dom(F ) ∩ R+(T̄ × S)

)
, D[0, π] ∈ int(dom(φ)).

Remark 4.3 (Mean field game planning problem and optimal transport). Let m̄T ∈
∆(S) be such that m̄T (x) > 0 for any x ∈ S, let F (T ) = χ{m̄T } and let φ = 0. In
this case (MFG) is a discrete mean field game planning problem (see [1]).

Now further assume that F (t) = 0 for all t ∈ T , then (MFG) can be interpreted
as an optimal transport problem (see [1, 6]). In this setting, Assumption 4.1 is
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satisfied if and only if there exists α > 0 such that the following holds: for any
ε ∈ R(T̄ × S) with ‖ε‖ ≤ α, there exists π ∈ dom(`) and m1 such that

m1(t+ 1, x) =
∑

y∈Sm1(t, y)π(t, x, y)− ε(t+ 1, x), x ∈ S,
m1(0, x) = m̄0(x) + ε(0), x ∈ S,
m1(T, x) = m̄T (x) + ε(T ), x ∈ S,
m1(t, x) ≥ 0, (t, x) ∈ T̄ × S.

Theorem 4.4. Let Assumption 4.1 hold true. Then the dual problem (D) has a
bounded set of solutions and val(D) = val(P̃).

Proof. The primal problem (P̃) can formulated as follows:

inf
(m1,w,m2,D)∈C

F(m1, w,m2, D) + G(A(m1, w,m2, D)), (P)

where the maps F : C → R ∪ {+∞} and G : K → R ∪ {+∞} and the operator
A : C → K are defined by

F(m1, w,m2, D) =
∑

(t,x)∈T ×S

˜̀[m1, w](t, x) +
∑
t∈T

φ[D](t) +
∑
s∈T̄

F [m2](s),

G(y1, y2, y3) = χ(y1 + m̄0) + χ(y2) + χ(y3),

A(m1, w,m2, D) = (Sw −m1,m1 −m2,Aw −D).

(10)

We next prove that the qualification condition

0 ∈ int (dom(G)−A dom(F))

is satisfied. This is equivalent to show the existence of α > 0 such that for any
ε = (ε1, ε2, ε3) ∈ K, with ‖ε‖ ≤ α, there exists (m1, w,m2, D) ∈ dom(F) satisfying

(Sw −m1 + ε1,m1 −m2 + ε2,Aw −D + ε3) ∈ dom(G) = {−m̄0} × {0} × {0}.

This is a direct consequence of Assumption 4.1. Therefore, we can apply the Fenchel-
Rockafellar theorem (see [40, Theorem 31.2]) to problem (P). It follows that the
following dual problem has the same value as (P) and possesses a solution:

inf
(u,γ,P )∈K

F?(−A?(u, γ, P )) + G?(u, γ, P ). (D)

It remains to calculate F?, G?, and A?. For any (s, x) ∈ T̄ × S, we define

Qs,x =

{
{(a, b) ∈ R× R(S), `?(s, x, b) + a ≤ 0} , if s < T,

{a ∈ R, a = 0} , if s = T.

We then define
Q =

∏
(s,x)∈T̄ ×S

Qs,x. (11)

For any (y1, y2, y3, y4) ∈ C we have by Lemma 3.1 that

F?(y1, y2, y3, y4) = χQ(y1, y2) +
∑
t∈T

φ?[y4](t) +
∑
s∈T̄

F ?[y3](s).
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The adjoint operator A? : K → C is given by

A?(u, γ, P ) = (γ − u,A?P + S?u,−γ,−P ).

It follows that

F?(−A?(u, γ, P )) = χQ(u− γ,−A?P − S?u) +
∑
t∈T

φ?[P ](t) +
∑
s∈T̄

F ?[γ](s).

Moreover, G?(u, γ, P ) = −〈u(0, ·),m0〉. It follows that (D) and (D) are equivalent,
which concludes the proof of the theorem.

4.2 A new dual problem

We introduce in this section a new optimization problem, equivalent to (D). We
define the mapping U : U → R(T̄ ×S) which associates with (γ, P ) ∈ U the solution
u ∈ R(T̄ × S) to the dynamic programming equation{

u(t, x) + `?[−A?P − S?u](t, x) = γ(t, x) (t, x) ∈ T × S,
u(T, x) = γ(T, x), x ∈ S.

(12)

We define the following problem

max
(γ,P )∈U

D̃(γ, P ) := D(U [γ, P ], γ, P ) (D̃)

= 〈m̄0,U [γ, P ]〉 −
∑
t∈T

φ?[P ](t)−
∑
s∈T̄

F ?[γ](s).

Note that the above dual criterion is of similar nature as the dual criterion in [19,
Remark 2.3].

Lemma 4.5. Problems (D) and (D̃) have the same value. Moreover, for any solu-
tion (u, γ, P ) to (D), (γ, P ) is a solution to (D̃); conversely, for any solution (γ, P )
to (D̃) (there exists at least one), (U [γ, P ], γ, P ) is a solution to (D).

Proof. Let (γ, P ) ∈ U . Then (u := U [γ, P ], γ, P ) is feasible for problem (D) and by
definition, D(u, γ, P ) = D̃(γ, P ). Therefore, val(D) ≥ val(D̃).

Conversely, let (u, γ, P ) be feasible for (D). Let û = U [γ, P ]. Now we claim
that û(t, x) ≥ u(t, x), for any (t, x) ∈ T̄ × S (this is nothing but a comparison
principle for our dynamic programming equation). The proof of the claim relies
on a monotonicity property of `?. Given b and b′ ∈ R(S), we say that b ≤ b′ if
b(x) ≤ b′(x), for all x ∈ S. Since `(t, x, ·) has its domain included in ∆(S), we have

b ≤ b′ =⇒ `?(t, x, b) ≤ `?(t, x, b′).

Using the above property, it is easy to prove the claim by backward induction. It
follows that D̃(γ, P ) = D(û, γ, P ) ≥ D(u, γ, P ) and finally, val(D̃) ≥ val(D). Thus
the two problems have the same value.

The other claims of the lemma are then easy to verify.

Lemma 4.6. For any (t, x) ∈ T ×S, the map (γ, P ) ∈ U 7→ U [γ, P ](t, x) is concave.
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Proof. Let (t, x) ∈ T × S. Given π ∈ ∆, consider the Markov chain (Xπ
s )s=t,...,T

defined by

P
(
Xπ
s+1 = y|Xπ

s = x
)

= π(s, x, y), ∀s = t, ..., T − 1, Xπ
t = x.

By the dynamic programming principle, we have

U [γ, P ](t, x) = inf
π∈∆

E
( T∑
s=t

cγ,P (t,Xπ
s , X

π
s+1, π(s,Xπ

s )) + γ(T,Xπ
T )
)
.

The criterion to be minimized in the above equality is affine with respect to (γ, P ),
thus it is concave. The infimum of a family of concave functions is again concave,
therefore, U [γ, P ](t, x) is concave with respect to (γ, P ).

As a consequence of the above Lemma, the criterion D̃ is concave.

5 Connection between the MFG system and potential
problems

The connection between the MFG system and the potential problems can be es-
tablished with the help of seven conditions, which we introduce first. We say
that (m1, w,m2, D) ∈ C and (u, γ, P ) ∈ K satisfy the condition (C1) if for any
(t, x) ∈ T × S,

either:

{
u(t, x) + `?[−A?P − S?u](t, x) ≤ γ(t, x),

(m1(t, x), w(t, x, ·)) = (0, 0),

or:


u(t, x) + `?[−A?P − S?u](t, x) = γ(t, x),

`[π](t, x) + `?[−A?P − S?u](t, x) + 〈π(t, x), (A?P + S?u)(t, x)〉 = 0,

m1(t, x) > 0,

where π(t, x) = w(t, x)/m1(t, x). We say that the conditions (C2-C7) are satisfied if

(C2) u(T ) = γ(T ), (C5) m1 = Sw + m̄0,
(C3) γ ∈ ∂F [m2], (C6) m1 = m2,
(C4) P ∈ ∂φ[D], (C7) D = Aw.

We show in the next lemma that the conditions (C1-C7) are necessary and sufficient
optimality conditions for (P) and (D).

Lemma 5.1. We have that (m1, w,m2, D) ∈ C and (u, γ, P ) ∈ K are respectively
solutions of (P) and (D) if and only if the conditions (C1-C7) hold.

Proof. Let (m1, w,m2, D) ∈ C and (u, γ, P ) ∈ K. We define the two quantities a
and b as follows:

a = F(m1, w,m2, D) + F?(−A?(u, γ, P )) + 〈(m1, w,m2, D),A?(u, γ, P )〉,

b = G(A(m1, w,m2, D)) + G?(u, γ, P )− 〈A(m1, w,m2, D), (u, γ, P )〉.
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By Theorem 4.4, (m1, w,m2, D) ∈ C and (u, γ, P ) ∈ K are respectively solutions of
(P) and (D) if and only if a+ b = 0. Then we have the following decomposition

a =
∑

(s,x)∈T ×S

a1(t, x) +
∑
x∈S

a2(x) +
∑
s∈T̄

a3(s) +
∑
t∈T

a4(t),

b =
∑
t∈T

b1(t) +
∑
s∈T̄

b2(s) + b3(s),

where

a1(t, x) := ˜̀[m1, w](t, x) + χQt,x((γ − u)(t, x), (−A?P − S?u)(t, x))
+〈m1(t, x), (u− γ)(t, x)〉+ 〈w(t, x), (A?P + S?u)(t, x)〉,

a2(x) := χQT,x
((γ − u)(T, x)) + 〈m1(T, x), (u− γ)(T, x)〉,

a3(s) := F [m2](s) + F ?[γ](s)− 〈m2(s), γ(s)〉,

a4(t) := φ[D](t) + φ?[P ](t)− 〈D(t), P (t)〉,

b1(t) := χ((Aw −D)(t))− 〈P (t), (Aw −D)(t)〉,

b2(s) := χ((Sw −m1 + m̄0)(s))− 〈u(s), (Sw −m1 + m̄0)(s)〉,

b3(s) := χ((m1 −m2)(s))− 〈γ(s), (m1 −m2)(s)〉,

for any (t, s, x) ∈ T × T̄ × S. By the Fenchel-Young inequality,

a1(s, x) ≥ 0, a2(x) ≥ 0, a3(s) ≥ 0, a4(t) ≥ 0,
b1(t) ≥ 0, b2(s) ≥ 0, b3(s) ≥ 0.

Then a+ b = 0 if and only if

a1(s, x) = 0, a2(x) = 0, a3(s) = 0, a4(t) = 0,
b1(t) = 0, b2(s) = 0, b3(s) = 0.

(13)

By Lemma 3.2 we have that (C1) holds if and only if a1(s, x) = 0 and it is obvious
that (C2-C7) holds if and only if a2(x) = a3(s) = a4(t) = b1(t) = b2(s) = b3(s) = 0.
Then the conditions (C1-C7) hold if and only if (13) holds, which concludes the
proof.

Proposition 5.2. Let (m1, π, u, γ, P ) ∈ R×K be a solution to (MFG) and let

w(t, x, ·) = m1(t, x)π(t, x, ·), m2 = m1, D = Aw,

for any (t, x) ∈ T × S. Then (m1, w,m2, D) and (u, γ, P ) are respectively solutions
to (P) and (D). Moreover, (m1, w) is solution to (P̃), (m1, π) is solution to (P),
and (γ, P ) is solution to (D̃).

Proof. The conditions (C1-C7) are obviously satisfied. It immediately follows from
Lemma 5.1 that (m1, w,m2, D) and (u, γ, P ) are optimal for (P) and (D). The
optimality of (m1, w) and (m1, π) is then deduced from the proof of Lemma 3.3.
The optimality of (γ, P ) is a consequence of Lemma 4.5.
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For any (m,w) ∈ R, (u, γ, P ) ∈ K we define the set π[m,w, u, γ, P ] of controls
π ∈ ∆ satisfying

π(t, x, ·) = w(t, x, ·)/m(t, x)

if m(t, x) > 0 and

π(t, x, ·) ∈ arg min
ρ∈∆(S)

`(t, x, ρ) +
∑
y∈S

ρ(y)(P (t)α(t, x, y) + u(t+ 1, y))

if m(t, x) = 0, for any (t, x) ∈ T × S. Note that for any π ∈ π[m,w, u, γ, P ], we
have w(t, x, ·) = m(t, x)π(t, x, ·), for any (t, x) ∈ T × S. We have now the following
converse property to Proposition 5.2.

Proposition 5.3. Let (m1, w,m2, D) and (u, γ, P ) be respectively solutions to (P)
and (D). Let û = U [γ, P ] and let π ∈ π[m,w, û, γ, P ]. Then (m, π̂, û, γ, P ) is a
solution to (MFG).

Proof. By Lemma 4.5, (û, γ, P ) is a solution to (D). The pairs (m1, w,m2, D) and
(û, γ, P ) are solutions to (P) and (D)), respectively, therefore they satisfy conditions
(C1-C7), by Lemma 5.1. Equations (MFG,iii-v) are then obviously satisfied. By
definition, û satisfies (MFG,i). Finally, (MFG,ii) is satisfied, by condition (C1) and
by definition of the set π[m,w, u, γ, P ]. It follows that (m,π, û, γ, P ) ∈ R × K is
solution to (MFG).

Since the existence of solutions to (P) and (D) has been established in Lemmas
3.3 and 4.5, we have the following corollary.

Corollary 5.4. There exists a solution to (MFG).

We finish this section with a uniqueness result.

Proposition 5.5. Let (m,π, u, γ, P ) and (m′, π′, u′, γ′, P ′) be two solutions to the
coupled system (MFG). Assume that F and φ are differentiable with respect to their
second variable. Then (u, γ, P ) = (u′, γ′, P ′). If moreover, for any (t, x) ∈ T × S,
`(t, x, ·) is strictly convex, then (m,π) = (m′, π′) and thus (MFG) has a unique
solution.

Proof. It follows from Proposition 5.2 that (m,w := mπ,m,D := Aw) is a solution
to (P) and that (u, γ, P ) and (u′, γ′, P ′) are solutions to (D). Thus by Lemma
5.1, the conditions (C3) and (C4) are satisfied, both for (m,w,m,D) and (u, γ, P )
and for (m,w,m,D) and (u′, γ′, P ′), which implies that γ = ∇F [m] = γ′ and P =
∇φ[D] = P ′. It further follows that u = U [γ, P ] = U [γ′, P ′] = u′.

If moreover `(t, x, ·) is strictly convex for any (t, x) ∈ T × S then the minimal
argument in (MFG,ii) is unique, which implies that π = π′ and finally that m =
mπ = mπ′ = m′.

6 Numerical methods

In this section we investigate the numerical resolution of the problems (P) and (D).
We investigate different methods: primal-dual proximal algorithms, ADMM and
ADM-G. For all methods, it is assumed that the computation of the prox opera-
tors (defined below) of ˜̀(t, x, ·), F (t, ·) and φ(t, ·) are tractable. Note that for the
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method involving the Kullback-Leibler distance in Subsubsection 6.2.2, the prox of
˜̀ is replaced by a stightly more complex optimization problem.

We explain in the Appendix A how to calculate the prox of ` (and the nonlinear
proximator based on the entropy function) in the special case where ` is linear on
its domain. We explain in Section 6.4 how to recover a solution to (MFG).

6.1 Notations

Let X1 be a subset of Rd, let X̄1 denote its closure. Let f : X̄1 → R. Assume that
the following assumption holds true.

Assumption 6.1. The set X̄1 is convex and the map f is continuous and 1-strongly
convex on X̄1. There exists an open subset X2 containing X1 such that f can be
extended to a continuous differentiable function on X2.

We define then the Bregman distance df : X1 ×X1 → R by

df (x, y) = f(x)− f(y)− 〈∇f(y), x− y〉.

If f is the Euclidean distance 1
2 | · |

2, then df (x, y) = 1
2 |x− y|

2.
Given a l.s.c., convex and proper function g : Rd → R, we define its proximal

operator proxg : Rd → Rd as follows:

proxg(x) = arg min
y∈Rd

1

2
|x− y|2 + g(y).

For any non-empty, convex and closed K ⊆ Rd, we define the projection operator
projK of x ∈ Rd on K by

projK(x) = proxχK
(x).

Finally, we denote ᾱ(t) =
∑

(x,y)∈S×S α(t, x, y)2 for any t ∈ T .

6.2 Primal-dual proximal algorithms

In this subsection we present the primal-dual algorithms proposed by A. Chambolle
and T. Pock in [17] and [18]. For the sake of simplicity, we denote by x the pri-
mal variable (m1, w,m2, D) and by y the dual variable (u, γ, P ). The primal-dual
algorithms rely on the following saddle-point problem

min
x∈C

max
y∈K

L(x, y) := F(x)− G?(y) + 〈Ax, y〉, (14)

which is equivalent to problem (P) (defined in the proof of Theorem 4.4). Let C1

and K1 be two subsets of C and K, respectively. Let f : C̄1 → R and let g : K̄1 → R
satisfy Assumption 6.1.

For any τ, σ > 0 and for any (x′, y′) ∈ C × K we define:

Iteration (x̂, ŷ) = Sτ,σ[df , dg](x
′, y′),

(i) x̂ = arg minx∈C1 F(x) + 〈x,A?y′〉+ 1
τ df (x, x′),

(ii) x̃ = 2x̂− x′,
(iii) ŷ = arg miny∈K1

G?(y)− 〈Ax̃, y〉+ 1
σdg(y, y

′).

(15)
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Then we define the following algorithm.

Algorithm 1 Chambolle-Pock

Choose σ, τ > 0 and (x0, y0) ∈ C × K
for 0 ≤ k < N do

Compute (xk+1, yk+1) = Sτ,σ[df , dg](x
k, yk).

end for
return (xN , yN ).

Theorem 6.2. Let τ, σ > 0 be such that τσ‖A‖2 < 1, where ‖A‖ denotes the
operator norm of A (for the Euclidean norm). Assume that dom(F) ⊆ C̄1 and
dom(G?) ⊆ K̄1. Assume that the iteration (15) is well-defined, that is, the minimal
arguments in (i) and (iii) exist. Let (xk, yk)k∈N denote the sequence generated by
the algorithm. For any k ∈ N we set

x̄k =
1

k

k∑
n=0

xn, and ȳk =
1

k

k∑
n=0

yn. (16)

Let (x, y) ∈ C × K. Then the following holds:

1. The sequence (x̄k)k∈N converges to a solution of (P̃) and the sequence (ȳk)k∈N
converges to a solution of (D). In addition the saddle-point gap is such that

L(x̄k, y)− L(x, ȳk) ≤ 1

k

(
df (x, x̄k)/τ + dg(y, ȳ

k))/σ − 〈A(x− x0), (y − y0)〉
)
.

(17)

2. If f and g are the Euclidean distance 1
2 |·|

2, then the sequence (xk)k∈N converges

to a solution of (P̃) and the sequence (yk)k∈N converges to a solution of (D).

Proof. Point 1 holds as a direct application of [18, Theorem 1, Remark 3]. Point 2
holds as a direct application of [17, Theorem 1], applied with θ = 1.

Remark 6.3. Fix (x, y), solution to (14). Let (x̂, ŷ) ∈ C × K . Then we have that
0 ≤ δ(x̂) := L(x̂, y) − L(x, y) and 0 ≤ δ′(ŷ) := L(x, y) − L(x, ŷ), with equality if
x̂ (resp. ŷ) is a primal (resp. dual) solution. These measures of optimality (for the
saddle-point problem) trivially satisfy

0 ≤ δ(x̂) + δ′(ŷ) = L(x̂k, y)− L(x, ŷk), (18)

for which an upper-bound is provided by (17).

Lemma 6.4. Let a = maxt∈T ᾱ(t). Then ‖A‖ ≤
√

max {n+ a, 4}, where n is the
cardinal of the set S.

Proof. For any (m1, w,m2, D) ∈ C, we have

|A(m1, w,m2, D)|2 ≤ |Sw −m1|2 + |m1 −m2|2 + |Aw −D|2

≤ (‖A‖+ ‖S‖)|w|2 + 4|m1|2 + 2|m2|2 + 2|D|2.

We have ‖A‖ ≤ a and ‖S‖ ≤ n, which concludes the proof.
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6.2.1 Euclidean distance

Now we explicit the update rule (15) in the case where f and g are both equal to
the Euclidean distance 1

2 | · |
2 and defined on C and K respectively. In this situation

(i,15) and (iii,15) can be expressed via proximal operators:{
(i) x̂ = proxτF (x′ − τA?y′),
(iii) ŷ = proxσG?(y′ + τAx̃).

(19)

Now we detail the computation of the proximal steps in the above algorithm.

Primal step. For any x = (x1, x2, x3, x4) ∈ C, we have by Moreau’s identity

proxτF (x) = x− τ proxF?/τ (x/τ).

As a consequence of (12), the proximal operator of F? is given by

proxF?(x) = arg min
x′∈C

1

2
|x− x′|2 + χQ(x′1, x

′
2) +

∑
s∈T̄

F ?(s, x′3(s)) +
∑
t∈T

φ?(t, x′4(t)).

Then (i,19) is given by

(m̂1, ŵ) = (m′1 − τ(γ′ − u′), w′ − τ(A?P ′ + S?u′))

− τ projQ(m′1/τ − γ′ + u′), w′/τ −A?P ′ − S?u′), (20)

and for any (t, s) ∈ T × T̄ ,

m̂2(s) = m′2(s) + τγ′(s)− τ proxF ?(s)/τ (m′2(s)/τ + γ′(s)),

D̂(t) = D′(t) + τP ′(t)− τ proxφ?(t)/τ (D′(t)/τ + P ′(t)).
(21)

Dual step. It follows from (10) that proxσG?(y1, y2, y3) = (y1 +σm̄0, y2, y3). Then
(iii,19) is given by

û = u′ + σ(Sw̃ − m̃1 + m̄0), γ̂ = γ′ + σ(m̃1 − m̃2), P̂ = P ′ + σ(Aw̃ − D̃).

Remark 6.5. An alternative formulation of the primal problem (avoiding the de-
coupling m1 and m2) is as follows:

inf
(m,w)∈R

F̄(m,w) + Ḡ(Ā(m,w)),

where 
F̄ : (m,w) 7→

∑
(t,x)

˜̀[m,w](t, x) +
∑

s F [m](s),

Ḡ : (y,D) 7→ χm̄0(y) + φ(D),
Ā : (m,w) 7→ (Sw −m,Aw).

This formulation may have numerical advantages since the operator Ā has a smaller
norm than A. In full generality, there is however no analytic form for the proximal
operator of the F̄ that would be based on the proximal operators of ˜̀(t, ·) and F (t, ·).
Therefore we do not explore any further this formulation.
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6.2.2 Kullback-Leibler divergence

In this section we slightly modify the Euclidean framework above. Instead of con-
sidering a Euclidean distance df in (i,15), we consider an entropy based Bregman
distance called Kullback-Leibler divergence. Let us define

C1 =
{

(m1, w,m2, D) ∈ C |m1(t, x), w(t, x, y) ∈ (0, 1], (t, x, y) ∈ T × S × S
}
,

C2 =
{

(m1, w,m2, D) ∈ C |m1(t, x), w(t, x, y) ∈ (0, 2), (t, x, y) ∈ T × S × S
}
.

For any (m1, w,m2, D) ∈ C̄1, we define

f(m1, w,m2, D) =
∑

(s,x)∈T̄ ×S

m1(s, x) ln(m1(s, x))

+
∑

(t,x,y)∈T ×S2

w(t, x, y) ln(w(t, x, y)) +
1

2
|(m2, D)|2, (22)

with the convention that 0 ln(0) = 0. Then, given (m1, w,m2, D) ∈ C1 and (m′1, w
′,m′2, D

′) ∈
C1, we have

df ((m1, w,m2, D), (m′1, w
′,m′2, D

′)) = dKL((m1, w), (m′1, w
′))

+
1

2
|(m2, D)− (m′2, D

′)|2,

where

dKL((m1, w), (m′1, w
′)) =

∑
(s,x)∈T̄ ×S

m1(s, x)(ln(m1(s, x)/m′1(s, x))− 1)

+
∑

(t,x,y)∈T ×S2

w(t, x, y)(ln(w(t, x, y)/w′(t, x, y))− 1). (23)

As can be easily verified, the map f is 1-strongly convex on C̄1. The domain of
F is not contained in C̄1 in general (as required by Theorem 6.2), however f is not
1-strongly convex on C. This is a minor issue, since any solution to (14) lies in C̄1,
thus we can replace F by F+χC̄1 without modifying the solution set to the problem.

Compared to the Subsection 6.2.1, the computations of (21) still hold. The
projection step (20) is now replaced by

(m̂1, ŵ) = arg min
(m1,w)∈R

∑
(t,x)∈T ×S

˜̀[m1, w](t, x) + 〈m1, γ
′ − u′〉+ 〈w,A?P ′ + S?u′〉

+
1

τ
dKL((m1, w), (m′1, w

′)) +
∑

(t,x)∈T̄ ×S

χR−
(
m1(t, x)− 1

)
. (24)

Note that it is not necessary to explicit the constraint w(t, x, y) ≤ 1 in the above
problem; it is satisfied as a consequence of Assumption 2.1 and Lemma 3.1.

In general, the computation of this proximal operator can be difficult. In Sec-
tion 6 we consider a linear running cost and explain (in Appendix A) how to solve
explicitly problem (24) in this specific case.
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6.3 ADMM and ADM-G

We now present ADMM and ADM-G. Introducing the variables

(a, b) = (u− γ,−A?P − S?u) (25)

and recalling the definition of Q and F∗ (see the proof of Theorem 4.4), the problem
(D) can be written as follows:

sup
(u,γ,P )∈K, (a,b)∈Q

D(u, γ, P )

s.t.:

{
u(s, x)− γ(s, x) = a(s, x) (s, x) ∈ T̄ × S,
−α(t, x, y)P (t)− u(t+ 1, y) = b(t, x, y) (t, x, y) ∈ T × S2.

(26)

Remark 6.6. Let Dt and Dx be finite difference operators defined for any (t, x, y) ∈
T × S × S by

Dt[u](t, x) =

{
u(t+ 1, x)− u(t, x) if t < T,

−u(T, x) if t = T,

Dx[u](t, x, y) = u(t+ 1, x)− u(t+ 1, y).

Since dom(`(t, x, ·)) ⊆ ∆(S), for any (u, b) ∈ R we have that

`?[b+ S?u](t, x) = `?[b+Dxu](t, x)− u(t+ 1, x),

for any (t, x) ∈ T × S. Then we have that (a, b) ∈ Q if and only if (ã, b̃) ∈ Q, where

ã(t, x) = a(t, x)− u(t+ 1, x), b̃(t, x, y) = b(t, x, y) + u(t+ 1, x).

Thus the problem (26) can be alternatively written

sup
(u,γ,P )∈K, (ã,b̃)∈Q

D(u, γ, P ), subject to:

{
Dtu = −γ − ã,
Dxu = A?P + b̃.

This problem is close to the problem studied in [6, Section 4] in the context of optimal
transport theory.

Let r > 0. The Lagrangian and augmented Lagrangian associated with problem
(26) are defined by

L = D(u, γ, P )− χQ(a, b) + 〈m,u− γ − a〉+ 〈w,−A?P − S?u− b〉 (27)

Lr = L(u, γ, P, a, b,m,w) +
r

2
|(u− γ − ā,−A?P − S?u− b)|2,

when evaluated at (u, γ, P, a, b,m,w). Note that their definition is different from the
one introduced in (14). We define an ADMM step which consists in the updates
of u, (γ, P ) and (a, b) via three successive minimization steps and in the update of
(m,w) via a gradient ascent step of the augmented Lagrangian:

Iteration (û, γ̂, P̂ , â, b̂, m̂, ŵ) = Lr(u, γ, P, a, b,m,w),
(i) û ∈ arg minu∈R(T̄ ×S) Lr(u, γ, P, a, b,m,w),

(ii) (γ̂, P̂ ) ∈ arg min(γ,P )∈R(T̄ ×S)×R(T ) Lr(û, γ, P, a, b,m,w),

(iii) (â, b̂) ∈ arg min(a,b)∈Q Lr(û, γ̂, P̂ , a, b,m,w),

(iv) (m̂, ŵ) = (m,w) + r(û− γ̂ − â,−A?[P̂ ]− S?[û]− b̂).

(28)
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6.3.1 ADMM

The ADMM method is given by Algorithm 2.

Algorithm 2 ADMM

Choose r > 0, (m0, w0) ∈ R, (u0, γ0, P 0) ∈ K, (a0, b0) ∈ Q .
Let v0 = (u, γ, P, a, b,m,w).
for 0 ≤ k < N do

ADMM step: vk+1 = Lr(v
k),

end for
return vN .

Unlike in [6] this algorithm does not reduce to ALG2, thus we have no theoretical
guarantee about the convergence. But as we will see in subsection 6.3.2, convergence
results are available for ADM-G. The relation (28,i) is given by

uk+1 = −(mk − m̄0 − Swk)/r + γk + ak − S[A?P k+1 + bk].

The relation (28,ii) can be written under a proximal form,

γk+1(s) = proxF ?(s)/r

(
mk(s)/r + uk+1(s)− āk(s)

)
,

P k+1(t) = proxφ?(t)/(rᾱ(t))

(
A[wk/r − S?uk − bk](t)/ᾱ(t)

)
,

for any (t, s) ∈ T × T̄ . The relation (28, iii) can be written as a projection step

(ak+1, bk+1) = projQ
(
(mk/r + uk+1 − γk+1, wk/r −A?P k+1 − S?uk+1)

)
. (29)

6.3.2 ADM-G

We explicit now the implementation of the ADM-G algorithm introduced in [32]. To
fit their framework we define

A1 =

(
id
−S?

)
, A2 =

(
−id 0

0 −A?

)
, A3 =

(
−id 0

0 −id

)
,

with appropriate dimensions, so that the constraint of problem (26) writes A1u +
A2(γ, P ) +A3(a, b) = 0. We define

M =

rA?2A2 0 0
rA?3A2 rA?3A3 0

0 0 id/r

 , H =

rA?2A2 0 0
0 rA?3A3 0
0 0 id/r

 .

Then we have

(M?H−1)−1 =

id −(A?2A2)−1A2A3 0
0 id 0
0 0 id

 .
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Algorithm 3 ADM-G

Choose r > 0 and ξ ∈ (0, 1). Let (m0, w0) ∈ R, (u0, γ0, P 0) ∈ K, (a0, b0) ∈ Q .
Let v0 = (γ, P, a, b,m,w).
for 0 ≤ k < N do

ADMM step: (ũk+1, ṽk+1) = Lr(u
k, vk),

Substitution step:

{
vk+1 = vk + ξ(M?H−1)−1(ṽk − vk),
uk+1 = ũk+1,

end for
return (uN , vN ).

Theorem 6.7. Let (uk, γk, P k, ak, bk,mk
1, w

k)k∈N be the sequence generated by Al-
gorithm 3, and let mk

2 = mk
1, Dk = Awk, for any k ∈ N. Then the sequence

(mk
1, w

k,mk
2, D

k)k∈N converges to a solution of (P̃) and the sequence (uk, γk, P k)k∈N
converges to a solution of (D).

Proof. By [32, Theorem 4.7] we have that (uk, γk, P k, ak, bk,mk
1, w

k)k∈N converges to
a saddle-point of the Lagrangian (27). Thus by definition of (mk

2, D
k), the sequence

(mk
1, w

k,mk
2, D

k)k∈N converges to a solution of (P) and the sequence (uk, γk, P k)k∈N
converges to a solution of (D).

Remark 6.8. In our case the first equality of the Gaussian back substitution step
in Algorithm (3) can be written

vk+1 = vk + ξ(M?H−1)−1(ṽk − vk)
= (γ̃k − ξ(ãk − ak), P̃ k − ξ(AA?)−1A?(b̃k − bk), ãk, b̃k, m̃k, w̃k).

The Gaussian back substitution step is thus given by

γk+1 = γ̃k − ξ(ãk − ak), (30)

P k+1 = P̃ k − ξ(AA?)−1A?(b̃k − bk), (31)

(uk+1, ak+1, bk+1,mk+1, wk+1) = (ũk, ãk, b̃k, m̃k, w̃k),

where (AA?)−1P (t) = P (t)/ᾱ(t) for any t ∈ T . Then the differences between ADM-
G and ADMM can be summarized by the two corrections (30) and (31).

6.4 Residuals

Let (mk
1, w

k,mk
2, D

k)k∈N and (uk, γk, P k)k∈N denote the two sequences generated by
a numerical method. Let us consider

ûk = U [γk, P k] and πk ∈ π[mk
1, w

k, ûk, γk, P k]. (32)

It was shown in Proposition 5.3 that if for some k ∈ N, (mk
1, w

k,mk
2, D

k) and
(uk, γk, P k) are solutions to (P) and (D), then (mk

1, π
k, ûk, γk, P k) is a solution

to (MFG).
Therefore, we look the sequence (mk

1, π
k, ûk, γk, P k)k∈N as a sequence of approx-

imate solutions to (MFG). Note that (MFG,i) is exactly satisfied, by construction.
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We consider the residuals (εm, επ, εγ , εP ) ∈ R × U defined as follows, in order to
measure the satisfaction of the remaining relations in the coupled system:

επ(t, x) = (`[π] + `?[−A?P − S?û])(t, x)− 〈π(t, x), (A?P + S?û)(t, x)〉,

εm(s, x) = mπ(s, x)−m(s, x),

εγ(s) = m(s)− proj∂F ?[γ](s)(m(s)),

εP (t) = Q[m,π](t)− proj∂φ?[P ](t)(Q[m,π](t)∆x),

for all (t, s, x) ∈ T × T̄ × S. If the residuals are null, then (mk
1, π

k, ûk, γk, P k) is a
solution to (MFG). The errors are then defined as the norms of επ, εm, εγ , and εP .

Remark 6.9. In the following numerical section 7, we plot residuals for ADMM,
ADMG, Chambolle-Pock and Chambolle-Pock-Bregman algorithms. The difference
in nature of the convergence results (ergodic versus classical) makes the performance
comparison between different methods delicate:

• In view of the ergodic convergence result (Theorem 6.2, point 1), we plot the
residuals associated with the averaged iterates (as defined in (16)). In particu-
lar, the performances of Chambolle-Pock and Chambolle-Pock-Bregman can be
compared.

• Following Theorem 6.7, we plot the sequence of residuals for ADM-G and
ADMM.

7 Numerical Results

In this section we provide two problems that we solve with the algorithms presented
in the previous section. We set n = T = 50 and we define two scaling coefficients
∆x = 1/n and ∆x = 1/T . We solve two instances of the following scaled system:

(i)

{
u(t, x)/∆t + `?[−A?P − S?u/∆t](t, x) = γ(t, x),

u(T, x) = γ(T, x),

(ii) (`[π] + `?[−A?P − S?u/∆t])(t, x) = −〈π(t, x), (A?P + S?u/∆t)(t, x)〉,

(iii)


m(t+ 1, x) =

∑
y∈S

m(t, y)π(t, y, x),

m(0, x) = m0(x)/∆x,

(iv) γ ∈ ∂F [m],

(v) P ∈ ∂φ[Q[m,π]∆x].

(MFG∆)
One can show that this system is connected to two optimization problems of very
similar nature as Problems (P) and (D), which can be solved as described previously.
For both examples, ` is defined by

`(t, x, ρ) =
∑
y∈S

ρ(y)β(t, x, y) + χ∆(Sx)(ρ), β(t, x, y) =

(
(y − x)

∆x

∆t

)2

/4, (33)
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where Sx = {x, x − 1, x + 1} ∩ {0, ..., n − 1}. Since ` is linear with respect to ρ,
we can interpret β as displacement cost from state x to state y that is fixed (in
opposition to the displacement cost induced by P (t)α(t, x, y) that depends on the
price). In Appendix A the reader can find detailed computations of the Euclidean
projection (20) (Subsection A.1) and the computation of (24) (Subsection A.2) for
this particular choice of running cost `. The notion of residuals that we use in the
following is adapted from Section 6.4 to the scaled system (MFG∆). In all subsequent
graphs, the state space is represented by {0,∆x, ..., 1} and the set of time steps by
{0,∆t, ...1}.

7.1 Example 1

In our first example, we take φ = 0 and α = 0. We consider a potential F of the
form F [m] = F1[m] + F2[m], where

F1[m](s) = |m(s)|2/2, F2[m](s) = χ[0,η(s)](m(s)), (34)

and where η ∈ R+(T̄ × S) is given by

η(s, x) :=

{
0.5 if T/3 ≤ s ≤ 2T/3 and n/3 ≤ x ≤ 2n/3,

3 else,

for any (s, x) ∈ T̄ × R(S). We refer to F1 as the soft congestion term and to F2 as
the hard congestion term. We call narrow region the set of points (s, x) for which

Figure 1: Hard contraint η

η(s, x) = 0.5 and we call spacious region the set of points for which η(s, x) = 3. In
this situation the state of an agent represents its physical location on the interval
[0, 1]. Each agent aims at minimizing the displacement cost induced by ` and avoids
congestion as time evolves from time t = 0 to t = 1. The congestion term is linked
to η by the following relation (see Remark 2.2):

γ ∈ ∂F [m] = ∇F1[m] + ∂F2[m] = m+N[0,η](m).

As shown on the graphs below, we have two regimes at equilibrium: in the spacious
regions γ plays the role of a classical congestion term and γ = ∇F1[m]. In the
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(a) Measure m, 3d plot (b) Measure m, contour plot

(c) Mean displacement v, 3d plot (d) Mean displacement v, contour plot

(e) Value function u, 3d plot (f) Value function u, contour plot

(g) Congestion γ, 3d plot (h) Congestion γ, contour plot

Figure 2: Solution of Example 1
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narrow region the constraint is binding, γ is such that the constraint m ∈ [0, η] is
satisfied at the equilibrium and is maximal for the dual problem.

We give a representation of the solution to the mean field system in Figure 2.
Since it is hard to give a graphical representation of π, we give instead a graph of
the mean displacement v, defined by

v(t, x) =
∑
y∈S

π(t, x, y)(y − x), ∀(t, x) ∈ T × S.

For each variable, a 3D representation of the graph and a 2D representation of the
contour plots are provided. For the contour plots, the horizontal axis corresponds to
the state space and the vertical axis to the time steps (to be read from the bottom
to the top).

Let us comment the results. We start with the interpretation of the measure
m and the mean displacement v. At the beginning of the game, the distribution of
players is given by the initial condition m(0) = m̄0. Then the players spread since
they are in the spacious region to avoid congestion.

Thus the mean displacement is negative on the left (black region) and positive
on the right (yellow region), around t = 0. The distribution becomes uniform after
some time. In a second phase, the agents move again towards the border of the state
space, anticipating the narrow region. They start their displacement before entering
into the narrow region due to their limited speed and displacement cost. Then we
are in a stationary regime (purple region), the mean displacement is null and the
mass does not vary until the end of the narrow region. At the end of the narrow
region, the agents spread again along the state axis and the distribution m becomes
uniform.

We now interpret the value u and the congestion γ. The value function has to
be interpreted backward in time. At the end of the game, the terminal condition
imposes that the value is equal to the congestion. Since the congestion is positive
and accumulates backward in the value function (which can be seen in the dynamic
programming equation), the value function increases backward in time. At the end
and at the beginning of the narrow region we observe irregularities in the value
function due to the irregularities of the congestion term γ. But the impact on the
value function is limited due to the trade-off between the variables u and γ in the dual
problem. At the beginning of the game the value function is higher at the middle of
the space because of the initial distribution of players that are accumulated at this
point. The congestion term γ is high enough at the beginning of the narrow region
to ensure that the constraint on the distribution of players is satisfied at this point.
Then γ is high enough at the end of the narrow region to ensure that the constraint
on the distribution of players is satisfied for all time indices T/3 ≤ s ≤ 2T/3. At
the exception of these two moments, γ plays the role of a classical congestion term.

7.2 Example 2

Here we assume that F = 0. In this situation the state of an individual agent
represents a level of stock. We set α(t, x, y) = y − x; it represents the quantity
bought in order to “move” from x to y. Therefore the variable D (used in the
primal problem) is the average quantity which is bought; it has to be understood as
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Convergence results

(a) ADMM (b) ADMG

(c) Chambolle-Pock (d) Chambolle-Pock-Bregman

Figure 3: Errors plots for Example 1

Figure 3 shows the evolution of the error terms in function of the iterations.
The execution time of each algorithm is given in the following table.

Chambolle-Pock Chambolle-Pock-Bregman ADMM ADM-G

Time (s) 1600 1300 2000 2000

Figure 4: Execution time of each algorithm for Example 1, with N = 10000

a demand, since at equilibrium,

D(t) = Q[m,π](t) =
∑

(x,y)∈S2

m(t, x)π(t, x, y)α(t, x, y).

We define the potential φ[D] = φ1[D] + φ2[D], where

φ1[D] =
1

4
(D + D̄)2, φ2[D] = χ(−∞,Dmax](D).

The potential φ is the sum of a convex and differential term φ1 with full domain and
a convex non-differentiable term φ2. The quantity D̄ is a given exogenous quantity
which represent a net demand (positive or negative) to be satisfied by the agents.
In this example D̄(t) = 2 sin(4πt/(T − 1)) for any t ∈ T and Dmax = 0.

In this situation each agent faces a price and chooses to increase or deplete her
stock. The price mechanism is given by

P (t) ∈ ∂φ[D](t) = ∇φ1[D] + ∂φ2[D] =
1

2
Deff(t) +N(−∞,Dmax](D(t))
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Market equilibrium

(a) Exogenous quantity D̄ and effective de-
mand Deff

(b) Maximal aggregated demand Dmax and
demand D

(c) Price P

where Deff := D + D̄ is called the effective demand and follows two regimes.
When the constraint on the demand D is not binding, we are in a soft regime,

the price plays the role of a classical price term and is given by P (t) = 1
2Deff(t).

The quantity D̄ is an exogenous quantity which can be positive or negative. If the
quantity D̄(t) > 0, the exogenous quantity is interpreted as being a demand and the
agents have an incentive to deplete their stock to satisfy this demand. If D̄(t) < 0,
the exogenous quantity is interpreted as being a supply. In the absence of a hard
constraint, the agents would have interest to increase their stock to absorb this
supply. When the constraint on the demand is binding, we are in a hard regime and
the price plays the role of an adjustment variable so that the constraint D(t) ≤ Dmax

is satisfied and is maximal for the dual problem.
In the case where it is not profitable to buy or sell, we have that D(t) = 0 and

thus Deff(t) = D̄(t). This situation occurs when the quantity D̄(t) ≤ 0, since the
hard constraint prevents the agents from buying on the market. On the graph this
corresponds to the case where the red and the black curves coincide.

When D̄(t) ≥ 0 we observe that the red curve is lower than the black curve
meaning that a certain amount (given by the blue curve on the following graph)
of the demand has been satisfied by the agents. Three effects prevent the agents
from fully satisfying the demand: their level of stock, their trading cost and their
depletion speed limitation.

At the optimum we observe that the demand D is indeed below the threshold
Dmax, meaning that the constraint is satisfied. We now comment the measure m,
the mean displacement v and the value function u. For a given initial distribution
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(a) Measure m, 3d plot (b) Measure m, contour plot

(c) Mean displacement v, 3d plot (d) Mean displacement v, contour plot

(e) Value function u, 3d plot (f) Value function u, contour plot

Figure 6: Solution of Example 2

of the level of stock, we observe that the measure m is shifted to the left with time.
This means that the agents deplete their stocks with time. This is consistent with
the mean displacement v where we observe two regimes: either the agents choose
to sell as much as possible or the agents choose not to sell on average. The value
function u can be interpreted backward. At the end of the game the value is null due
to the terminal condition. Then the higher the level of stock, the lower the value
function that is to say the value function is increasing in time and decreasing in
space. This comes from the definition of α and the constraint D ≤ 0, which implies
that the price is positive.
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Convergence results

(a) ADMM (b) ADMG

(c) Chambolle-Pock (d) Chambolle-Pock-Bregman

Figure 7: Errors plots for Example 2

The execution time of each algorithm is given in the following table.

Chambolle-Pock Chambolle-Pock-Bregman ADMM ADM-G

Time (s) 1700 1300 2200 2200

Figure 8: Execution time of each algorithm for Example 2 and N = 10000

A Appendix

We detail here the calculation of the projection on Q and the non-linear proximity
operator in (24), for a running cost of the form

`(t, x, ρ) =
∑
y∈S

ρ(y)β(t, x, y) + χ∆(S)(ρ).

The adaptation to the case where ` is defined by (33) is straightforward.

A.1 Projection on Q

We detail the computation of projQ, as it appears in (20) and (29). First notice
that the projection is decoupled in space and time, then for any (t, x) ∈ T × S and
(ā, b̄) ∈ R× R(S), we need to compute

projQt,x
(ā, b̄) = arg min

(a,b)∈Qt,x

(a− ā)2/2 +
∑
y∈S

(b(y)− b̄(y))2/2,
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where Qt,x = {(a, b) ∈ R× R(S), a+ b(y)− β(y) ≤ 0}. The corresponding problem
is

min
a∈R

(
(a− ā)2/2 + min

b∈R(S)
b(y)≤β(y)−a, ∀y∈S

∑
y∈S

(b(y)− b̄(y))2/2

)
. (35)

For any a ∈ R, the solution of the inner minimization problem is given by

b?(a, y) := min{b̄(y), β(y)− a}, ∀y ∈ S.

Then replacing into (35), the minimization problem is now given by

min
a∈R

g(a), g(a) := (a− ā)2/2 +
∑
y∈S

max(0, a− β̃(y))2/2,

where β̃(y) := β(y) − b̄(y). It is now relatively easy to minimize g. Let us sort the
sequence (β̃(y))y∈S , that is, let us consider (yi)i∈{0,...,n−1} such that β̃(y0) ≤ · · · ≤
β̃(yn−1). It is obvious that the function g is strictly convex and polynomial of degree
2 on each of the intervals (−∞, β̃(y0)), (β̃(y0), β̃(y1)),..., and (β̃(yn−1),+∞). One
can identify on which of these intervals a stationary point of g exists, by evaluating
∂g(β̃(yi), for all i = 0, ..., n − 1. Then one can obtain an analytic expresison of the
(unique) stationary point a?, which minimizes g. Finally, we have projQt,x

(ā, b̄) =
(a?, b?(a?, ·)).

A.2 Entropic proximity operator

Here we detail the computation of the solution to (24). For notational purpose we
set c1 = τ(−u′+ γ′) and c2 = τ(β+A?P ′+S?u′). By definition of the running cost
`, we have that ∑

(t,x)∈T ×S

˜̀[m1, w](t, x) = 〈w, β〉+ χdom( ˜̀)(m1, w).

Problem (24) writes

min
(m1,w)∈R

〈m1, c1〉+ 〈w, c2〉+
1

τ
dKL((m1, w), (m′1, w

′))

subject to:

{
m1(t, x) ≤ 1

m1(t, x)−
∑

y∈S w(t, x, y) = 0.

To find the solution, we define the following Lagrangian with associated multipliers
(λ1, λ2) ∈ R(T × S)× R+(T̄ × S):

L(m1, w, λ1, λ2) = 〈m1, c1〉+ 〈w, c2〉+ dKL((m1, w), (m′1, w
′))

+
∑

(t,x)∈T ×S

λ1(t, x)
(
m1(t, x)−

∑
y∈S

w(t, x, y)
)

+
∑

(s,x)∈T̄ ×S

λ2(s, x)(m1(s, x)− 1).

For any (t, s, x, y) ∈ T × T̄ ×S×S, a saddle point of the Lagrangian is given by the
following first order conditions,

m̂1(T, x) = m′1(T, x) exp(−λ2(T, x)− c1(T, x)),

m̂1(t, x) = m′1(t, x) exp(−λ1(t, x)− λ2(t, x)− c1(t, x)),

ŵ(t, x, y) = w′(t, x, y) exp(λ1(t, x)− c2(t, x, y)),

m̂1(t, x) =
∑

y′∈S ŵ(t, x, y′),

0 = min {λ2(s, x), m̂1(s, x)− 1} .

(36)
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Case 1: λ2(s, x) > 0. At time s = T we have that m̂1(s, x) = 1. For any s < T
we have that m̂1(s, x) = 1 and

∑
y∈S ŵ(s, x, y) = 1 and by a direct computation we

have that 
m̂1(s, x) = 1,

ŵ(s, x, y) = w′(s, x, y) exp(−c2(s, x, y))C(s, x),

λ1(s, x) = ln (C(s, x)) ,

λ2(s, x) = ln (m′1(s, x)/C(s, x)))− c1(s, x),

(37)

where C(s, x) =
∑

y∈S w
′(s, x, y) exp(−c2(s, x, y)).

Case 2: λ2(s, x) = 0. At time s = T we have that m̂1(s, x) = m′1(s, x) exp(−c1(s, x)).
For any s < T we have by a direct computation

m̂1(s, x) = m′1(s, x)C(s, x)−1 exp(−c1(s, x)),

ŵ(s, x, y) = w′(s, x, y)C(s, x) exp(−c2(s, x, y)),

λ1(s, x) = ln (C(s, x)) ,

λ2(s, x) = 0,

(38)

where C(s, x) =
(
m′1(s, x) exp(−c1(s, x))/

∑
y∈S w

′(s, x, y) exp(−c2(s, x, y))
)1/2

.

In order to identify which of the two cases arises, one can compute a solution
with formula (37) and check a posteriori that λ2(s, x) > 0. If this is not the case,
we deduce that the solution to (36) is given by (38).
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