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Convergence conditions for Persidskii systems

Wenjie Mei1, Denis Efimov1,2, Rosane Ushirobira1, Alexander Aleksandrov3

Abstract— A class of generalized Persidskii systems is consid-
ered in this work. The conditions of convergence for Persidskii
systems are introduced, which can be checked through linear
matrix inequalities. Also, the case of almost periodic conver-
gence of this class of dynamics with almost periodic input is
studied. The proposed results are applied to a Lotka-Volterra
model.

I. INTRODUCTION

If a dynamical system is convergent, i.e., it has a unique
and bounded asymptotically stable solution [1], [2], then
computation of only one trajectory is sufficient to determine
the asymptotic behavior of all others. This property is similar
to incremental stability [3], [4] (skipping the requirement on
boundedness), and the contraction theory is frequently used
for its analysis [5]. The convergence property has received
increased interest due to its usefulness in system analysis
and design, e.g., it excludes the case of several co-existing
solutions for nonlinear output regulation [6], synchronization
[7], [8], [9], steady-state analysis of nonlinear systems [10]
and many other control problems.

It is evident that not all nonlinear systems are convergent:
the trajectories may be convergent for some (e.g., zero) inputs
and not for others, and an example of such a behavior is
demonstrated by Duffing’s model [11], in which multiple
limit cycles phenomena and sub-harmonic oscillations may
occur. Thus, for nonlinear systems, it is required to consider
additional conditions for investigating convergence property.

We may additionally ask for conditions of preservation by
the attracting solution of the (almost) periodicity of the input
[12], [13]. Note that in nonlinear systems, the frequency
of entrainment is not necessarily kept by the output [14],
and a typical example is again Duffing’s model, which can
generate chaotic trajectories under harmonic excitation. The
relations between the existence of almost periodic solutions
and properties of the right-hand sides of dynamical systems
have been studied for centuries (see, e.g., Markov’s theorem
[15]).
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The property of convergence also has a rich history
of investigation. For example, Pliss [16] investigated the
convergence of the system ẋ = f (t,x) with a periodic right-
hand side. Later, Demidovich [17] extended the special
case analyzed by Pliss to a more general f . In the same
vein, Zubov [18], [19] established a periodic/almost periodic
convergence criterion for nonlinear systems. There are also
further explorations of convergence properties for nonlinear
systems, e.g., convergence-like properties by Lyapunov’s sec-
ond method [20], sufficient conditions of convergence of the
system with a scalar nonlinearity satisfying an incremental
sector condition [21], the convergence of perturbed nonlinear
systems [22], [3], and convergence conditions of a class of
nonlinear systems [23].

In this work, we study the convergence property and
the existence of almost periodic trajectories for a class
of Persidskii systems, which was introduced in [24], [25]
as ẋ = A0x+A1 f (x). Recently, its generalized version was
investigated in [26], [27] by taking into account multiple
nonlinearities: ẋ = A0x+∑

M
i=1 Ai fi(x) (more detailed defini-

tion is given below). The advantage of this class of models
is that despite its significant nonlinearity (with M ≥ 1), a
Lyapunov function is suggested in the literature such that
the analysis of its properties can be performed by solving
linear matrix inequalities, which is a constructive approach.

The organization of this paper is as follows. In Section II,
the preliminaries and the definitions of utilized stability
properties are presented. The class of considered systems
is defined in Section III. The conditions for convergence
and almost periodic convergence of generalized Persidskii
systems are given in Section IV. The model of Lotka-Volterra
is considered an application for examining the efficiency of
the proposed results in Section V.

NOTATION

• N, Z and R represent the sets of natural num-
bers, integers and real numbers, respectively, R+ =
{s ∈ R : s≥ 0}; Rn (Rn

+) and Rm×n denote the vector
spaces of n-tuples of real numbers (nonnegative real
numbers) and m× n real matrices, respectively. The
symbol ‖·‖ refers to the Euclidean norm on Rn (and
the induced matrix norm ‖A‖ for a matrix A ∈ Rm×n).

• For p, n ∈ N with p ≤ n, the notation p,n is used to
represent the set of nonnegative integers {p, . . . ,n}.

• The n× n diagonal matrix with v ∈ Rn on the main
diagonal is denoted by diag(v). Let v > 0 (v < 0)
indicate vi > 0 (vi < 0) for i ∈ 1,n.

• The transpose of a matrix A ∈ Rn×n is denoted by A>.
Let λmin(A) (λmax(A)) refer to the minimal (maximal)



eigenvalue of a symmetric matrix A, and In correspond
to the n × n identity matrix. Denote the vector of
dimension n with all elements equal 1 by 1n.

• Let δ (A) and ω(A) represent the matrices diag(v) and
A− diag(v), respectively, where v is formed by the
elements of the main diagonal of A.

• For a∈R its sign is denoted by sign(a) and |a| denotes
its absolute value. For v ∈ Rn, let sign(v) denote the
vector

[
sign(v1) . . . sign(vn)

]> and |v| refer to the
vector

[
|v1| . . . |vn|

]>.
• For a Lebesgue measurable function u : R→Rm, define

the norm ‖u‖(t1,t2) = esssupt∈(t1,t2)‖u(t)‖ for (t1, t2)⊆R.
We denote by L m

∞ the space of functions u with ‖u‖∞ :=
‖u‖(−∞,+∞) <+∞.

• A continuous function σ : R+ → R+ belongs to class
K if it is strictly increasing and σ(0) = 0; it belongs to
class K∞ if it is also unbounded. A continuous function
β :R+×R+→R+ belongs to class K L if β (·,r)∈K
and β (r, ·) is a decreasing function going to zero for any
fixed r > 0.

• For a continuously differentiable function V : Rn→ R,
denote by ∇V (ν) f (ν) the Lie derivative of V along the
vector field f evaluated at point ν ∈ Rn.

II. PRELIMINARIES

Definition 1: The matrix A is said to be Hurwitz if all its
eigenvalues lie in the open left half of the complex plane.

Definition 2: The matrix A is Metzler if all its off-diagonal
entries are nonnegative.

Proposition 1 ([28]): Let A∈Rn×n be Metzler. Then A is
Hurwitz if and only if there exists a vector ν > 0 in Rn with
A>ν < 0.

Definition 3 ([15]): A continuous function Θ : R→Rn is
called almost periodic if, for every ε > 0 there exists Lε > 0
such that every interval [θ ,θ +Lε ] for any θ ∈R contains at
least one number η for which

‖Θ(t +η)−Θ(t)‖< ε

for all t ∈ R.

A. Stability properties

Consider the differential equation

ẋ(t) = F(x(t),u(t)), t ≥ t0 ∈ R,
y(t) = H(x(t)),

(1)

where x(t) ∈Rn is the state vector; u(t) ∈Rm is the external
input, u ∈ L m

∞ ; y(t) ∈ Rp is the output vector. Moreover,
F : Rn×Rm→Rn is a continuous function and H : Rn→Rp

is a continuously differentiable function. For an initial state
x0 ∈ Rn and u ∈L m

∞ , we denote the corresponding solution
of the system (1) by x(t,x0,u) for the values of t ∈ R+ the
solution exists, so the corresponding output is y(t,x0,u) =
H (x(t,x0,u)).

Definition 4: The system (1) is called forward complete if
for all x0 ∈Rn and u∈L m

∞ , the solution x(t,x0,u) is uniquely
defined for all t ≥ t0 = 0.

Definition 5: A forward complete system (1) is said to be:
1) practically input-to-output stable (pIOS) if there exist

β ∈K L , γ ∈K and c ∈ R+ such that

‖y(t,x0,u)‖ ≤ β (‖x0‖, t)+ γ(‖u‖∞)+ c, ∀t ∈ R+

for any x0 ∈ Rn and u ∈ L m
∞ . The system is called

input-to-output stable (IOS) if c = 0. In the special
case when y = x, the IOS property is called input-to-
state stability (ISS).

2) robustly output stable (ROS) if there exist a smooth
function α ∈K∞ and β ∈K L such that the system

ẋ = F(x,κα(‖H(x)‖)) (2)

is forward complete, and the estimate

‖yα(t,x0,κ)‖ ≤ β (‖x0‖, t), ∀t ∈ R+

is satisfied for all κ ∈ L m
∞ with ‖κ‖∞ ≤ 1 and

yα(t,x0,κ) =H(x(t,x0,κ)) denotes the output function
of the system (2).

Definition 6: A forward complete system (1) is said to
be uniformly bounded-input-bounded-state stable (UBIBS)
if there exists β ∈K such that

‖x(t,x0,u)‖ ≤max{β (‖x0‖),β (‖u‖∞)}, ∀t ∈ R+

for all x0 ∈ Rn and u ∈L m
∞ .

B. Lyapunov characterizations

Definition 7: For the system (1), a smooth function
V : Rn→ R+ is

1) an ISS-Lyapunov function if there exist α1,α2,α3 ∈
K∞ and χ ∈K such that

α1(‖x‖)≤V (x)≤ α2(‖x‖), (3)
‖x‖ ≥ χ(‖u‖)⇒ ∇V (x)F(x,u)≤−α3(‖x‖)

for all x ∈ Rn and u ∈ Rm.
2) an IOS-Lyapunov function if there exist α1,α2 ∈K∞,

χ ∈K and α3 ∈K L such that

α1(‖H(x)‖)≤V (x)≤ α2(‖x‖), (4)
V (x)≥ χ(‖u‖)⇒ ∇V (x)F(x,u)≤−α3(V (x),‖x‖)

for all x ∈ Rn and u ∈ Rm.
3) a ROS-Lyapunov function if there exist α1,α2 ∈K∞,

χ ∈K and α3 ∈K L such that

α1(‖H(x)‖)≤V (x)≤ α2(‖x‖), (5)
‖H(x)‖ ≥ χ(‖u‖)⇒ ∇V (x)F(x,u)≤−α3(V (x),‖x‖)

for all x ∈ Rn and u ∈ Rm.
Theorem 1 ([29]): The system (1) is ISS if and only if it

admits an ISS-Lyapunov function.
Theorem 2 ([30]): A UBIBS system (1) is IOS (ROS) if

and only if it admits an IOS (ROS)-Lyapunov function.
Remark 1: The UBIBS requirement can be dropped in

the sufficient conditions of IOS or ROS if the system (1)
is forward complete (or it possesses the unboundedness



observability property [31]) and admits an IOS-Lyapunov
function satisfying the conditions (4),

V (x)≥ χ(‖u‖)⇒ ∇V (x)F(x,u)≤−α3(V (x)) (6)

or a ROS-Lyapunov function satisfying the conditions (5),

‖H(x)‖ ≥ χ(‖u‖)⇒ ∇V (x)F(x,u)≤−α3(V (x)) (7)

for all x∈Rn and u∈Rm, some α1,α2 ∈K∞ and χ,α3 ∈K ,
respectively.

In the rest of the paper, to lighten the notation, the time-
dependency of variables might remain implicitly understood,
for instance we will write x for x(t).

III. PROBLEM STATEMENT

Consider the following system in a generalized Persidskii
form [25]:

ẋ(t) = A0x(t)+
M

∑
j=1

A jFj(x(t))+ϕ(t), t ∈ R, (8)

where x = [ x1 . . . xn ]> ∈ Rn is the state; t0 ∈ R de-
notes the initial time and x(t0) = x0; the disturbance ϕ =
[ ϕ1 . . . ϕn ]> ∈L n

∞ ;

Fj(x) = [ f j,1(x1) . . . f j,n(xn) ]> ∈ Rn, ∀ j ∈ 1,M.

Thus, the nonlinearity Fj has a special structure: each ele-
ment of Fj, the function f j,r, depends on the coordinate xr
only, r ∈ 1,n. We also require certain monotonicity of Fj:

Assumption 1: Let the functions f j,r : R→R, j∈ 1,M,r∈
1,n have the properties:

(i) f j,r are continuous and strictly increasing, f j,r(0) = 0;
(ii) lima→±∞ f j,r(a) =±∞.
Assumption 2: Assume that the matrices As ∈ Rn×n, s ∈

0,M are Metzler and there exists a vector ν > 0 in Rn with
ν>As =−c>s ≤ 0 for s ∈ 0,M and ∑

M
s=0 cs > 0.

Note that we do not require that all matrices As with s ∈
0,M be Hurwitz, and only its total composition, evaluated
by ∑

M
s=0 cs, has to provide the stability.

Definition 8 ([1]): System (8) is convergent if it admits a
unique bounded solution for t ∈R that is globally asymptot-
ically stable.

Definition 9 ([18]): System (8) possesses almost periodic
convergence property if it is convergent and the admitted
solution is almost periodic.

The goal of this work is to formulate the conditions for
(8) to be convergent, and if ϕ is an almost periodic signal,
to substantiate the same feature of the solutions.

IV. CONDITIONS OF CONVERGENCE

Note that for analysis of the convergence property in (8),
we need to consider the system with t ∈ R. However, the
time dependence of the right-hand side of (8) comes through
the input ϕ only. As in the IOS/ISS framework, we can
investigate the global stability of that system for t ∈R+ with
ϕ ∈L n

∞ , allowing us next to extend the obtained results to
t ∈ R. The main result of this paper is given below:

Theorem 3: If Assumptions 1 and 2 are fulfilled, then the
system (8) is convergent.

Proof: The proof has two steps: first, the boundedness
of solutions will be established using ISS theory; second,
asymptotic convergence of different solutions of (8) will be
shown.

1) Consider a Lyapunov function for the system (8):

V (x) = ν
> |x| , (9)

where ν ∈ Rn is given in Assumption 2. Since

min
i∈1,n

νi‖x‖ ≤V (x)≤ ‖ν‖‖x‖

by Cauchy−Schwarz inequality, so the ISS condition (3) is
verified.

Due to assumptions 1 and 2, it holds that the time
derivative of V is:

V̇ = sign>(x)·diag(ν)·

(
A0x+

M

∑
j=1

A jFj(x)+ϕ

)

= ν
> diag(sign>(x))

(
(δ (A0)+ω(A0))x

+
M

∑
j=1

(δ (A j)+ω(A j))Fj(x)+ϕ

)

≤ ν
>

(
δ (A0) |x|+ω(A0) |x|+

M

∑
j=1

δ (A j)
∣∣Fj(x)

∣∣
+

M

∑
j=1

ω(A j)
∣∣Fj(x)

∣∣+ |ϕ|)

= ν
>

(
A0 |x|+

M

∑
j=1

A j
∣∣Fj(x)

∣∣+ |ϕ|)

≤ −c>0 |x|−
M

∑
j=1

c>j
∣∣Fj(x)

∣∣+‖ν‖‖ϕ‖∞.

Thus, by Theorem 1 the system (8) is ISS (due to the imposed
restrictions all nonlinearities are unbounded and the sum of
vectors c j, j = 0,M is positive).

2) Next, along with (8), consider the system

ẏ(t) = A0y(t)+
M

∑
j=1

A jFj(y(t))+ϕ(t)

with the same input, but with different initial conditions
y(t0) ∈ Rn. Define z(t) := y(t)− x(t) for all t ∈ R+, then

ż = A0z+
M

∑
j=1

A jQ j(x,z), (10)

where

Q j(x,z) = Fj(z+ x)−Fj(x)

= [ q j,1(x1,z1) . . . q j,n(xn,zn) ]> ∈ Rn,

q j,r(xr,zr) = f j,r(zr + xr)− f j,r(xr) for all j ∈ 1,M,r ∈ 1,n.
Note that for any x ∈ Rn the functions Q j satisfy the
properties formulated in Assumption 1.

Consider a Lyapunov function

Ṽ (z) = ν
> |z| , (11)



repeating the analysis made for (9), we see that Ṽ is radially
unbounded, Ṽ > 0 for all z 6= 0 and Ṽ (0) = 0. Again using
Assumptions 1 and 2, we obtain

˙̃V ≤ −c>0 |z|−
M

∑
j=1

c>j
∣∣Fj(z+ x)−Fj(x)

∣∣ . (12)

For any given number l > 0, it holds that

˙̃V ≤−Wl(z)

for ‖x‖ ≤ l, z ∈ Rn, where

Wl(z) = min
‖x‖≤l

[
c>0 |z|+

M

∑
j=1

c>j
∣∣Fj(z+ x)−Fj(x)

∣∣] .
The proven properties of Ṽ and ˙̃V imply that all solutions of
(10) satisfy ‖z(t)‖ ≤ ‖ν‖

mini∈1,n νi
‖z(t0)‖ for all z(t0) ∈ Rn and

t ∈R+. Applying LaSalle’s invariance principle [14] we have

lim
t→+∞

‖z(t)‖= 0.

Therefore the system (8) is convergent.
Remark 2: It is also possible to use IOS/ROS properties

to show the convergence for the system (10). Let

H(z) = z (13)

be the output of (10) and consider IOS or ROS properties
of the system (8), (10), (13). We see that the system (8),
(10), (13) is with zero input, the conditions (5), (6) and (7)
can be verified. Thus, all solutions of (10) are bounded by
‖z(t)‖ ≤ β (‖z(t0)‖, t) for some β ∈K L , all z(t0)∈Rn and
t ∈ R+.

The case when in the system (8) the input ϕ is almost
periodic is considered below:

Corollary 1: Let ϕ ∈L n
∞ be an almost periodic function

for t ∈ R, the functions Fj, j ∈ 1,M be locally Lipschitz
continuous and assumptions 1 and 2 be fulfilled, then the
system (8) possesses almost periodic convergence property.

Proof: By Theorem 3, under assumptions 1 and 2 the
system (8) is convergent with an almost periodic input ϕ .
Therefore, the almost periodic convergence criterion pro-
posed by Zubov [18] is fulfilled for the system (8).

V. APPLICATION TO MODIFIED LOTKA-VOLTERRA
MODELS

In this section, a modified Lotka-Volterra (LV) dynamics is
considered, which has been widely investigated in infectious
disease, biology, finance, to mention a few subjects [32].
However, the earliest basic model does not reflect some
important phenomena, e.g., stable coexistence and predator
preference. Therefore, there are many modified LV models.
Among them, the following one additionally considers the
mutualistic interactions in different species [33]:

ẋ(t)= diag(x(t))(r0+r(t)+Ax(t)+A2φ(x(t))), t ∈R, (14)

where x(t) ∈ Rn
+ is the population sizes of n species; r0 ∈

Rn denotes the birth or mortality rates of the species and
r(t) ∈ Rn is introduced to model the deviations of the rates

from the nominal quantities r0; A ∈ Rn×n represents the
community matrix and A2 ∈ Rn×n refers to the net effect
of the mutualism; the function φ : Rn

+→Rn
+, where φi(x) =

xi
bi+xi

with constants bi > 0 for i ∈ 1,n.
Assume there exists a unique equilibrium point xe ∈Rn

+ \
{0} for the dynamics (14) with r(t) = 0 and define

ρ(t) = ln(x(t))− ln(xe),

we obtain

ρ̇(t) = A1F1(ρ(t))+A2F2(ρ(t))+ r(t), (15)

where

A1 := Adiag(xe) , F1(ρ) = eρ −1n,

F2(ρ) = φ (diag(xe)eρ)−φ(xe).

Note that for such functions F1 and F2, the requirement of
Assumption 1 for a→−∞ is not satisfied. However, as in
[23], due to the assumed existence of the global equilibrium
xe, it is possible to show that for sufficiently small r, all
trajectories converge to a neighborhood of the steady-state,
where the analysis can be next performed without taking into
account the unbounded deviations of the state.

In the following examples, the convergence property for
the system (15) with given values of A, A2, r0, and r(t) is
demonstrated with validation of the proposed conditions.

Example 1: Let

A =

[
−0.8 0.4
0.2 −0.8

]
, A2 =

[
−0.5 0.3
0.1 −0.9

]
,

b =

[
0.1
0.4

]
, r0 =

[
1
0

]
, r(t) =

[
sin(t)
cos(t)

]
,

where r is a periodic signal representing the external input
for (15), then the value of xe can be obtained as previ-
ously mentioned, and assumptions 1 and 2 are fulfilled. By
choosing a periodic and oscillating input signal, we can see
a convergence phenomenon not caused by the asymptotic
stability of the considered system.
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Fig. 1. The state trajectories versus the time t

Define the convergence error

e =
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Fig. 2. The norms of the convergence errors e versus the time t

where x1,x2,x3 ∈ R2 are the state trajectories issued from
different initial conditions. Consider the trajectories with
three distinct initial conditions:

x1(0) =
[

0.25
0.7

]
, x2(0) =

[
3

0.8

]
, x3(0) =

[
0.7
1

]
.

The state transients and the norms of the convergence errors
e are shown in Fig. 1 and Fig. 2, respectively. Note that x1
and x2 in Fig. 1 refer to the first and second state variables
of x1, x2, x3, respectively. The trajectory in Fig. 2 represents
the values of ‖e‖ corresponding to the state values in Fig. 1.
These results demonstrate the convergence phenomenon in
(15).

Example 2: Consider the case with the same A, A2, b,
x1(0), x2(0), x3(0) as previously, while the value of r0 and
the rate deviation r are revised to

r0 =

[
0.8
0

]
, r(t) =

[
sin(t)+ sin(

√
2t)

cos(t)+ cos(
√

2t)

]
,

then such an external input is almost periodic, which allows
us to study the almost-periodic convergence property of the
system in this example (see Corollary 1).

Fig. 3 and Fig. 4 present the corresponding state trajec-
tories and the values of ‖e‖ versus the time t, respectively.
These simulation results also demonstrate the convergence
property in (15), which is almost periodic in this case.
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Fig. 3. The state trajectories versus the time t (the almost-periodic case)
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Fig. 4. ‖e‖ versus the time t (the almost-periodic case)

VI. CONCLUSION

In this paper, the convergence and almost periodic con-
vergence conditions for generalized Persidskii systems were
proposed. The formulated conditions were obtained in the
form of linear algebraic inequalities. Therefore, they can
be constructively verified. Simulations with Lotka-Volterra
models were presented for the examination of the proposed
results.

The future research directions include the analysis of a
more sophisticated Lyapunov function than (9) and investi-
gation of the robust convergence properties.
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