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Abstract

Many systems in the natural and physical world often work in unison with
similar other systems. This process of simultaneous operation is known as syn-
chronization. In the past few decades, owing to this phenomenon’s importance,
extensive research efforts have been made. However, many of the existing results
consider the systems are identical and/or linear time-invariant, while practical
systems are often nonlinear and nonidentical for various reasons. This obser-
vation motivated several recent studies on the synchronization of nonidentical
(i.e., heterogeneous) nonlinear systems. This paper summarizes some recent
results on the synchronization of heterogeneous nonlinear systems, as developed
in the thesis [1]. First, the results on the synchronization of a particular class of
robustly stable nonlinear systems are presented. Then, these results are applied
to an example model known as Brockett oscillator. Finally, using the Brockett
oscillator as a common dynamics, output oscillatory synchronization results are
given for heterogeneous nonlinear systems of relative degree 2 or higher. An
application example of Brockett oscillator for power-grid synchronization is also
presented. Some outlooks are provided regarding future research directions.

Keywords: Robust Synchronization, Multistability, Output Synchronization,
Oscillatory Synchronization, Renewable Energy Systems

Contents

1 Introduction 2

2 Preliminaries 4

2.1 Decomposable sets . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.2 Robustness notions . . . . . . . . . . . . . . . . . . . . . . . . . . 5

⇤Corresponding author
Email address: hafiz.h.ahmed@ieee.org (Hafiz Ahmed)

Preprint submitted to Annual Reviews in Control April 15, 2021

Manuscript File Click here to view linked References

https://www.editorialmanager.com/jarap/viewRCResults.aspx?pdf=1&docID=629&rev=1&fileID=7377&msid=136054a7-83d6-4d50-ad0b-70f6ca04ffe6
https://www.editorialmanager.com/jarap/viewRCResults.aspx?pdf=1&docID=629&rev=1&fileID=7377&msid=136054a7-83d6-4d50-ad0b-70f6ca04ffe6


2

3 Synchronization of Nonlinear Systems 6

3.1 Synchronization of robustly stable nonlinear systems . . . . . . . 6
3.2 Robust Synchronization of Brockett Oscillators . . . . . . . . . . 8
3.3 Oscillatory Output Synchronization of Heterogeneous Systems . . 10

3.3.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . 12
3.3.2 Synchronizing Controller Design . . . . . . . . . . . . . . 13

4 Grid-Synchronization of Renewable Energy Sources 15

4.1 Experimental Study . . . . . . . . . . . . . . . . . . . . . . . . . 16

5 Conclusion and Outlook 17

1. Introduction

Synchronization or collective behavior is omnipresent in natural and techno-
logical systems. It has motivated researchers across disciplines to scientifically
investigate synchronization among a network of agents. These agents can be
robots, cells in a tissue, human, birds, to name a few [2]. Synchronization is
useful to ensure efficient operation of many technological systems such as power
grid [3], synthetic genetic oscillator [4], cyber-attack resilient communication
[5, 6], navigation through global positioning systems [7]. In many of these appli-
cations, synchronization essentially means the phase and frequency adjustment
of oscillators. This highlights the importance of oscillator or oscillatory-type
synchronization for natural and technological systems.

Owing to the enormous significance of synchronization, control systems re-
searchers developed various control solutions to tackle synchronization. Nu-
merous results have already been proposed and cover many areas of interest
[8, 9, 10, 11]. Initially, most of the results considered the case of synchroniza-
tion among a network of identical agents that are linear time-invariant [12, 13].
In practice, engineering systems are often nonlinear, and it is very challenging
to ensure that the systems are identical. Manufacturing defects, temperature,
humidity, aging, and other factors often make two identical systems noniden-
tical over time, limiting the application of results based on the assumption of
identical systems. In the heterogeneous systems case, i.e., when the agents are
nonidentical, the network’s behaviour becomes significantly difficult to analyze
over the identical agents-based network counterpart. The difficulty arises from
the lack of common equilibrium among the agents in the network.

Owing to the complicated nature of heterogeneous systems, the existing lit-
erature on the synchronization of these systems is limited. In general, it is
difficult to obtain state synchronization for heterogeneous systems. So, some
recent attempts have been made towards output synchronization, and these re-
sults rely on the idea of the internal model principle [14, 15, 16, 17]. These
methods assign to each member of the network a local reference generator, and
the synchronizing controllers work to track the reference by the system output.
As the internal model is common to all network members, global information
sharing is required among the agents. In addition to output synchronization,
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Figure 1: Overview of the results summarized in this paper.

some state synchronization approaches are also available in the literature. More-
over, many results are available for specific classes of systems such as passive
ones [18, 19, 20].

In this paper, our focus is to summarize the results presented in [1], where
several methods on the robust synchronization of nonlinear systems are ob-
tained. In the first instance, robust synchronization results for homogeneous
or heterogeneous robustly stable nonlinear systems are considered, where the
systems admit decomposition without cycles (neither homoclinic nor hetero-
clinic orbits) [21]. These results are then applied to a network of heterogeneous
Brockett oscillators (BO) [22, 23, 24, 25] which are multi-stable. Using BO
as the common dynamics, global output oscillatory synchronization results are
proposed for heterogeneous nonlinear systems of relative degree 2 or higher
[26]. An advantage of the BO-based approach is that it eliminates the need
to share any global network information. Moreover, agents can have different
dimensions and relative degrees, extending the types of systems that can be
output-synchronized.

From a practical point of view, oscillator synchronization is critical in several
engineering applications. Power-grid synchronization is a prominent real-world
scenario of oscillator synchronization. The traditional power grid is based on
alternating currents. Various energy sources are connected to this grid in a
grid-following manner. So, oscillatory synchronization between the grid and the
energy sources is essential for an efficient and smooth operation of the power
grid. The BO model has recently been applied for grid-synchronization of renew-
able energy sources to the grid and grid-interfaced power electronic converters
[27, 28, 29, 30]. A summary of those approaches is also presented in this paper.
An overview of the results compiled in this paper is given in Fig. 1.

The rest of the paper is organized as follows: Section 2 introduces some
preliminaries about decomposable sets and notions of robustness. Section 3
presents the summary of the analytical results on the robust synchronization of
heterogeneous nonlinear systems, Section 4 focuses on an application of a par-
ticular reference generator model presented in Section 3 to grid-synchronization
of renewable energy sources, and finally, Section 5 provides a conclusion and
outlook.
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2. Preliminaries

This section introduces some basic facts about decomposable sets and ro-
bustness notions as adapted from [31, 32]. Let M be an n-dimensional C2

connected and orientable Riemannian manifold without a boundary, x 2 M
and f : M ⇥ Rm ! TxM be a map of class C1. In this work, we assume that
all manifolds can be embedded in a Euclidean space of dimension n, so they
contain 0. Consider a nonlinear system of the following form:

ẋ(t) = f(x(t), d(t)) (1)

where the state x(t) 2 M and d(t) 2 Rm for t � 0 (the input d is a locally
essentially bounded and measurable signal). For any initial condition x0 2 M
and input d, we denote by X(t, x0; d) the uniquely defined solution of (1) at time
t satisfying X(0, x0; d) = x0. Together with (1), we will analyze its unperturbed
version:

ẋ(t) = f(x(t), 0). (2)

A set S ⇢ M is invariant for the unperturbed system (2) if X(t, x0; 0) 2 S
for all t 2 R and for all x0 2 S. For a set S ⇢ M , define the distance to S
from a point x 2 M by |x|S = infa2S�(x, a), where the �(x1, x2) denotes the
Riemannian distance between x1 and x2 in M . We have |x| = |x|{0} for x 2 M ,
the usual Euclidean norm of a vector x 2 Rn. For a signal d : R ! Rm, the
essential supremum norm is defined as kdk1 = ess supt�0 |d(t)|.

A function ↵ : R+ ! R+ is said to belong to class K (or ↵ 2 K), if it is
continuous, strictly increasing and ↵(0) = 0. Furthermore, ↵ 2 K1 if ↵ 2 K
and unbounded, i.e., lims!+1 ↵(s) = 1. For any x 2 M , the ↵- and !- limit
sets for (2) can be defined as follows:

↵(x) : =

⇢
y 2 M | y = lim

n!�1
X(x, tn) with tn & �1

�
,

!(x) : =

⇢
y 2 M | y = lim

n!+1
X(x, tn) with tn % +1

�
.

2.1. Decomposable sets
Let ⇤ ⇢ M be a compact invariant set for (2).

Definition 1. [33] A decomposition of ⇤ is a finite and disjoint family of com-
pact invariant sets ⇤1, . . . ,⇤k such that ⇤ =

Sk
i=1 ⇤i.

For an invariant set ⇤, its attracting and repulsing subsets are defined as
follows:

W s(⇤) = {x 2 M | |X(t, x, 0)|⇤ ! 0 as t ! +1},
Wu(⇤) = {x 2 M | |X(t, x, 0)|⇤ ! 0 as t ! �1}.

Define a relation on the set of invariant sets of M by: for W ⇢ M and D ⇢ M ,
we write W � D if W s(W) \Wu(D) 6= ;.



2.2 Robustness notions 5

Definition 2. [33] Let ⇤1, . . . ,⇤k be a decomposition of ⇤, then

1. An r-cycle (r � 2) is an ordered r-tuple of distinct indices i1, . . . , ir such
that ⇤i1 � . . . � ⇤ir � ⇤i1 .

2. A 1-cycle is an index i such that (Wu(⇤i) \W s(⇤i)) \ ⇤i 6= ;.
3. A filtration ordering is a numbering of the ⇤i so that ⇤i � ⇤j ) i  j.

As we can conclude from Definition 2, the existence of an r-cycle with r � 2
is equivalent to the existence of a heteroclinic cycle for (2) [34]. Moreover, the
existence of a 1-cycle implies the existence of a homoclinic cycle for (2) [34].

Definition 3. Let W ⇢ M be a compact set containing all ↵ and ! limit sets of
(2). We say that W is decomposable if it admits a finite decomposition without
cycles, W =

Sk
i=1 Wi, for some non-empty disjoint compact sets Wi, forming a

filtration ordering of W.

This definition of the set W will be used all through the article.

2.2. Robustness notions

The following robustness notions for systems in (1) have been introduced in
[31].

Definition 4. We say that the system (1) has the practical asymptotic gain
(pAG) property if there exist ⌘ 2 K1 and q 2 R, q � 0 such that for all x 2 M
and all measurable essentially bounded inputs d, the solutions are defined for all
t � 0 and

lim sup
t!+1

|X(t, x; d)|W  ⌘ (kdk1) + q. (3)

If q = 0, then we say that the asymptotic gain (AG) property holds.

Definition 5. We say that the system (1) has the limit property (LIM) with
respect to W if there exists µ 2 K1 such that for all x 2 M and all measurable
essentially bounded inputs d, the solutions are defined for all t � 0 and the
following holds:

inf
t�0

|X(t, x; d)|W  µ(kdk1).

Definition 6. We say that the system (1) has the practical global stability (pGS)
property with respect to W if there exist � 2 K1 and q � 0 such that for all
x 2 M and all measurable essentially bounded inputs d(·), the following holds
for all t � 0:

|X(t, x; d)|W  q + � (max{|x|W , kdk1}) .

To characterize (3) in terms of Lyapunov functions, it has been shown in
[31] that the following notion is suitable:



6

Definition 7. We say that a C1 function V : M ! R is a practical ISS-
Lyapunov function for (1) if there exists K1 functions ↵1, [↵2],↵ and �, and
scalar q � 0 [and c � 0] such that

↵1(|x|W)  V (x)  [↵2(|x|W + c)],

the function V is constant on each Wi and the dissipation inequality below holds:

DV (x)f(x, d)  �↵(|x|W) + �(|d|) + q, 8x 2 M and d 2 Rm.

If this latter holds for q = 0, then V is said to be an ISS-Lyapunov function.

Notice that ↵2 and c are in square brackets as their existence follows (without
any additional assumptions) by standard continuity arguments.

The main result of [31, Theorem 1, Page 3244] connecting these robust
stability properties is stated below:

Theorem 1. Consider a nonlinear system as in (1) and let a compact invariant
set containing all ↵� and !� limit sets of (2) W be decomposable (in the sense
of Definition 3). Then the following are equivalent:

1. The system admits an ISS Lyapunov function;
2. The system enjoys the AG property;
3. The system admits a practical ISS Lyapunov function;
4. The system enjoys the pAG property;
5. The system enjoys the LIM property and the pGS.

A system in (1) that satisfies this list of equivalent properties is called ISS with
respect to the set W [31].

3. Synchronization of Nonlinear Systems

3.1. Synchronization of robustly stable nonlinear systems
Let us consider a family of nonlinear systems for i = 1, . . ., N > 1, as de-

scribed by the following model:

ẋi(t) = fi (xi(t), ui(t), di(t)) , 8t � 0 (4)

where the state xi(t) 2 Mi (Mi is ni-dimensional C2 connected and orientable
Riemannian manifold without a boundary), the control ui(t) 2 Rmi and the
external disturbance di(t) 2 Rpi (ui and di are locally essentially bounded
and measurable signals) for t � 0; and the map fi : Mi ⇥ Rmi ⇥ Rpi !
TxiMi is C1, fi(0, 0, 0) = 0. The common state vector of (4) is denoted as
x = [xT

1 , . . . , x
T
N ]T 2 M =

QN
i=1 Mi, so M is the corresponding Rieman-

nian manifold of dimension n =
PN

i=1 ni where the family (4) evolves and
d = [dT1 , . . . , d

T
N ]T 2 Rp with p =

PN
i=1 pi is the exogenous input. For the

systems in (4), robust synchronization results have been provided in [1, 21] and
recalled here. The results start with the robust stability assumption, which is
given below:
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Assumption 1. Each family member in (4) (i.e. 8i = 1, N) has a decomposable
(as per Definition 3) compact invariant set Wi containing all ↵� and !�limit
sets of ẋi(t) = fi (xi(t), 0, 0), and the system is input-to-state stable (ISS) with
respect to the set Wi and the inputs ui and di, W = W1 ⇥ · · ·⇥WN .

A comprehensive review about ISS with respect to decomposable invariant
sets can be found in [35].

To characterize synchronization for the systems in (4), the synchronization
measure is considered by the function  : M ! Rq,  (0) = 0 which is a C1

function. Then, a formal definition of synchronization is given below:

Definition 8. For a suitably designed control signal u, systems in (4) will
reach a consensus (being synchronized) if  (x(t)) ⌘ 0 for all t � 0 on the
solutions of the network for d(t) ⌘ 0, t � 0. If, additionally, for bounded d 6⌘ 0,
the synchronization measure  stays bounded, then the family (4) is said to be
robustly synchronized.

The synchronizing control law is given by:

ui(t) = 'i ( (x(t))) , 8t � 0 (5)

('i : Rq ! Rmi is a C1 function, 'i(0) = 0). In the synchronous state, the set
A = {x 2 W |  (x) = 0} contains the synchronous solutions of the unperturbed
systems in (4) and the problem of synchronization of “natural” trajectories is
considered since A ⇢ W (due to 'i(0) = 0 in (5), the convergence of  (syn-
chronization/consensus) implies that the solutions belong to W).

For the systems in (4), a kind of robust synchronization with respect to
any measurable and essentially bounded external disturbance d is possible by
suitably selecting the shape of each function 'i. This is the main result of [21]
and a summary is given below:

Proposition 1. Let Assumption 1 be satisfied for systems (4). Then, there
exist functions 'i, i = 1, N , for individual controllers (5) such that the closed-
loop system (4), (5) has the pGS property (as per Definition 7) with respect to
the set W.

For any suitably bounded function 'i, in (5), the result of Proposition 1 is
valid.

Assumption 2. The set A is compact, and it contains all ↵� and !�limit sets
of the closed-loop system (i.e., systems (4) and controllers (5)) for d ⌘ 0, and
it is decomposable.

Here additionally, it is assumed that the controls 'i ensure the network
global synchronization in the noise-free case, while the decomposability, in gen-
eral, follows from Assumption 1.

Theorem 2. Let conditions of Proposition 1 be satisfied together with Assump-
tion 2. Then the closed-loop system ( i.e., systems (4) and controllers (5)) is
ISS with respect to A.
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3.2. Robust Synchronization of Brockett Oscillators

In the previous section, an approach for robust synchronization of multi-
stable systems is reviewed. Limit cycle oscillators exhibit multistability. R.
Brockett recently studied the synchronization problem for BO in such a context
[23]1. However, the results presented in [23] can only guarantee local synchro-
nization. The results presented here, though, provide global synchronization
results for BO. For this purpose, the following family of BO is considered in this
section for i = 1, N and some N > 1:

ẋ1i = x2i,

ẋ2i = aiui � x1i � bix2i

�
|xi|2 � 1

�
, (6)

where the positive model parameters of individual BO are given by ai, bi > 0,
the state of individual BO is given by xi = [x1i x2i]T 2 R2 and the control
input for individual BO is denoted by ui 2 R (ui : R+ ! R and has the
same property of input function as for the systems (4)). Similar to systems (4),
x = [xT

1 , . . . , x
T
N ]T 2 R2N and u = [u1, . . . , uN ]T 2 RN denote the common

system state and control input vector for the network of BO (6).
The control input vector for the network (6) is chosen as:

u = k (x) =k⇧x̄2, (7)

where the positive constant k denotes the network coupling gain and

⇧ =

2

666664

�2 1 0 · · · 1
1 �2 1 · · · 0
0 1 �2 · · · 0
...

...
. . . 0

1 · · · 0 1 �2

3

777775
, x̄2 =

2

6664

x21
...

x2(N�1)

x2N

3

7775
.

In (7), ⇧ is the interconnection matrix that describes the information sharing
arrangement among the oscillators. The interconnection matrix ⇧ is considered
by assuming that the oscillators are connected using an N -cycle graph. In this
setting, each member of the network (6) requires only the information of the
left and right neighbor oscillator. Let us define the synchronization error among
the oscillators as:

e2i�1 = x1i � x1(i+1), ė2i�1 = x2i � x2(i+1) = e2i

and e2N�1 = x1N � x11, ė2N�1 = x2N � x21 = e2N . Then the main results of
[22] can be summarized as below:

1It is to be noted here that the model considered by Brockett can also be found in [2] under
the name circular limit cycle oscillator.
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Proposition 2. [22, Proposition 11, Page 294] All trajectories of the closed-
loop system (6), (7) are bounded and converge to the largest invariant set in

⌦1 =
�
x 2 R2N : |xi| = const, e22i�1 + e22i = const,

x2(i�1) + x2(i+1) = (2 +
bi
aik

(|xi|2 � 1))x2i, i = 1, N

�

for any positive network coupling gain k > 0.

Theorem 3. [22, Theorem 12, Page 294] If there is at least one BO with index
1  i  N for which 2aik < bi, then all trajectories of the closed-loop system
(6), (7) are bounded and almost all of them converge to the largest invariant set
in

⌦0
1 =

�
x 2 R2N : |xi| = const 6= 0, e22i�1 + e22i = const,

x2(i�1) + x2(i+1) = (2 +
bi
aik

(|xi|2 � 1))x2i, i = 1, N

�

Proof. Since all conditions of Proposition 2 are satisfied, then all trajectories
converge to the set ⌦1. By substitution of the control (7) in the equations of
(6) we obtain:

ẋ1i = x2i,

ẋ2i = aiui � x1i � bix2i

�
|xi|2 � 1

�

= aik(x2(i�1) � 2x2i + x2(i+1))� x1i

�bix2i

�
|xi|2 � 1

�

= �x1i � (2aik � bi)x2i + aik(x2(i�1)

+x2(i+1))� bix2i|xi|2.

Linearizing this system around the origin (|xi| = 0 for all i = 1, N) we conclude
that this equilibrium is unstable if there exists at least one index 1  i  N
with 2aik < bi. Thus, for almost all initial conditions, the trajectories converge
to a subset of ⌦1 where |xi| 6= 0, i.e. to the set ⌦0

1 (see Proposition 11 in
[36]).

This theorem establishes conditions for the existence of various oscillatory
synchronization patterns in (6), (7). However, additional conditions need to be
checked to guarantee the desired synchronization pattern with  (x(t)) = 0.

In the set ⌦1, we have for all i = 1, N :

x2
1i + x2

2i = r2i ,

⇢2i = e22i�1 + e22i = r2i + r2i+1 � 2(x1ix1(i+1) + x2ix2(i+1))

for some ri 2 R+ and ⇢i 2 R+, and

x2(i�1) + x2(i+1) = �ix2i, x1(i�1) + x1(i+1) = �ix1i + ci (8)

for �i = 2 + ↵i(r2i � 1), ↵i =
bi
kai

and some ci 2 R.
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Corollary 1. [22, Corollary 13, Page 296] Let all conditions of Theorem 3 be
satisfied, and all solutions of the following equations

⇢2i =
1 + ↵i(r2i � 1)

2 + ↵i(r2i � 1)
r2i+1 � (1 + ↵i(r

2
i � 1))r2i

+
1

2 + ↵i(r2i � 1)
r2i�1, i = 1, N, (9)

0 =
NX

i=1

(⇢2i � r2i � r2i+1)k(ai + ai+1)

+2r2i
�
bi(r

2
i � 1) + 2kai

�
, (10)

with ri 6= 1 admit the restriction:

r2i <
1

3

✓
1� 2

kai
bi

◆
(11)

for some 1  i  N . Then for almost all initial conditions, the closed-loop
system ( i.e., system (6) and (7)) has reached consensus ( i.e., synchronized).

Here (9) and (10) form the system of N + 1 nonlinear algebraic equations
for 2N unknowns (ri and ⇢i) describing the kind of synchronization in (6), (7)
that is admissible in ⌦0

1 ((10) is not a linear combination of (9)). As we may
note, bi > 2aik is a necessary condition for Corollary 1 to satisfy.

3.3. Oscillatory Output Synchronization of Heterogeneous Systems

The previous subsections present a generic framework for robust synchro-
nization of multistable systems. However, in subsection 3.2, it is required that
the individual subsystems are of the same order, which can be limiting in prac-
tice. Hence, to overcome this limitation, the results of [21, 22] are applied in [26]
to a more general class of systems. Oscillatory output synchronization results
are achieved among a network of heterogeneous nonlinear systems that satisfy
certain conditions regarding the relative degree of the system by using only out-
put feedback. As only output feedback is considered, a nonlinear observer is first
applied to estimate the unmeasurable states and perturbations of individual sys-
tems. Then, through feedback transformation, nonlinearities are compensated,
and the dynamics of the BO is added to convert part of the individual systems
to a BO. Then, the global synchronization results of BO are applied to provide
global oscillatory output synchronization among the heterogeneous nonlinear
systems. Since the synchronization of BO is applied, individual systems must
have at least the same relative degree (i.e., 2) of BO. For the definition of rel-
ative degree, interested readers can consult [37]. It is to be noted here that
many typical engineering systems do satisfy the relative degree condition if an
appropriate output is chosen.
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Let us consider control-affine single-input single-output systems in normal
forms with globally defined relative degrees [37] for i = 1, N,N > 1:

⌘̇i = &i(⌘i, ⇠i), (12)
⇠̇i = Ari⇠i + bri [↵i(⇠i) + �i(⇠i)ui], (13)
yi = cri⇠i,

where the state and input are denoted by xi = [⌘Ti ⇠Ti ]
T 2 Rni , ui 2 R, ⇠i 2 Rri

and ⌘i 2 Rni�ri are components of the state; yi 2 R is the output; &i : Rni !
Rni�ri , ↵i : Rri ! R and �i : Rri ! R are smooth functions, ri 2 [2, ni] is the
relative degree, �i is separated from zero, and

Ari =

2

666664

0 1 0 . . . 0 0
0 0 1 . . . 0 0
...

...
. . .

...
0 0 0 . . . 0 1
0 0 0 . . . 0 0

3

777775
, bri =

2

666664

0
0
...
0
1

3

777775
,

cri =
⇥
1 0 . . . 0

⇤

are in the canonical form. Moreover, x = [xT
1 , . . . , x

T
N ]T 2 Rn with n =

PN
i=1 ni,

y = [y1, . . . , yN ]T 2 RN , u = [u1, . . . , uN ]T 2 RN denote the common state,
output, and input vector, respectively. The conditions of existence of normal
form and the definition of relative degree can be found in [37].

The subsystem (12) is called the zero dynamics of ith subsystem, which we
assume to be robustly stable:

Assumption 3. For all i = 1, N , the systems in (12) are ISS with respect to
the inputs ⇠i [38].

Definition 9. [26, Definition 2.1, Page 3] The family (12),(13) exhibits a global
output synchronization if

lim
t!1

(yi(t)� yj(t)) = 0, 8i, j = 1, N

for any initial conditions xi(0) 2 Rni , i = 1, N .

Note that under the robust stability of the zero dynamics (12), an additional
requirement can be imposed on synchronization of derivatives:

lim
t!1

(ẏi(t)� ẏj(t)) = 0 8i, j = 1, N,

and an auxiliary restriction for synchronization is

yi 6⌘ constant, 8i = 1, N,

i.e., the systems perform some oscillations in the synchronous mode.
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To achieve the global oscillatory output synchronization for (13), a suitable
output-feedback based controller needs to be designed. To facilitate this, one can
simplify the second term in (13) by introducing a disturbance di 2 R, i = 1, N,
as follows:

ui + di = ↵i(⇠i) + �i(⇠i)ui.

As the functions �i are not singular, such a simplification always exists. Deriva-
tive boundedness of the newly introduced disturbance term is formally assumed:

Assumption 4. For all i = 1, N , the unknown input di : R+ ! R is continu-
ously differentiable for almost all t � 0, and there is a constant 0 < ⌫+ < +1
such that ess sup

t�0
|ḋi(t)|  ⌫+.

3.3.1. Observer design
To compensate for the individual nonlinearities and disturbances of individ-

ual systems in (13), they need to be separated and estimated. For this purpose,
the ideas presented in [39] and [40] will be used, and a Luenberger observer is
utilized to decouple the aligned control and disturbance inputs. Let us consider
that ⇣i 2 Rri is the Luenberger observer-based estimation of ⇠i, and the suit-
ably designed observer gain is li 2 Rri , which ensures that the closed-loop error
matrix is Hurwitz. The Luenberger observer is given by:

⇣̇i = Ari⇣i + briui + li(yi � cri⇣i), (14)

Then, the error dynamics for the extended error vector is given by:

ėei = Ari+1eei � eli"i + bri+1ḋi,

where extended error vector eei = [eTi di]T , ei = ⇠i � ⇣i, "i = criei, and eli =
[lTi 0]T . The following high order sliding mode (HOSM) differentiator is applied
to estimate the extended error vector ẽi:

żi,1 = ⌫i,1 = ��i,1|zi,1 � "i|
ri

ri+1 sign(zi,1 � "i)

+zi,2 � eli,1"i,

żi,j = ⌫i,j = ��i,j |zi,j � ⌫i,j�1|
ri�j+1
ri�j+2 sign(zi,j � ⌫i,j�1)

+zi,j+1 � eli,j"i, j = 2, ri, (15)
żi,ri+1 = ��i,ri+1sign(zi,ri+1 � ⌫i,ri),

where �i = [�i,1 . . .�i,ri+1]T 2 Rri+1 is the vector of HOSM differentiator tuning
gains. The closed-loop observer system, i.e., systems (12), (13) and observers
(14), (15), is discontinuous and its solutions are to be understood in the Filippov
sense [41]. By combining the outputs of the Luenberger observer (14) and the
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HOSM differentiator (15), states ⇠i and disturbances di of individual systems
can be estimated as:

b⇠i = ⇣i +

2

64
zi,1
...

zi,ri

3

75 , bdi = zi,ri+1

Finite-time stability of the estimation errors for state and disturbances is proven
in [26, Proposition 3.1, Page 4]:

Proposition 3. Let Assumption 4 be satisfied, the matrices Ari � licri be Hur-
witz. Then there exist �i 2 Rri+1 (�i,ri+1 > ⌫+ for all i = 1, N) and Ti > 0
such that for the system in (13) and the observer in (14), (15), for all t � Ti :

y(j)i (t) = b⇠i,j(t), j = 1, ri,

di(t) = bdi(t).

3.3.2. Synchronizing Controller Design
Two controllers are designed in [26] for systems of relative degree 2 and/or

higher. These controllers are summarised below:

The relative degree 2 case. In this case, ri = 2. The synchronization controllers
are designed for all i = 1, N in the following form:

ui = �bdi|{z}
part 1

�b⇠i,1 � bib⇠i,2
⇣
b⇠2i,1 + b⇠2i,2 � 1

⌘

| {z }
part 2

+

+ aik
⇣
b⇠i�1,2 � 2b⇠i,2 + b⇠i+1,2

⌘

| {z }
part 3

, (16)

where ai > 0, bi > 0 and ki > 0 are controller tuning parameters. First, the
individual disturbance is compensated by part 1 in (16). Then, the dynamics
of BO is injected by part 2 in (16). Finally, the synchronization is achieved by
part 3 in (16). This controller is completely distributed as only the output of
left and right neighbor is needed. Moreover, the observers (14) and (15) are also
distributed. This makes the closed-loop system distributed.

Then, the main result of [26], for ri = 2, is given below:

Theorem 4. [26, Theorem 3.2, Page 4] Let assumptions 3 and 4 be satisfied,
the matrices Ari � licri be Hurwitz, ri = 2 and �i 2 Rri+1 for all i = 1, N be
selected as in Proposition 3. Consider the system (12),(13) with the observers
(14), (15) and the synchronizing feedback control (16). If there is an index
1  i  N such that 2aik < bi, then all trajectories in the closed-loop system
are bounded, and for almost all initial conditions, they converge to the largest
invariant set, where the following restrictions are satisfied for all i = 1, N :
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ẏi�1 + ẏi+1 = (2 +
bi
aik

(y2i + ẏ2i � 1))ẏi, (17)

y2i + ẏ2i = constant 6= 0,

(yi � yi+1)
2 + (ẏi � ẏi+1)

2 = constant .

The higher relative degree case. In the general case, i.e., ri � 2, parts 2 and 3
of the control (16) form a reference signal ⇠di,3 for the variable ⇠i,3:

⇠di,3 = �b⇠i,1 � bib⇠i,2
⇣
b⇠2i,1 + b⇠2i,2 � 1

⌘

+aik
⇣
b⇠i�1,2 � 2b⇠i,2 + b⇠i+1,2

⌘
,

where the parameters ai > 0, bi > 0, and ki > 0 save their meaning, and next,
this reference signal has to be propagated over chain of integrators, and part 1
of the control (16) has to be applied in the last step to annihilate di. Let us
denote

⇠̃i,s = ⇠i,s � ⇠di,s

as the error or realization of a desired signal b⇠di,s by ⇠i,s for s = 3, ri. Then, by
applying the backstepping-based design approach [42], the following controller
has been designed in [26]:

ui = �bdi + ⇠̇di,ri � ⇠̃i,ri � ⇠̃i,ri�1. (18)

The control (18) involves derivatives. These derivatives can be estimated by the
HOSM differentiator similar to the one in (15) for a = �1,+1:

%̇ai,0 = ⌫i,0 = �µi,0|%ai,0 � b⇠i+a,2|
ri�3
ri�2 sign(%ai,0 � b⇠i+a,2) + %ai,1,

%̇ai,j = ⌫i,j = �µi,j |%ai,j � ⌫i,j�1|
ri�j�3
ri�j�2 sign(%ai,j � ⌫i,j�1)

+%ai,j+1, j = 1, ri � 4, (19)
%̇ai,ri�3 = �µi,ri�3sign(%ai,ri�3 � ⌫i,ri).

Then, by Lemma 8 in [40], for a proper selection of µi = [µi,0, . . . , µi,ri�3]T > 0
there is Ti > 0 such that

%ai,j(t) = b⇠(j)i+a,2(t), 8t � Ti

for all j = 0, ri � 3 and a = �1,+1. Note that from (15), b⇠i+a,2 has only ri+a�1
continuous derivatives, consequently

ri  ri+a + 2 8i = 1, N, a = �1,+1. (20)

The following result has been proven [26, Theorem 3.4, Page 6]:
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Figure 2: Control system overview of a grid-connected solar PV system.

Theorem 5. Let assumptions 3 and 4 be satisfied, the matrices Ari � licri be
Hurwitz, ri � 2 under (20), and �i 2 Rri+1, µi 2 Rri�2 be properly selected for
all i = 1, N . Consider the system (12),(13) with the observers (14), (15), (19)
and the synchronizing feedback control (18). If there is an index 1  i  N such
that 2aik < bi, then all trajectories in the closed-loop system are bounded, and
for almost all initial conditions they converge to the largest invariant set, where
the restrictions (17) are satisfied.

4. Grid-Synchronization of Renewable Energy Sources

Renewable energy sources (RES) such as solar photovoltaics (PV) will play
a vital role in achieving net-zero carbon emissions by 2050. RES are connected
to the existing alternating current (AC) grid through a voltage source inverter
(VSI) [43, 44, 45]. An efficient operation of the RES-interfaced VSI can only
be guaranteed when the output of the VSI matches in-phase with the grid
voltage signal. This matching operation is known as grid-synchronization. Grid-
synchronization demands real-time estimation of the grid phase so that the
current controller can ensure in-phase operation of the VSI with the grid. An
overview of the grid-connected solar PV control system is given in Fig. 2.
In this section, a summary of the BO-based grid-synchronization technique is
presented. For further consideration, the model of the single-phase grid voltage
signal with offset is given by:

v(t) = A0 +A sin (!t+ �) , (21)

where the DC offset, amplitude, angular frequency and initial phase angle are
denoted by A0, A,!, and �, respectively. The instantaneous phase is often used
to characterize the grid voltage signal and given by ⌦ = !t+� and ⌦ 2 [0, 2⇡).
The grid frequency ! is unknown but evolves around a known nominal value
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and the amplitude A is conventionally normalized to 1. Grid codes typically
require the frequency to be within a certain band. The current controller of RES
requires information ⌦ in real-time. This information can easily be obtained if
an orthogonal signal of the grid-voltage (21) in real-time can be generated. BO
can be used for this purpose, but BO are not frequency-adaptive as introduced in
Section 3.2. To make BO frequency-adaptive, the equation (6) can be rewritten
as:

ẋ1 = x2!,

ẋ2 = �x1! � x2

�
x2
1 + x2

2 � 1
�
+ u. (22)

Potential solutions of autonomous BO (22) in the limit cycle mode are:

x1(t) = � cos (!t+ �) , x2(t) = sin (!t+ �) . (23)

Solutions of the BO show that it can be used as an orthogonal signal generator.
For a suitably designed control u, it is possible to ensure the synchronization of
the BO output with that of the grid. In this context, equations of the BO-based
frequency-locked loop (BO-FLL) as presented in [27, 28, 29, 30] are given by:

ẋ1 = x2!̂,

ẋ2 = �x1!̂ � x2

�
x2
1 + x2

2 � 1
�
+ ↵ (v � x2 � x3) !̂,

˙̂! = ��x1 (v � x2 � x3) !̂,

ẋ3 = � (v � x2 � x3) !̂, (24)

where v is the grid voltage measurement from (21), ↵,�, � > 0 are the positive
tuning parameters, !̂ is the estimated grid frequency and x3 is an estimate of
the DC offset. Using the state variables of the BO-FLL, the instantaneous phase
of the grid voltage can be estimated as [30]:

⌦̂ = mod

⇢
atan2

✓
x2

�x1

◆
, 2⇡

�
, (25)

where atan2 denotes the double-quadrant arc-tangent.

4.1. Experimental Study
An experimental study is reported in this section to demonstrate the suitabil-

ity of the BO-FLL for grid-synchronization applications. Hardware-in-the-loop
(HIL) setup using dSPACE is used for this purpose. Parameters of the BO-FLL
are chosen as: ↵ = 1.41,� = 20, and � = 85. Enhanced phase-locked loop
(EPLL) [46] is selected as the comparison technique with parameters: µ0 = 85,
µ1 = 200, µ2 = 20⇥ 103, and µ3 = 400.

Two experimental cases are considered. In the first test, a +5Hz frequency
step change is considered. Experimental results for this case are given in Fig.
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(a) (b)

Figure 3: Experimental for a step frequency change of +5Hz: (a) Estimated frequency and
(b) Phase estimation error.

(a) (b)

Figure 4: Experimental for a step DC offset change of +0.1p.u.: (a) Estimated frequency and
(b) Phase estimation error.

3. Results show that BO-FLL has a fast convergence with relatively smaller
overshoot compared to EPLL. In the second test, suddenly, a DC offset of 0.1 per
unit (normalized value with respect to the nominal amplitude) is added to the
voltage, and experimental results for this case are given in Fig. 4. The frequency
estimated by BO-FLL converged within ⇡ 2 cycles while it took slightly more
time for EPLL. The error magnitudes are also smaller for BO-FLL compared to
EPLL for both frequency and phase estimation error. These results show that
BO-FLL has excellent potential to be used as a grid-synchronization tool.

5. Conclusion and Outlook

Some recent results on the robust synchronization of heterogeneous nonlin-
ear systems, as presented in [1], are summarized in this paper. In addition,
an application example is also presented involving the grid-synchronization of
renewable energy sources. Heterogeneity and nonlinearity are two commonly
available features of many systems of practical interest. As such, the presented
results are very promising to further research in this area.

The analytical results considered mainly the cycle-graph for network inter-
connection among the agents. In the future, it would be interesting to inves-
tigate the effect of various other network topologies. Network-induced delays
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are often unavoidable for practical systems. As such, studying the delay (ho-
mogeneous and/or heterogeneous) robustness of the synchronization protocol
could be another potential research direction. A significant limitation of the
presented results is that they consider the systems to be robustly stable, a con-
dition that cannot always be guaranteed. Relaxing this condition would enlarge
the type of nonlinear systems for which synchronization results could be further
developed. In developing the synchronization protocol for Brockett oscillators,
linear feedback is used; as a future research direction, nonlinear feedback can
be considered.

From the application point of view, only a grid-following converter is studied
for synchronization purposes. The ever-increasing presence of renewable energy
sources has made grid-forming converter [47, 48] an active research topic. In this
context, virtual oscillator controls have attracted some consideration in recent
times. Extending the summarized results to this new type of converters could
also be considered as an inspiring research direction.
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