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aquilina.al-khoury@inria.fr

2 Univ. Lyon, INSA Lyon, Inria, CNRS, LIRIS, France
3 Institut Camille Jordan, Univ. Lyon, CNRS UMR5208, Villeurbanne F-69622,

France

Abstract. Thanks to the advancement of knowledge and technologies,
we want to simulate larger and larger biological systems. But classical
methods must be rethink to be able to cope with such system. At the
same time, mainly riding the trends of AI/ML, a novel approach is to
use methods mixing different arithmetic precision. Indeed, such method
improves arithmetic intensity while saving memory, energy and com-
putational time. However, controlling the errors induced by the mix of
different precision remains the major issue. In this paper, we are present
a new method allowing the use of mixed precision to solve ordinary dif-
ferential systems of equations. We evaluate our method against large
biological systems. We show that with such systems, we can reduce the
arithmetic precision of a part of the biological model will retain the same
numerical precision.

Keywords: Mixed Precision · ODEs · Biological Systems.

1 Introduction

1.1 Large Coupled Biological Systems

Systems biology considers biological structures as complex, heterogeneous sys-
tems that cannot be reduced to the sum of their parts; interactions between
basic elements play a pivotal role in biological function [19]. To represent the
diversity in the nature of these interactions, mathematical and computational
models often take the form of large, heterogeneous coupled systems of basic bio-
logical units, with scales ranging from molecules [14], to cells [13] and organisms
[27]. Such models take the form of systems of N strongly coupled equations. The
state of each unit depends on the other N − 1 units; the evaluation of the cou-
pling terms, therefore, has a computational complexity in O(N2), which quickly
becomes prohibitive for large values of N .

We have a thorough knowledge and mastery of 3 systems exhibiting these
characteristics:
? Supported by the Inria Exploratory Action ExODE.
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Neuroscience Modeling in the form of ODEs is used for the simulation of neu-
rons and their synapses. For example, the model [8, 7] of synaptic plasticity
has 27 equations per synapse and 15 per astrocytes [9, 8]. A neuron is com-
posed of at least a hundred synapses (several thousand on average). For the
moment, the modeling is limited to a small set of neurons and synapses
(around one thousand equations), but the goal is to go to several thousands
of neurons and synapses (millions of equations). Indeed, a microscopic neu-
ral network is composed of at least 1,000 neurons, its simulation requires
the ability to solve ODE systems of several million equations. More realistic
neural networks are even more larger: 1 million for bee or 86 billion neurons
for human.

Cell-Cell Interaction The mechanical and biochemical interaction between
cells is important and leads to emergent phenomena in the spatiotemporal
organization of tissues, such as synchronization of rhythms, and regulation
of cell proliferation or differentiation. These models can be conceived as
a set of N (variable over time) cells coupled to each other. Each cell is
represented by an ODE system in d dimensions, of the order of a few tens,
for a system of total size dN . In the study of a model with heterogeneous
cell populations, the total number of cells to be simulated can easily go to
several tens of thousands, or even several hundreds of thousands, making
simulations prohibitive. For example, the number of cells during an immune
response can go from 102 to 105. Moreover, in some cases, the individual-
centered model can be seen as a discretization of a MacKean-Vlasov type
transport PDE, for example, and converges when N → ∞. It is therefore
interesting to be able to scale up in terms of the number of cells to simulate.

Gene Regulation Networks Aevol platform is an in-silico experimental evo-
lution software in the community [24]. An extension of Aevol, R-Aevol [29],
adds the modeling of gene regulatory networks. These networks are modeled
as ODE systems composed of several hundred equations per simulated or-
ganism. For the moment, R-Aevol cannot be used simply because of its high
computational cost. However, in order to produce new knowledge in biology,
it is necessary in the medium term to simulate more organisms, but also
more complex organisms.

In practice, computational models with nonlinear coupling terms are lim-
ited to a few hundred or thousand equations, unless simplifying assumptions
are made to compute the coupling terms faster. Mean field assumptions for in-
stance reduce the coupling complexity to O(N) [1]. Numerical approaches, such
as fast transforms, make use of coupling approximation algorithms that can be
computed in O(N log(N)), in a spirit similar to the fast Fourier transform [17].
These numerical approaches are powerful (e.g. for the N-body problem [26]), but
are difficult to implement for arbitrary coupling terms. Mean field assumptions
are not always biological warranted. It is not clear how large numerical systems
need to be, but recent advances in single-cell omics have highlighted the pheno-
typic and genotypic diversity of healthy and cancer tissues [11]. The case can be
made for scaling up system sizes by a factor 10 to 1000.
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A defining feature of biological systems is their capacity to function in pres-
ence of noise [20], a property often called robustness. Here make the working
hypothesis that the relevant features are robust to noise to explore the possi-
bility to use low numerical accuracy in numerical simulations of large coupled
systems.

1.2 Arithmetic and mixed precision

Computers use a finite set of bits to approximate real numbers, usually 32 or 64
bits (single precision (SP) and double precision (DP)). The storage and arith-
metic of SP and DP numbers have been integrated into the silicon of computing
units for decades. More recently, mainly due to the high computational need of
artificial intelligence (AI) and machine learning (ML) algorithms, half precision
types have become more popular. Another approach of handling real number is
the usage of arbitrary-precision arithmetic where precision is limited only by the
available memory. Nonetheless, it exhibits very poor performance and can not be
used for large computation. Matlab has a toolbox to perform arbitrary-precision
arithmetic: Variable precision arithmetic (VPA). In this paper, we will use it as
great truth for arithmetic precision but only for small to medium size systems
as for larger one it becomes prohibitively expensive.

For a long time, computing units are capable of calculating with different
precision (SP and DP): it is called multi-precision computing. But it is limited
to relying on a unique precision for each part of an application. For few years,
computing units are also capable of mixing different precision within a single
operation. The goal is to increase computational efficiency without losing too
much accuracy.

Several studies have looked at mixed precision and multiple precision com-
puting. Buttari et al. [5, 4] looked at solutions of linear systems using iterative
refinement of mixed precision (SP/DP). Kouya [21] extended these studies by
adding a mixed double-multiple precision method. These methods perform most
arithmetic operations in SP, then post-process these solutions by refining them
in DP, direct [31, 10, 30] or iterative [3, 28]

As previously stated, driven by AI/ML exponential grow, hardware manufac-
turers have also incorporated mixed precision in their architectures (Intel VNNI,
Intel Nervana, NVidia TensorCore, Google TPU). They combine the use of half
precision (16 bits) and SP (32 bits) (and DP (64 bits)) in order to reduce memory
usage and increase computational density. If the hardware has been developed
for classical deep learning, the use of mixed precision was also considered for
linear algebra [23, 18] and in linear problems that arise from the discretization
of partial differential equations [15].

1.3 Motivation

In this paper, we propose a new method to evaluate very large systems of the
form H(X) = F (X) +G(X), x ∈ RdN , as would arise from the discretization of
a system of ODEs: Xk+1 = H(Xk). N is the number of biological units, and d
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is the number of dynamical variables in each unit. The function F is the part
of H with complexity O(N), and G has complexity O(N2). F can be thought
as the intrinsic dynamics and G as the interaction/coupling dynamics. Systems
with cell-cell interaction, such as neural networks or bacterial colonies are exam-
ples [27, 9]. We assume that there is no (easy) way to reduce the complexity of
G, instead using mixed precision during evaluation of G: the interaction terms
are evaluated in reduced precision, while G itself retains working precision. This
approach is supported by two observations: 1) biological interactions are inher-
ently noisy, and 2) interactions should obey the law of large numbers. As N
becomes large, evaluation errors (and noise) on coupling terms should decrease
like 1/

√
N .

Let us consider a vector x ∈ RN , and, for instance, the coupling functions

Gi(x) =
1

N

N∑
j=1

gj(xj , xi), for i = 1, ..., N. (1)

The coupling term Gi is the average of all interactions from other to unit i. The
terms gj are evaluated at a reduced precision with error εj . If we assume that
the errors are independent and identically distributed with finite variance, we
can apply the central limit theorem.

Theorem 1. If X1, X2,...,XN are N random samples drawn from a population
with overall mean µ and finite variance σ2, and if XN is the sample mean, then
the limiting form of the distribution

ZN =
√
N

(
XN − µ

σ

)
is the standard normal distribution (N(0; 1))

The cumulative error on Gi,
1
N

∑N
j=1 εj , would then approach a normal distri-

bution with standard deviation σ/
√
N . If, in addition, the errors are not biased,

i.e. the mean of εj is 0, the cumulative error will decrease like 1/
√
N .

We apply the method to tow test systems: linearly coupled harmonic oscilla-
tors, which offer analytical tractability, and a coupled cell cycle model entrained
by coupled circadian clock. We show theoretically and with numerical simula-
tions that accuracy of H(X) increase with

√
N over relevant range of N . We test

how the mixed precision method can be used in practice on a system of ODEs,
using existing solvers.

2 Methods

We consider a dynamical system (discrete or continuous) with N coupled units,
each described by d dynamical variables. The state of the system is given by a
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vector X ∈ RdN . Denote by Xi ∈ Rd the state of the i-th unit. The dynamics
(or update rules) is specified by a function H : RdN → RdN ,

H(X) = F (X) +G(X), (2)

where

F (X) =
(
F1(X1), F2(X2), ..., FN (XN )

)T
, (3)

G(X) =
(
G1(X), G2(X), ..., GN (X)

)T
. (4)

The function F describes the intrinsic dynamics of each unit and has complex-
ity of order O(N), while G describes the interactions between units and has a
complexity of order O(N2).

2.1 Selected systems

We evaluate our novel method on different types of systems in order to extend
the validity of our reasoning. Al our systems are presented on a large scale to
introduce the problem of a balance between precision and error control.

Coupled linear harmonic oscillators We consider N single linear harmonic
oscillators is described by a pair of ODEs

dxi
dt

= yi, (5)

dxi
dt

= −xi, i = 1, ..., N. (6)

We add a coupling term
1

N

∑n
j=1(xj−xi) to the right-hand-side of the equation

(5). This term is added to introduce O(N2) complexity. The choice of this system
is not random, indeed we wish to treat a linear system while that offers an

analytical solution. Let X =
(
x1, x2, ..., xN , y1, y2, ..., yN

)T ∈ R2N . The ODE
system for the coupled harmonic oscillators can be written in matrix form. If IN
is the N ×N identity matrix and 1N is the N ×N identity matrix unit matrix,
then

dX

dt
= BX + CX, (7)

where

B =


0 IN

−IN 0

 , and C =


1
N 1N − IN 0

0 0

 . (8)
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The right-hand-side of equation (7) has the form H(X) = F (X)+G(X) with
F (X) = BX and G(X) = CX. The coupling function G can be evaluated in
linear instead of quadratic time, but this system aims at presenting a theoretical
framework with an exact solution. The 2N × 2N matrix A = B + C possesses
the eigenvalues λ1,2 = ±i and N − 1 repeated λ = (−1± i

√
3)/2. Therefore the

equilibrium solution X = 0 is a stable center, which can be difficult for numerical
solvers to handle properly.

Cell cycle driven by coupled circadian clocks The choice of the linear
system was based on theoretical purposes. Here we look at a more realistic model
that present computational challenges, especially in terms of precision and the
margin of errors.

The circadian clock is a smooth oscillator with a period of approximately
24h, while the cell cycle is often viewed as a relaxation oscillator (with a fast-
slow dynamics). The interaction between these two oscillators has been estab-
lished experimentally. We consider here a simplified version of a model previously
developed [12]. The circadian clock is modeled by a two-dimensional Good-
win model, and the cell cycle is modeled by a FitzHugh-Nagumo model. The
Goodwin+Fitzhugh-Nagumo model is denoted G2FHN. The Goodwin model
describes a negative feedback oscillators in cellular system, such as circadian
rhythms or enzymatic regulation (e.g. lactose in bacteria). The Fitzugh-Nagumo
was originally developed to describe the electro-physiology of neurons. We use
it here to describe the balance between different protein complexes driving the
sharp transition to mitosis during the cell cycle. The equations for the intra-
cellular circadian clock (2D Goodwin model) are

dx

dt
= k0θ

h ax
2 +KC̄

θh + yh
− k1x, (9)

dy

dt
= k2(x− y). (10)

The equations for the cell cycle (FitzHugh-Nagumo excitable loop) are

dv

dt
= v − v3

3
− w + von(x), (11)

dw

dt
= ε(v + b− cw). (12)

The degradation rate of x, k1, is a random parameter following a normal distribu-
tion with mean k̄1 and standard deviation σ1. The parameter θh = k1/(k0−k1).
The term

von(x) = I0
x2

k23 + x2

is responsible for driving the cell cycle by the circadian clock in each cell. Param-
eter values are K = 4.0, k0 = 2.0, k̄1 = 0.339278, σ1 = 0.090909, k2 = 0.144832,
h = 4, K3 = 2.0, a = 2.0, ε = 0.228249, b = 0.7, c = 0.8, I0 = 0.5669. The sys-
tem of these four ODEs is repeated for N cells. Circadian clock coupling from
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cell j to cell i is given by the term arctan(xj − xi), and then averaged over all
the cells. For cell i, i = 1, ..., N ,

C̄i =
1

N

N∑
j=1

arctan(xj − xi). (13)

Denoting Xi = (xi, yi, vi, zi)
T ∈ R4, and X = (X1, ..., XN )T ∈ R4N , the

G2FHN model can be expressed as

dXi

dt
= Fi(Xi) +Gi(X), (14)

with

Gi(X) = k0θ
h ax

2
i +KC̄i

θh + yhi
, (15)

and Fi given by the rest of equations (9-12).

2.2 Mixed-precision evaluation of the coupling term

These errors are independent of the machine error and are produced because
of the rough diagrams on which the numerical methods are based. We will not
elaborate much on this notion, since we seek through our study to highlight
machine precision and its optimization.

Machine precision, or machine epsilon, denoted εm is defined as the different
between 1.0 and the smallest encodable floating point number larger than 1.
(Matlab definition). In single precision, εm ' 10−7, while in double the preci-
sion εm is almost 10−15. Indeed, machine precision depends on the size of the
mantissa, it does not depend directly on the number of encoding bits. Single
precision has a mantissa of 23 bits. To get the number of digits from binary to
decimal, we can divide by 3.3 or so (log(10)/ log(2)), so 23/3.3 = 7. In double
precision, the mantissa has 52 bits, which is more than twice single precision:
52/3.3 = 15.

We tend to believe that these details are largely sufficient, in this case we
will have totally ignored the iterative aspect of numerical schemes and methods
causing propagation and especially an accumulation of rounding errors.

The following example highlights the effect of iterations and serves for a bet-
ter understanding of the explained concepts. Let Y be the result of N successive

multiplications, then the relative error is equal to
δY

Y
and varies as

√
Nεm. For

a more concrete framework, after 100 million multiplications per second for 24
hours with a program representing the reals in a simple precision (εm ' 10−7,
we have the rounding error equal to :

δY

Y
= 10−7

√
108 × 3600× 24 ' 0.29
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which is almost equal to 30%. This result allows us to conclude that a numer-
ical computation requiring a lot of computational time must be done in a DP
environment, in order to limit the rounding errors as much as possible.

But what we have just deduced poses a strong contradiction with what we
have proposed. Since according to our method we seek to decrease the preci-
sion where the code requires a large calculation time and increase this precision
elsewhere, whereas following our last reasoning a DP ( at most than double if
possible ) is more than useful for reducing the produced errors and keeping good
results.

However, an obvious question arises : how do we always ensure a good error
control through our method ?

2.3 Experimental design

Tests will be carried out the coupled harmonic oscillators and the G2FHN model.
All tests are done with MATLAB R2020b and its symbolic math package. To
do so, each system is evaluated with the following precision: variable precision
arithmetics (VPA) with 64 decimal digits of precision, double precision (DP),
mixed precision double/single (DPSP), and single precision SP. Evaluations of
the functions H at random vector X drawn from uniform distribution in [0, 1]
are performed for different system sizes N = 10n, n = 1, ..., 7, with 10 runs for
each value of N . Additional tests were made in half precision (Matlab half). For
the mixed precision scheme, the functions F were evaluated in high precision,
and G in mixed precision: functions gi in equation (1) are evaluated in reduced
precision, but their averages are accumulated in high precision. For DPSP,

G(i) = 1/N*sum(g(single(x-x(i))),’double’);

For VPA, we limited the tests to N ≤ 104 (G2FHN) and to N ≤ 105 (harmonic
oscillator), due to computational time required by the symbolic library used by
the VPA. Then, we calculate the error produced between the different precision
schemes. For N > 104, we restrict the number of computed coefficients of H to
104, to limit computation times. All results are reported as mean and standard
deviations of the error over all runs. ODE simulations of the G2FHN model
are carried out in DP and mixed DPSP for N = 101, 102, ..., 104, for t ∈ [0, 50]
and mean error on the variable x between DP and DPSP is computed. Sample
trajectories for N = 100 and t ∈ [0, 1000] are also computed.

3 Results and discussion

3.1 Mixed precision theoretical convergence

Let X, X̂ vectors in high and reduced precision, and ∆X the matrix of differ-
ences, with ∆ijX = Xj − Xi for i, j = 1, ..., N . The components Gi of the



Mixed Precision in Large Coupled Biological Systems 9

coupling functions for the two systems considered here can be expressed as
Gi(∆X,Xi). The mixed precision error is

Gi(∆X,Xi)−Gi(∆X̂,Xi) =
1

N

N∑
j=1

gi(∆ijX,Xi)−
1

N

N∑
j=1

(
g(∆ijX̂,Xi)

=
1

N

N∑
j=1

gi(∆ijX,Xi),−g(∆ijX̂,Xi)
)
,

=
1

N

N∑
j=1

∂gi(0, Xi)

∂∆X
(∆ijX −∆ijX̂) +O((∆X −∆X̂)2).

The dominant error term is proportional to∆ijX−∆ijX̂ = Xj−X̂j−(Xi−X̂i) '
2εm. And at this moment the Theorem 1 intervenes to tell us that if the domi-
nant error term has zero mean, the error on Gi follows asymptotically a normal

distribution N
(

0, 2εm/
√
N
)

.

So, this affirms us that as N gets larger the errors produced will be compen-
sated.

Gi(∆X,Xi)−Gi(∆X̂,Xi) = CiO
( 1√

N

)
,

where the constant

C = 2
∂gi(0, Xi)

∂∆X
.

3.2 Numerical simulations

Fig. 1.A shows us that the mean error induced by the evaluation of the G2FHN
system in VPA then in a DP is between 7.1765×10−17 and 1.9172×10−16, while
that of the harmonic oscillator varies between 3.1866×10−18 and 2.4748×10−17.
Then as shown in Fig. 1a and Fig. 1b, we notice that despite the variability of
the induced error it is always of the order of a DP. Following this observation and
by considering the precision in VPA (with 64 digits in our case) as a reference
for the comparison, we can use the DP while making sure of its capacity to offer
a good evaluation of the systems. On the other hand, we observe the tendency
of the error to grow with the number N , as we see in the Fig. 1a this error rises
quickly and enormously starting 103 cells. This is not very reassuring especially
that this error increase may not stabilize and then explode with a very large N .

The last observation concerning the mean error of the systems DP affirms
our interest to seek an alternative to this precision. We study then the results of
our mixed precision DP-SP. We note that following the results offered in Fig. 1a
and Fig. 1b we consider the double precision as a reference in our comparisons.

The mean error of the G2FHN system evaluated in double then in mixed
precision DP-SP (blue curve of Fig. 2a) is between 3.869× 10−11 and 4.2039×
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(a) Mean error evaluation± standard de-
viation of the G2FHN system in VPA
(with 64 digits) then in DP. Results are
presented with a log/log scale for N = 10,
102, 103, 104 and with ten repetitions for
each value of N.
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(b) Mean error evaluation± standard de-
viation of the harmonic oscillator system
in VPA (with 64 digits) then in DP. Re-
sults are presented with a log/log scale
for N = 10, 102, 103, 104, 105 and with
ten repetitions for each value of N.

Fig. 1. VPA vs DP in the cases of the G2FHN system and the harmonic oscillator
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(a) Mean error evaluation ± standard
deviation of the G2FHN system for DP
vs DP-SP (blue curve) and DP vs SP
(red curve). Results are presented with
a log/log scale for N = 10, 102, 103, 104,
105, 106 and 107, with ten repetitions for
each value of N
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(b) Mean error evaluation± standard de-
viation of the harmonic oscillator system
for DP vs DP-SP ( blue curve) and DP
vs SP (red curve). Results are presented
with a log/log scale for N = 10, 102, 103,
104, 105, 106 and 107, with ten repeti-
tions for each value of N

Fig. 2. Comparison between DP, DP-SP and SP for the G2FHN and the harmonic
oscillator. Errors in DPSP decrease with 1/

√
N (orange dashed lines).
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10−9, while that of the same system evaluated in DP then in SP (blue curve
of Fig. 2a) varies between 4.6383 × 10−8 and 1.0566 × 10−7. For the harmonic
oscillator (shown in Fig. 2b), this error extends from 1.2258× 10−13 to 1.1500×
10−9 for an evaluation in DP then in DP-SP (blue curve of Fig. 2b) and between
1.0644 × 10−8 and 2.2408 × 10−8 for DP vs SP (red curve of Fig. 2b). The
decreasing aspect of the two blue curves reveals a remarkable reduction of this
error which reaches the order of 1011 for the G2FHN as shown on Fig. 2a and
10−13 for the harmonic oscillator as shown on Fig. 2b. We are then in the order of
a double precision. The obtained results for the mixed precision DP-SP method
are very interesting, especially that they affirm that the CLT applies well, then by
increasing the number N the induced errors are compensated. Much more than
that, the average error not only decreases with the increase of N but better,
it stabilizes (see blue curve of Fig. 2a). Moreover, by studying the standard
deviation of the mean error for DP vs DP-SP , we can see that it remains
acceptable and even negligible. These interpretations of the above figures are
very important, not only because they validate our reasoning, but also highlight
the efficiency of our diagram of precision especially for large scale systems.

3.3 Extension to Half precision

Following these good results and given the usefulness of the G2FHN system as
being a great example of a non linear biological system, on a large scale and
with a coupling term, we push then our tests to apply our scheme of precision
but with a mixture of single and half precision (noted SP-HP).

102 104 106

N

1.0e-08

1.0e-07

1.0e-06

1.0e-05

1.0e-04 double vs single/half
double vs single

Fig. 3. Mean error evaluation ± standard deviation of the G2FHN system for DP vs
SP-HP (blue curve) and DP vs SP (red curve). Results are presented with a log/log
scale for N = 10, 102, 103, 104, 105, 106 and 107, with ten runs for each value of N

According to Fig.3, the mean error of the evaluation of G2FHN in double then
in mixed precision SP-HP varies between 5.7991× 10−8 and 1.9630× 10−5 (blue
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curve on Fig.3). We can see that using this method for small systems is not such
a good idea, on the other hand what is captivating is the fascinating reduction of
the error for large systems, which is a great result, given the possibility of taking
advantage of the material offered by machine learning and increasing the speed
of the calculation thanks to GPUs, without worrying about the error induced
by such a reduced precision (the half precision). We note that this scheme can
also be applied with a mixed precision DP-HP.

3.4 Applications

To test whether using mixed precision could be viable in numerical ODE solvers,
we compared ODE simulations of the G2FHN model in DP and DPSP. We
chose parameter values in order to make trajectories between DP and DPSP as
different as possible (Fig. 4a). We then ran simulations for N ranging from 10 to
104. The mean absolute error on the first component x of the system decreases
with N (Fig. 4b). This suggests that precision can be adapted to system size.
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(a) Mean trajectory of the G2FHN sys-
tem in the (x, v) phase space in DP
(blue) and DPSP (orange). Time ranges
from 0 to 1000.
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(b) Mean error on x over time with re-
spect to N , for times t between 0 and 50.
The error decreases faster than 1/sqrtN
(orange dashed line).

Fig. 4. ODE simulations of the G2FHN model. Parameters as described, except K =
10.0 and I0 = 0.64.

3.5 Related Works

As already mentioned at the beginning of this paper, several studies have been
made within the framework of mixed precision. The impact of accuracy on com-
putational time and stability has been studied in the context of ordinary differen-
tial equations [25], for high order methods and relatively small system sizes [22].
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In the articles of Kouya [21] and [2], we can clearly see the efficiency of the mixed
precision. However these two studies are based on the use of the iterative refine-
ment method, therefore the correction of the induced error is made following an
increase in calculation operations (an increase in the number of iterations). In
addition, the application of this method was limited to an ambiance of linear
equations systems. In their article, [2] explain the limits of their method and
the conditions for its success. For a direct method in the case of a sparse linear
system, we see the exigence of an iterative refinement procedure which converges
in a small number of steps and that the cost of each iteration is low compared to
the cost of factorization of the system. If the cost of each iteration is too high,
then a low number of iterations will result in a performance loss compared to
a full double precision solver. For the iterative method, certain conditions must
be applied to the “preconditioner” term in order to obtain the desired results.

On the flip side, through our method we end up with the same results con-
cerning the efficiency of the mixed precision and even better sometimes as regards
to the reduction of the produced error without even worrying about all the limits
presented in other articles. We note that in our scheme of precision, we do not
increase the number of operations. Moreover our method is not limited to linear
systems of equations, but also applies to non linear cases with a very large scale
and a complicated coupling term resulting in the chaotic aspect of the system,
as in the case of the G2FHN. All this is done through a very simple method,
efficient and supported by a relevant mathematical theorem.

4 Conclusion

To conclude, we propose and validate the great behavior of the induced error of
our mixed precision scheme DP-SP while preserving the double precision. This
method is justified by a mathematical reasoning which affirms its convergence

with an average error of the order of
ε√
N

, but also verified by various numerical

tests which show the compensation of the error with the increase of the system
size.

As we have already seen, this method is characterized by its simplicity, its
efficiency and above all its vast field of application, especially in biology with
large and complicated systems. By the way, following all these mentioned advan-
tages we note that through this article the study of the precision was done by
considering the rounding error, whereas we know well that this is not the only
error involved in optimizing accuracy.

This encourages us to deal with approximation errors, in order to obtain a
solver and a numerical scheme compatible with our mixed precision method,
so we can be able to offer an optimal precision for large scale systems in fu-
ture works. In order to do so, we will use existing tools (PROMISE [16] and
VerifTracer [6]) to evaluate the numerical quality of our code and quantify the
magnitude of floating point related errors. Nonetheless, one of our goal is to
improve performance (execution time) of ODE solver. Thus we will do a thor-
ough performance evaluation of our method on the different proposed biological
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systems. To conclude, we will assess how our method can benefit from next
generation computing platform. Especially, we will work on porting our method
to take into account silicon based mixed precision implementations that were
tailored for IA/ML.
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