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Abstract. Deriving tests with guaranteed fault coverage by FSM-based test meth-
ods is rather complex for systems with a large number of states. At the same time,
formal verification methods allow to effectively process large transition systems;
in particular, SMT solvers are widely used to solve analysis problems for finite
transition systems. In this paper, we describe the known necessary and sufficient
conditions of completeness of test suites derived by FSM-based test methods via
the first-order logic formulas and use an SMT solver in order to check them. In
addition, we suggest a new sufficient condition for test suite completeness and
check the corresponding first-order logic formula via the SMT solver. The results
of computer experiments with randomly generated finite state machines confirm
the correctness and efficiency of a proposed approach.
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1 Introduction

Finite state machines (FSM) based test derivation is well-known in the software testing
of communication protocols and other reactive systems [2–4, 10]. In this case, the be-
havior of the specification as well as of an implementation under test (IUT) is modeled
by a corresponding FSM and testing is performed for determining whether the imple-
mentation conforms to the specification. As the number of input sequences is infinite,
different limitations are imposed for an implementation under test [2, 7, 10, 11] when
deriving finite tests with guaranteed fault coverage. One of the well known limitations
is to assume that the number of states of an implementation FSM is not bigger than the
number of states of the specification and methods for deriving such tests are developed
for various kinds of FSMs, complete and partial, deterministic and non-deterministic as
well as for various kinds of conformance relations [3, 9, 11].

Most methods are developed for initialized complete deterministic FSMs where the
conformance means the equivalence. Despite the big number of derivatives of such
methods the necessary and sufficient conditions for a finite test suite to be a complete
test suite are still unknown.
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The main idea when deriving a complete test suite, is to establish an isomorphic
relationship between state sets of the specification and an implementation under test.
For this purpose, so-called state identification sequences of the specification FSM are
utilized [2, 3, 10, 11], especially, distinguishing or separating sequences. Intuitively, a
distinguishing sequence is a sequence that being applied at two different states provides
different output sequences and, thus, for a deterministic machine, different states can be
implicitly distinguished without their direct observation. In [2,3,7,10], it is shown that
the use of distinguishing sequences allows constructing a complete rather reduced test
suite without explicit enumeration of all implementations of the fault domain. However,
as an example in [3] demonstrates, the conditions based on distinguishing sequences
are not necessary. The idea of the example is to show that two implementation states
still can be implicitly distinguished without applying distinguishing sequences at these
states. Such distinguishing sequences can be applied at appropriate predecessors or suc-
cessors of these states. Since this fact is difficult to express as an analytical feature, we
turned our attention to the formal verification that now is widely used for checking
appropriate properties of different kinds of discrete event and hybrid systems [4].

In this paper, we use the following steps to verify that a test suite T S is or is not
complete, i.e., whether requested fault coverage is guaranteed: (1) Given necessary or
sufficient conditions for the test suite completeness and a test suite T S, we represent the
conditions as a first-order logic formula. If the formula is true, then the T S satisfies the
conditions, and if the formula is false then the T S does not satisfy the conditions. (2) The
formula satisfiability is checked by the Z3 solver [12]. In addition, we suggest a new
sufficient condition for the test suite completeness, describe this condition via a first-
order logic formula and check this formula via the Z3 solver. This formula becomes
true for the example in [3], i.e., a considered test suite is complete according to this
formula.

This paper is organized as follows. Sections 2 and 3 briefly describe finite state
machines and properties of a test suite with guaranteed fault coverage as well as include
first-order logic formulas for describing some necessary and sufficient conditions for the
test suite completeness. Section 4 contains the preliminary experimental results of using
Z3 solver for checking the test suite completeness and Section 5 concludes the paper.

2 Deriving test suites using Finite State Machine based methods

The section briefly presents the preliminary concepts that are used in the paper. Most of
the definitions are taken from [3, 5].

In this paper, a Finite State Machine (FSM) is an initialized complete deterministic
machine, i.e., a 6-tuple M = 〈S, I,O,δM ,λM ,s0〉 [5], where S is a finite set of states
with the designated initial state s0, I and O are finite input and output alphabets, δM :
S×I→ S is the next state (or transition) function, λM : S×I→O is the output function.
In the usual way, both functions are extended to input sequences. In this paper, we
consider (initially) connected FSMs, i.e., we assume that each state is reachable from
the initial state via an appropriate input sequence.

A set SC of input sequences is called a state cover set of FSM M if SC has the empty
sequence ε and for each state si of S, there is an input sequence α ∈ SC that takes FSM
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M from the initial state to state si. If the FSM is connected then such a state cover set
always exists. As usual, seq′ = seq.i specifies that a sequence seq′ is the concatenation
of sequences seq and i and SC.I is the set {seq.i ∈ I | seq ∈ SC&i ∈ I}. A set TC of
input sequences is a transition cover set if for each state s ∈ S and each input i ∈ I there
exists sequence seq ∈ TC such that seq = seq1.i where δM (s0,seq1) = s.

Given two complete deterministic FSMs M and P over the same input and output
alphabets, two states si of M and p j of P are equivalent, written si ∼= p j, if for each
input sequence α∈ I∗ it holds that λM (si,α) = λP (p j,α). Otherwise, we say that states
si and p j are distinguishable, written si 6∼= p j [5]. FSMs M and P are equivalent, written
M ∼= P , (distinguishable, written M 6∼= P ) if their initial states are equivalent (distin-
guishable). Given distinguishable states si of M and p j of P , an input sequence α ∈ I∗

such that λM (si,α) 6= λP (p j,α) is said to distinguish states si and p j, written si 6∼=α p j.
An input sequence that distinguishes the initial states of distinguishable FSMs M and
P distinguishes FSMs M and P , written M 6∼=α P . FSM M is reduced if each two dif-
ferent states s,s′ of M are distinguishable. For each initialized complete deterministic
FSM, there exists a reduced connected equivalent FSM [5] and in this paper, we assume
that all the FSMs are connected and reduced unless the contrary is explicitly stated.

Let M be the specification FSM with n states, n > 0; a test suite T S is a finite set of
finite input sequences of the specification FSM M . Given an implementation FSM P
over alphabets I and O, the FSMs M and P are T S-equivalent if for each input sequence
of T S, the output responses of both machines coincide. A test suite T S is n-complete if,
for each implementation P with at most n states that is distinguishable from M , there
exists a sequence in T S that distinguishes M and P . In other words, in this paper, we
assume that the number of states of an implementation FSM is not bigger than that of the
specification. We now present some conditions when a test suite is or is not n-complete.
Let T S = {α1, . . . ,αk} be a test suite that is checked for the n-completeness where α1,
. . . ,αk are test sequences. One of the known necessary (Proposition 1) conditions for
a test suite to be n-complete is to contain a state / transition cover of the specification
FSM. Proposition 2 gives sufficient conditions for a test suite T S to be n-complete [3].

Proposition 1. Given the complete deterministic reduced connected specification FSM
M with n states and a test suite T S, if T S does not contain the state cover set SC (the
transition cover set TC) of M , then T S is not n-complete.

Proposition 2. Given the complete deterministic reduced connected specification FSM
M with n states and a state cover set SC of M , let T S be a finite set of finite input se-
quences of M that contains the set SC.I. The test suite T S is n-complete if the following
conditions hold:

1. For each two different states of M there exist sequences α and β in SC such that
T S has sequences α.γ and β.γ where γ is a distinguishing sequence of the states
δM(s0,α) and δM(s0,β).

2. For each sequence α.i, α ∈ SC, that takes the specification FSM M from s0 to
state s, T S has sequences α.i.γ and β.γ, where β ∈ SC, δM (s0,β) 6= s, and γ is a
distinguishing sequence of states s and δM (s0,β).

According to Proposition 2, given a state s of M , different state identification se-
quences can be used when checking incoming transitions to state s, i.e. distinguishing
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sequences for the ending state of a transition can be derived on-the-fly using already a
constructed part of a test suite. Based on the above proposition the algorithm has been
developed for deriving an n-complete test suite, called the improved H-method [3].
Note that since an implementation FSM has at most n states, the fulfillment of the first
condition implies that an implementation under test has exactly n different states. How-
ever, the conditions of Proposition 2 are not necessary conditions for a test suite to be
n-complete and this fact is illustrated by the example of the specification FSM in Figure
1 taken from [3].

Fig. 1: The example of the specification FSM.

Consider a test suite T S = {raaa,rabb,rbaba,rbbab}. By direct inspection, one can
assure that Proposition 2 does not hold, since states 2 and 3 that are reachable through
sequences a and b are not distinguished with suffixes aa,bb and aba,bab. Nevertheless,
if an implementation FSM P reaches the same state under input sequences a and b, then
this machine reaches the same state under input sequences aa,ba and ab,bb. The latter
means that P has four different responses to the set {a,b} of input sequences and thus,
the deterministic machine P has more than three states. This example shows that states
of an IUT reached by two sequences of SC can be implicitly distinguished not only after
applying a distinguishing sequence exactly at these states. This intuition leads to a new
statement written as Proposition 3.

Proposition 3. Given the reduced connected specification FSM M with n states and
an FSM P with at most n states, let T S be a finite set of finite input sequences of M
such that FSMs M and P are T S-equivalent. The FSMs M and P are equivalent if the
following conditions hold:

1. For each state s and an input sequence α such that δM (s0,α) = s there exist input
sequences β1, . . . ,βn−1 such that all the states reached from the initial state p0 in
P via input sequences β1, . . . ,βn−1 are pair-wise different.

2. Given a sequence α.i, i ∈ I, such that δM (s0,α) = δM (s0,α.i) = s, the states
reached from the initial state p0 in P via input sequences α,β1, . . . ,βn−1 are pair-
wise different.

3. Given a sequence α.i, i ∈ I, such that δM (s0,α.i) = δM (s0,βt) = s for t ∈ {1,
. . . ,n− 1}, the states reached from the initial state p0 in P via input sequences
α.i,β1, . . . ,βt−1,βt+1, . . . ,βn−1 are pair-wise different.

Sketch of the Proof. Indeed, if the condition (1) of the above proposition holds
then there exists the one-to-one correspondence between sets of states of M and P .
The conditions (2) and (3) of the proposition show that this correspondence is valid for
all transitions of M .

Consider again the example in Figure 1. Condition 1 of Proposition 3 holds for
the state cover set ε,a,b due to the above comments. The final states of the transitions
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under inputs a and b from a state reached after applying input sequence a are different
from states reached under input sequences of the set ε,b according to an input sequence
a that distinguishes state 1 from states 2 and 3. The final states of the transitions under
inputs a and b from a state reached after applying input sequence b are different from
states reached under input sequences of the set ε,a according to input sequences ba and
ab that distinguish state 1 from states 2 and 3, i.e., Conditions 2 and 3 of Proposition 3
also hold. Therefore, according to Proposition 3, the T S is a 3-complete test suite. We
still do not know whether the conditions of Proposition 3 are necessary and sufficient
conditions for the test suite completeness. However, this novel definition of determining
different states of an implementation under test without using distinguishing sequences
directly at these states, opens new directions to find sufficient (necessary and sufficient)
conditions for the test suite completeness. In order to check the above properties, we
use the Z3 solver which has already illustrated its effectiveness when solving formal
verification problems.

3 First-order formulas and complete test suites

In order to verify that appropriate properties hold for a given test suite (Propositions 1-
3), we use first-order logic formulas. The notion of a first-order logic formula includes
the notions of predicate symbols, functional symbols and constants [6]. Formally, a
term t ::= x|c| f (t, . . . , t) where x ranges over a set of variables, c is a constant and f is a
functional symbol. Then a first-order (quantified) logic formula is a formula ϕ ::= P(t1,
. . . , tn) | (¬ϕ) | (ϕ∧ϕ) | (∀xϕ) | (∃xϕ) where P is a predicate of arity n ≥ 1 and ti is a
term over functional symbols and variables.

We now describe conditions for the test suite completeness of Propositions 1, 2, 3
via first-order logic formulas. Given FSM M = 〈S, I,O,δM ,λM ,s0〉, |S|= n, T S = {t1,
t2, . . . , tm} is a test suite for FSM M , where t j, j ∈ {1,2, . . . ,m}, is a test sequence,
with length |t j|. Let SS = {θ1,θ2, . . . ,θm} (OS = {ζ1,ζ2, . . . ,ζm}) be a set of sequences
of states (sequences of outputs) which an FSM M passes when a corresponding test
sequence is applied. For j ∈ {1, . . . ,m} and k ∈ {1, . . . , |t j|} we define a k-th element
in a sequence t j as tk

j . Then the formula for Proposition 1 can be as follows: ∀s ∈ S,
i∈ I,∃ j ∈ {1, . . . ,m},∃k ∈ {1, . . . , |t j|}((s= θk

j)∧(i= tk
j )). This formula is described in

python language and verified via Z3 solver. The corresponding source code is available
in [8].

The formula for Proposition 2 is more complex (available in [8]) and we first de-
scribe the set of predicates for its simplification: (i) Predicate sub seq(seq,T S) means
that sequence seq = a1 . . .ak is a subsequence of some sequence t j of T S; predicate
sub seq(seq,T S) can be expressed via first-order logic as follows: ∃ j ∈ {1, . . . ,m}∃d ∈
{1, . . . , |t j|−k}((a1 = td

j )∧·· ·∧ (ak = td+k
j )). (ii) Predicate reach(s0,s,seq) means that

state s is reached from state s0 via sequence seq in FSM M . (iii) Predicate di f f (s,
s′,seq) means that sequence seq is a distinguishing sequence for states s and s′. (iv)
Predicate home(s0,s,seq,T S) = reach(s0,s,seq)∧∀s′ ∈ S (s 6= s′ → ∃di f f seq ∈ I∗

(sub seq(seq.di f f seq,T S)∧di f f (s,s′,di f f seq))) means that state s is reached from
state s0 via sequence seq in FSM M and for each state s′ ∈ S, the test suite T S has a
sequence which distinguishes states s and s′.
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In addition, for each state s, we determine the set of all sequences of T S which
take the specification FSM from the initial state to state s. If S = {s0, . . . ,sn−1}, then
SCs j = {seq ∈ I∗ | sub seq(seq,T S) ∧ reach(s0,s j,seq)} for each j ∈ {0, . . . ,n− 1}.
The formula for Proposition 2 For checking the conditions of Proposition 2 the fol-
lowing formula can be used: ∃seq0 ∈ SCs0 . . . ∃seqn−1 ∈ SCsn−1 (home(s0,s0,seq0,
T S) ∧ . . . ∧ home(s0,sn−1,seqsn−1 ,T S))∧ ∀ j ∈ {0, . . . ,n−1} ∧ ∀i∈ I ∧ ∀k ∈ {0, . . . ,
n−1}((s` = δM (s0,seqs j .i) ∧ (` 6= k))→ (∃di f f seq ∈ I∗ (sub seq(seqs j .i.di f f seq,
T S) ∧ di f f (s`,sk,di f f seq)))).

The formula for Proposition 3 is rather complex for the analytic description; the
source code is available in [8]. The main idea of this formula is as follows. Consider the
maximal subset of states S′ ⊆ S such that for each state s∈ S′ there exists a sequence seq
for which home(s0,s,seq,T S) is true and the non-empty subset S′′ of states for which
this does not hold. Let sα ∈ S′′,sβ ∈ S′′ be states reachable in M via sequences α and
β. If the formula is satisfiable then the following holds: if an implementation under test
passes the test suite T S and implementation states reachable via sequences α and β

coincide, then the implementation has more than n states.

4 Experimental results

In this section, we describe how fast the conditions of Propositions 1 and 2 can be
checked when using the Z3 solver. Preliminary experiments were performed with ran-
domly generated FSMs using FSM generator from the FSMTestOnline [1] web-service,
which also allows deriving a complete test suite by various FSM-based methods. Ex-
periments showcased that for each generated FSM and complete test suite each formula
turned out to be satisfiable, as well as for an incomplete test suite the formula was un-
satisfiable. For FSMs with 100 states and 8 inputs, the average time in seconds spent
on checking the formula is 219.98 when the formula is satisfiable and 113.24 when
the formula is unsatisfiable. The average time for checking the formula according to
Proposition 2 was much bigger: for FSMs with five states and two inputs, the average
time in seconds spent on checking the formula was 1203.01 when the formula is satis-
fiable and 18951.48 when the formula is unsatisfiable. For Proposition 3, the formula
was checked only for the example of [3] where this formula was satisfiable illustrating
that a considered test suite is 3-complete. To conduct experiments, a python script was
developed that uses API for SMT solver Z3. The experiments were carried out using
virtual machine with a AMD Ryzen 5 2500U CPU @ 2.0 GHz running OS GNU/Linux
Ubuntu 16.04 with 7 GB RAM.

5 Conclusion

In this paper, we have described the known necessary or sufficient conditions for an
FSM-based test suite to have guaranteed fault coverage via first-order logic formulas
and checked these formulas using Z3 solver. In addition, we have suggested a new
sufficient condition for the implicit distinguishability of implementation states. In the
future, we are going to use this condition for deriving shorter complete test suites as
well as for checking the completeness of a given test suite.
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