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Abstract. This paper surveys recent works about the notion of uni-
versal graphs. They were introduced in the context of parity games for
understanding the recent quasipolynomial time algorithms, but they are
defined for arbitrary objectives yielding a new approach for constructing
efficient algorithms for solving different classes of games.
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1 The quasipolynomial era for parity games
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Fig.1: A parity game. The vertices controlled by Eve are represented by circles
and the ones controlled by Adam as squares. The edges are labelled by priorities
inducing the parity objective. The dotted region is the winning region for Eve.

Parity games are a central model in the study of logic and automata over
infinite trees and for their tight relationship with model-checking games for the
modal p-calculus. The central question left open for decades is whether there
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exists a polynomial time algorithm for solving parity games. This section is a
historical account on the progress made on this question since 2017.

The breakthrough result of Calude, Jain, Khoussainov, Li, and Stephan [2]
was to construct a quasipolynomial time algorithm for solving parity games.
Following decades of exponential and subexponential algorithms, this very sur-
prising result triggered further research: soon after further quasipolynomial time
algorithms were constructed reporting almost the same complexity, which is
roughly n@0°gd) Let us classify them in two families.

The first family of algorithms includes the original algorithm by Calude,
Jain, Khoussainov, Li, and Stephan [2] (see also [6] for a presentation of the
algorithm as value iteration), then the succinct progress measure algorithm by
Jurdzinski and Lazi¢ [9] (see also [7] for a presentation of the algorithm using
universal trees explicitly) and the register games algorithm by Lehtinen [I1]
(see also [14] for a presentation of the algorithm using good-for-small-games
automata explicitly). Bojariczyk and Czerwinski [I] introduced the separation
question, describing a family of algorithms for solving parity games based on
separating automata, and showed that the first quasipolynomial time algorithm
yields a quasipolynomial solution to the separation question. Later Czerwinski,
Daviaud, Fijalkow, Jurdziniski, Lazi¢, and Parys [5] showed that the other two
algorithms also yield quasipolynomial solutions to the separation question. The
main contribution of [5] is to show that any separating automaton contains a
universal tree in its set of states; in other words, the three algorithms in this
first family induce three (different) constructions of universal trees.

The second family of algorithms is so-called Zielonka-type algorithms, in-
spired by the exponential time algorithm by Zielonka [I5]. The first quasipoly-
nomial time algorithm is due to Parys [I3], its complexity was improved by
Lehtinen, Schewe, and Wojtczak [12]. Recently Jurdziiski and Morvan [I0] con-
structed a universal attractor decomposition algorithm encompassing all three
algorithms: each algorithm is parametrised by the choice of two universal trees
(one of each player).

All quasipolynomial time algorithms for parity games fall in one of two fam-
ilies, and both are based on the combinatorial notion of universal trees. This
notion is by now well understood, with almost matching upper and lower bounds
on the size of universal trees [7J5]. The lower bound implies a complexity barrier
applying to both families of algorithms, hence to all known quasipolynomial time
algorithms.

2 Universal graphs

Colcombet and Fijalkow [3/4] revisited the relationship between separating au-
tomata and universal trees by introducing the notions of good-for-small-games
automata and of universal graphs.

The notion of good-for-small-games automata extends separating automata
and resolves a disturbing situation that we describe now. The first three quasipoly-
nomial time algorithms discussed above construct separating automata, but for
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the third algorithm the automaton is non-deterministic. For that reason its cor-
rectness does not follow from the generic argument applying to the class of algo-
rithms based on deterministic separating automata. (We note however that the
lower bound result of [5] does apply to non-deterministic separating automata.)
The notion of good-for-small-games automata resolves this conundrum, since the
automaton constructed in Lehtinen’s algorithm is indeed good-for-small-games
and the generic argument for deterministic separating automata naturally ex-
tends to this class of automataf’l

Universal trees arise in the study of the parity objective, the tree struc-
ture representing the nested behaviour of priorities. The notion of wuniversal
graphs extends universal trees from parity objectives to arbitrary (positionally
determined) objectives. The main result of [4] is an equivalence result between
good-for-small-games automata and universal graphs. More specifically, a good-
for-small-games automaton induces a universal graph of the same size, and con-
versely. This equivalence extends the results of [5] relating separating automata
and universal trees to any positionally determined objectives, so in particular
for parity and mean payoff games.

The remainder of this section gives the formal definitions of universal graphs,
good-for-small-games automata, and separating automata, their use for solving
games, and state the equivalence result.

Universal graphs

We deliberately postpone the definitions related to games: indeed the notion
of universal graphs is a purely combinatorial notion on graphs and ignores the
interactive aspects of games.

Graphs We consider edge labelled directed graphs: a graph is given by a (finite)
set V of vertices and a (finite) set E C V x C' x V of edges. A vertex v for which
there exists no outgoing edge (v, £,v") € E is called a sink. We let n denote the
number of vertices and m the number of edges. The size of a graph is its number
of vertices.

Homomorphisms For two graphs G, G’, a homomorphism ¢ : G — G’ maps the
vertices of G to the vertices of G’ such that

(w,l,v")ye E = (p(v),L,¢(v)) € E.

As a simple example that will be useful later on, note that if G’ is a super graph
of G, meaning they have the same set of vertices and every edge in G is also in
G’, then the identity is a homomorphism G — G’.

3 A closely related solution was given in [I4] by giving syntactic properties implying
that a non-deterministic automaton is good-for-small-games and showing that the
automaton constructed in Lehtinen’s algorithm has this property.
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Paths A path 7 is a (finite or infinite) sequence of consecutive edges, where
consecutive means that the third component of a triple in the sequence matches
the first component of the next triple. In the case of a finite path we write last(m)
for the last vertex in 7. We write m = (v, 4o, v1)(v1,¢1,v2) - - - and let m<; denote
the prefix of 7 of length 4, meaning m<; = (vo, fo,v1) - - - (Vi—1,liz1, ;).

Objectives An objective is a set 2 C C%“ of infinite sequences of colours. A
sequence of colours belonging to (2 is said to satisfy (2. We say that a path in
a graph satisfies {2, or that it is winning when (2 is clear from context, if the
sequence of labels it visits belongs to 2. A path is said to be maximal if it is
either infinite or ends in a sink.

We will work with a generic objective {2. However it is convenient to as-
sume that {2 is prefiz independent. Formally, this means that 2 = C* - {2, or
equivalently for all w € C* and p € C¥, we have p € 2 <= w-p € (2. This
assumption can be lifted at the price of working with graphs with a distinguished
initial vertex vy which must be preserved by homomorphisms.

Definition 1 (Graphs satisfying an objective). Let {2 be a prefix indepen-
dent objective. A graph satisfies £2 if all mazximal paths are infinite and winning.

Note that if a graph contains a sink, it does not satisfy {2 because it contains
some finite maximal path.

Definition 2 (Universal graphs). Let (2 be a prefix independent objective. A
graph U is (n, 2)-universal if it satisfies the following two properties:

1. it satisfies {2,

2. for any graph G of size at most n satisfying {2, there exists a homomorphism
¢o:G—=U.

It is not clear that for any objective {2 and n € N there exists an (n, £2)-universal
graph. Indeed, the definition creates a tension between “satisfying (2”7, which
restricts the structure, and “homomorphically mapping any graph of size at most
n satisfying 2”7, implying that the graph witnesses many different behaviours. A
simple construction of an (n, £2)-universal graph is to take the disjoint union of
all (n, £2)-graphs satisfying (2. Since up to renaming of vertices there are finitely
many such graphs this yields a very large but finite (n, {2)-universal graph.

When considering a universal graph U we typically let V;; and Ey; denote the
sets of vertices and edges of U, respectively.

Solving games using universal graphs by reduction to safety games
We now introduce infinite duration games on graphs and construct a family

of algorithms for solving games using universal graphs by reduction to safety
games [114].
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Arenas An arena is given by a graph containing no sink together with a partition
VEveWVadam of its set V' of vertices describing which player controls each vertex.
We represent vertices controlled by Eve with circles and those controlled by
Adam with squares.

Games A game is given by an arena and an objective. We often let G denote
a game, its size is the size of the underlying graph. It is played as follows. A
token is initially placed on some initial vertex vy, and the player who controls
this vertex pushes the token along an edge, reaching a new vertex; the player
who controls this new vertex takes over, and this interaction goes on forever
describing an infinite path.

Strategies We write Path,,, for the set of finite paths of G starting from vy and
ending in Vgye. A strategy for Eve is a map o : Path,, — E such that for all 7 €
Path,,, o(7) is an edge in E from last(m). Note that we always take the point of
view of Eve, so a strategy implicitly means a strategy of Eve, and winning means
winning for Eve. We say that an infinite path 7 = (v, £o, v1)(v1,£1,v2) - is
consistent with the strategy o if for all 4, if v; € Viye, then o(m<;) = (vi, li, vig1)-
A strategy o is winning from vg if all infinite paths starting from vy and
consistent with o are winning. Solving a game is the following decision problem:
INPUT: a game G and an initial vertex vg
OUTPUT: “yes” if Eve has a winning strategy from vy, “no” otherwise.
We say that vg is a winning vertex of G when the answer to the above problem
is positive. The winning region of Eve of G is the set of winning vertices.

Positional strategies Positional strategies make decisions only considering the
current vertex: o : Vgy — FE. A positional strategy induces a strategy o :
Path,, — E by o(m) = o(last(w)), where by convention the last vertex of the
empty path is the initial vertex vg.

Definition 3 (Positionally determined objectives). We say that an objec-
tive (2 is positionally determined if for every game with objective §2 and initial
vertex vy, whenever there exists a winning strategy from vy then there exists a
positional winning strategy from vg.

Given a game G, an initial vertex vy, and a positional strategy o we let
Glo, vo] denote the graph obtained by restricting G to vertices reached by o from
vo and to the moves prescribed by o. Formally, the set of vertices and edges is

Vo, v9] = {v € V : there exists a path from vy to v consistent with o},
Elo,v9] = {(v,,v") € E: v € Vaqam o1 (v € Viye and o(v) = (v,4,0"))}
N V[O',’Uo] x C x V[O’,’Uo].

Fact 1 Let 2 be a prefix independent objective, G be a game, vy be an initial
vertex, and o a positional strategy. Then the strateqy o is winning from vy if and
only if the graph Glo,vo] satisfies (2.
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Safety games The safety objective Safe on two colours C' = {e,Lose} is given
by Safe = {e“}. In words, an infinite path is winning if it avoids the letter Lose.
The following lemma is folklore.

Lemma 1. Given a safety game with n vertices and m edges, there exists an
algorithm running in time and space O(n + m) which computes the winning
region of Fve.

Consider a game G with objective {2 of size n and an (n, 2)-universal graph
U, we construct a safety game G>U as follows. The arena for the game G>U is
given by the following set of vertices and edges

V;ilve :VEVQXVU ] VXVL{XC,
Virdam = Vadam % Vi,
E' = {((’U,S),E, (’Ul,s,f)) : (’U,g, ”U') € E}
U {((v',s,0),e,(0',8"): (s,4,8) € Ey}
U {((v,s,¢),Lose, (v,s,0)) : v € Vg,s € Vy,l € C}.

In words: the game G > U simulates G. From (v, s), the following two steps
occur. First, the player who controls v picks an edge (v,¢,v’) € E as he would
in G which leads to (v’,s,¥), and second, Eve chooses which edge (s,?,s’) to
follow in the universal graph U which leads to (v/,s’). If Eve is unable to play
in U (because there are no outgoing edges of the form (s, ¢, s’)), she is forced to
choose ((v, s, ¢), Lose, (v, s,¢)) and lose the safety game.

Theorem 1. Let (2 be a prefix independent positionally determined objective.
Let G be a game of size n with objective 2 and U an (n, §2)-universal graph. Let
vo be an initial vertex. Then Eve has a winning strategy in G from vy if and only
if there exists a verter sg in U such that she has a winning strategy in GoU from

(vo, So0)-

This theorem can be used to reduce games with objective {2 to safety games,
yielding an algorithm whose complexity is proportional to the number of edges of
U. Indeed, recall that the complexity of solving a safety game is proportional to
the number of vertices plus edges. The number of vertices of G is O(n-ny|C),
and the number of edges is O(n-my,) so the overall complexity is O(n - (ny|C| +

my))-

Proof. Let us assume that Eve has a winning strategy ¢ in G from vy, which can
be chosen to be positional, {2 being positionally determined. We consider the
graph G[o, vo]: it has size at most n and since o is winning from vy it satisfies
2. Because U is an (n, £2)-universal graph there exists a homomorphism ¢ from
Glo, vg] to U. We construct a winning strategy in Gl from (vg, ¢(vp)) by playing
as in o in the first component and following the homomorphism ¢ on the second
component.

Conversely, let o be a winning strategy from (v, sg) in G >U. Consider the
strategy ¢’ in G which mimics ¢ by keeping an additional component in ¢ which
is initially set to sy and updated following o. The strategy ¢’ is winning since
all infinite paths in U satisfy (2.



The Theory of Universal Graphs for Games: Past and Future 7

Good-for-small-games automata

The automata we consider are non-deterministic safety automata over infinite
words on the alphabet C, where safety means that all states are accepting: a
word is rejected if there exist no run for it. Formally, an automaton is given by a
set of states Q, an initial state ¢y € @, and a transition relation A C Q x C' x Q.
A run is a finite or infinite sequence of consecutive transitions starting with the
initial state gy, where consecutive means that the third component of a triple in
the sequence matches the first component of the next triple. We say that it is a
run over a word if the projection of the run on the colours matches the word.
An infinite word is accepted if it admits an infinite run. We let L(.A) denote the
set of infinite words accepted by an automaton .A.

We introduce the notion of a guiding strategy for resolving non-determinism.
A guiding strategy is a function o : C*+ — A: given a finite word p € C* it picks
a transition. More specifically for an infinite word p = cgcy - - - € C¥ the guiding
strategy chooses the following infinite sequence of transitions:

o(co)o(coer)o(cocics) .. ..

It may fail to be a run over p even if there exists one: the choice of transitions
may require knowing the whole word p in advance, and the guiding strategy
has to pick the transition only based on the current prefix. We say that the
automaton guided by ¢ accepts a word p if the guiding strategy indeed induces
an infinite run.

In the following we say that a path in a graph is accepted or rejected by an
automaton; this is an abuse of language since what the automaton reads is only
the sequence of colours of the corresponding path.

Definition 4. An autonaton is (n, 2)-good-for-small-games if the two following
properties hold:

1. there exists a guiding strategy o such that for all graphs G of size n satisfying
(2, the automaton guided by o accepts all paths in the graph G,
2. the automaton rejects all paths not satisfying §2.

In a very similar way as universal graphs, good-for-small-games automata
can be used to construct reductions to safety games.

Consider a game G with objective {2 of size n and an (n, £2)-good-for-small-
games A, we construct a safety game G A as follows. We let @ denote the set
of states of A and A the transition relation. The arena for the game G > A is
given by the following set of vertices and edges

V;Evc = VEVC X Q W VEvc X Q X C7

VfAdam = VAdam X Q7

E ={((v,q),e (v',q,0) : (v,{,0) € E}
UA{((v',q,0),e,(v'.q") : (¢.4,q") € A}
U {((v,q,¢), Lose, (v, q,0)) :v € V,g € Q,L € C}.
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In words: the game G A simulates G. From (v, q), the following two steps occur.
First, the player who controls v picks an edge (v,¢,v') € E as he would in G
which leads to (v',¢,£), and second, Eve chooses which transition (g, /,q’) to
follow in the automaton .4 which leads to (v/,¢’). If Eve is unable to choose a
transition in A (because there are no transitions of the form (g, ¢,¢’)), she is
forced to choose ((v, ¢, ), Lose, (v, q,¢)) and lose the safety game.

Theorem 2. Let {2 be a prefix independent positionally determined objective.
Let G be a game of size n with objective 2 and A an (n, §2)-good-for-small-
games automaton. Let vy be an initial vertex. Then Eve has a winning strategy
in G from vy if and only if she has a winning strategy in G A from (v, qo).

As for universal graphs, this theorem can be used to reduce games with objective
{2 to safety games, and the complexity is dominated by the number of transitions

of A.

Separating automata

Definition 5. An (n, £2)-separating automaton is a deterministic (n, §2)-good-
for-small-games automaton.

In the deterministic case the first property reads: for all graphs G of size n
satisfying {2, the automaton accepts all paths in the graph G. The advantage of
using deterministic automata is that the resulting safety game is smaller, and
indeed the complexity of the algorithm above is proportional to the number of
states of A, more specifically it is O(n - |Q|) where @ is the set of states of A.

The equivalence result

Theorem 3 ([4]). Let 2 be a prefiz independent positionally determined objec-
tive and n a natural number.

— For any (n, 2)-separating automaton one can construct an (n, §2)-good-for-
small-games automaton of the same size.

— For any (n, 2)-good-for-small-games automaton one can construct an (n, §2)-
universal graph of the same size.

— For any (n, 2)-universal graph one can construct an (n, {2)-separating au-
tomaton of the same size.

The first item is trivial because by definition a separating automaton is a good-
for-small-games automaton. The other two constructions are non-trivial, and in
particular it is not true that a good-for-small-games automaton directly yields
a universal graph as is, and the same holds conversely. Both constructions are
based on a saturation method which constructs a linear order either on the set
of states or on the set of vertices.

As a corollary of this equivalence result we can refine the reduction to safety
games and present it in a value iteration style which has the same time com-
plexity but also achieves a very small space complexity. We refer to [§] for more
details.
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3 Perspectives

The notion of universal graphs is a new tool for constructing algorithms for
several classes of games by reducing them to safety games. For each objective,
the question becomes whether there exist small universal graphs. A benefit of
this approach is that this becomes a purely combinatorial question about graphs
which does not involve reasoning about games.

Let us briefly discuss some of the results obtained so far, and gives some per-
spectives for future research. The first example is parity objectives. In that case
universal graphs have been combinatorially well understood: they are equiva-
lently described as universal trees and their size is quasipolynomial with almost
matching upper and lower bounds [7]. A more systematic study of w-regular
objectives reveals that similar ideas lead to small universal graphs for objectives
such as Rabin or disjunctions of parity objectives. The second example is mean
payoff objectives, which extend parity objectives. Upper and lower bounds have
been obtained recently for this class of objectives, yielding new algorithms with
(slightly) improved complexity [8].

In all examples mentioned above, the algorithms obtained using the universal
graph technology match the best known complexity for solving these games.

Universal graphs for families of graphs

One can easily extend the theory of universal graphs to consider games over a
given family of graphs. This motivates the question whether there exist small
universal graphs for different families of graphs such as graphs of bounded tree
or clique width.

Combining objectives: compositional constructions of universal
graphs

An appealing question is whether universal graphs can be constructed composi-
tionally. Indeed, it is often useful to consider objectives which are described as
boolean combinations of objectives. Can we give generic constructions using uni-
versal graphs for basic objectives to build universal graphs for more complicated
objectives? As examples, let us mention unions of mean payoff objectives (with
both infimum limit or supremum limit semantics) and disjunctions of parity and
mean payoff objectives.
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