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ABSTRACT
Let 𝑉 be the set of real common solutions to 𝐹 = (𝑓1, . . . , 𝑓𝑠 ) in
ℝ[𝑥1, . . . , 𝑥𝑛] and 𝐷 be the maximum total degree of the 𝑓𝑖 ’s. We
design an algorithm which on input 𝐹 computes the dimension of𝑉 .
Letting 𝐿 be the evaluation complexity of 𝐹 and 𝑠 = 1, it runs using
𝑂∼

(
𝐿𝐷𝑛 (𝑑+3)+1) arithmetic operations in ℚ and at most 𝐷𝑛 (𝑑+1)

isolations of real roots of polynomials of degree at most 𝐷𝑛 .
Our algorithm depends on the real geometry of 𝑉 ; its practical

behavior is more governed by the number of topology changes
in the fibers of some well-chosen maps. Hence, the above worst-
case bounds are rarely reached in practice, the factor 𝐷𝑛𝑑 being
in general much lower on practical examples. We report on an
implementation showing its ability to solve problems which were
out of reach of the state-of-the-art implementations.
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1 INTRODUCTION
Polynomial system solving over the reals finds numerous appli-
cations in engineering sciences. In mechanism design, mobility
properties often translate to identifying the dimension of a real
algebraic set, that is the real solution set to polynomial equations
with real coefficients. This paper focuses on the design of an al-
gorithm for computing dimension whose practical performance
improves upon previously known algorithms.

Prior results. The cylindrical algebraic decomposition algorithm
[11] computes a partition of the semi-algebraic set defined by an
input semi-algebraic formula into finitely many cells which are
homeomorphic to ]0, 1[𝑖 for some integer 𝑖 . This integer 𝑖 is the
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dimension of the corresponding cells. The dimension of the whole
semi-algebraic set is the maximum dimension of its cells. The com-
putational complexity of this approach is doubly exponential with
respect to the dimension of the ambient space, denoted 𝑛.

Another approach [5; 24; 25] makes the most of the following
characterization of the dimension: the dimension of a semi-algebraic
set 𝑆 ⊆ ℝ𝑛 is the maximum integer 𝑑 such that the projection of 𝑆
on some coordinate subspace of dimension 𝑑 has non-empty inte-
rior. Quantifier elimination over the reals computes a semi-algebraic
description of the projection of a semi-algebraic set. Hence, using
quantifier elimination algorithms and their complexity analysis,
one can derive the following complexity result. When the input
is a single polynomial of total degree 𝐷 in ℝ[𝑥1, . . . , 𝑥𝑛], comput-
ing the dimension 𝑑 of its real vanishing set is performed with
𝐷𝑂 (𝑑 (𝑛−𝑑)) arithmetic operations in ℝ. Note that several poly-
nomial constraints 𝑓1, . . . , 𝑓𝑠 can be substituted by the single con-
straint

∑
𝑖 𝑓

2
𝑖
, although in practice we try not to. A probabilistic vari-

ant refines this complexity bound to 𝑂∼
(
𝑛16 (𝐷 + 1)3𝑑 (𝑛−𝑑)+5𝑛+5

)
arithmetic operations and enables practical implementations [4].

The dimension of a semi-algebraic set 𝑆 is also the Krull dimen-
sion of its real radical [12; 31]. Such methods compute a prime
decomposition of the radical ideal of the polynomials vanishing on
𝑆 and decide whether associated irreducible components contain
regular real points, yielding a smooth point in 𝑆 . If not, one needs
to investigate the singular loci of the algebraic sets defined by these
components. Following this idea of computing smooth points in 𝑆 ,
a dedicated numerical routine procedure for computing smooth
points in semi-algebraic sets based on numerical homotopy and de-
flation algorithms is designed in [22]. Complexity bounds are worse
than the state-of-the-art bounds but the numerical flavour of this
algorithm makes it practically fast on well-conditioned examples.

Lastly, the related problem of computing the local dimension at
a point has also been considered [32].

Problem statement. Current state-of-the-art algorithms are not satis-
factory from a practical view: the best algorithms, from a complexity
viewpoint, still rely on quantifier elimination which involves the
computation of algebraic or semi-algebraic formulas whose sizes
are 𝐷𝑂 (𝑑 (𝑛−𝑑)) . This proves to be a bottleneck. New numerical
procedures have emerged but implementations are vulnerable to
accuracy issues and hit the problem of deciding equality to zero
from approximations.

The goal of this paper is to design a new algorithm for computing
the dimension of a real algebraic set, practically efficient, which
computes (and stores) algebraic data of size bounded by (𝑠𝐷)𝑂 (𝑛) .

Main results. Our algorithm takes as input polynomials 𝑓1, . . . , 𝑓𝑠
in ℝ[𝑥1, . . . , 𝑥𝑛]. Let 𝐷 = max𝑖 deg(𝑓𝑖 ) and 𝑉 ⊆ ℝ𝑛 be the real
algebraic set defined by 𝑓1 = · · · = 𝑓𝑠 = 0. For a sufficiently generic
function ℎ ∈ ℝ[𝑥1, . . . , 𝑥𝑛], we show that we can compute finitely
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many points 𝑡0, . . . , 𝑡𝑁 ∈ ℚ such that

dim𝑉 = max
0≤𝑖≤𝑁

dim
(
𝑉 ∩ ℎ−1 (𝑡𝑖 )

)
+ 1, (1)

unless 𝑉 is empty. When 𝑉 is compact, we choose ℎ to be a linear
form. This leads to an induction on the number of variables. In the
general case, we choose ℎ to be the squared distance to a generic
point. This reduces the general case to the compact case.

When 𝑠 = 1, the points 𝑡𝑖 are chosen so that 𝑡𝑖−1 < 𝑣𝑖 < 𝑡𝑖+1
where the points 𝑣𝑖 ∈ ℝ are limits of critical values of the restriction
ofℎ to the set {𝑓 = 𝜀} as 𝜀 → 0. In particular, we prove that𝑁 ≤ 𝐷𝑛 .
The general case is more involved but analogue.

At each recursive call, the cost of the algorithm lies in:
(i) deciding 𝑉 ≠ ∅, in order to apply (1);
(ii) computing a univariate polynomial whose zero set con-

tains {𝑣1, . . . , 𝑣𝑁 };
(iii) isolating the zeros of this polynomial to find appropriate

points 𝑡𝑖 .
The steps (i) and (ii) are performed in (𝑠𝐷)𝑂 (𝑛) arithmetic opera-
tions. The worst case complexity of the last step depends on the
height of the coefficients of the input equations; we will not en-
ter into such considerations. The total number of recursive calls
is (𝑠𝐷)𝑂 (𝑛𝑑) .

Our results do not improve on the state-of-the-art asymptotic
complexity bound which is exponential in 𝑑 (𝑛 − 𝑑) while we only
reach 𝑛𝑑 (and not counting the cost of isolating the real roots of
some univariate polynomials). However, the behavior of the algo-
rithm depends more on the real geometry of𝑉 than what is observed
for algorithms based on quantifier elimination. Nonetheless, the
excellent practical behavior is easily explained.

For one part, the practical behavior of the algorithm is governed
by the actual degree of the algebraic varieties arising in the com-
putation of the limits of critical values. It is typically lower than
the worst-case bounds. For another part, the practical behavior
is governed by the number of recursive calls, which is (𝑠𝐷)𝑂 (𝑛𝑑)
where 𝑑 is the dimension of 𝑉 . With previous notations, if 𝑉 is not
empty, there are 𝑁 + 1 direct recursive calls (and each one may in-
duce other indirect recursive calls naturally). While the polynomial
computed in step (ii) has degree at most (6𝑠𝐷)𝑛 , the actual degree
is often lower than this bound. And the number 𝑁 of real roots is
even lower (see §4). In our examples, the total number of recursive
calls ends up being dramatically lower than the worst-case bound.
This accounts for the good practical performance of our algorithm.

We report in detail on practical experiments which illustrate the
interest of our approach. Our algorithm is able to solve problems
which are out of reach of the state-of-the-art implementations.
We give detailed information on its execution, in particular the
maximum number 𝑁 observed at each level of the recursion.

Related works. The study of properties of critical loci of generic qua-
dratic or linear maps that can be exploited for polynomial system
solving is initiated in [1; 2] and followed by [3]. Properness proper-
ties are already exploited in algorithms of real algebraic geometry
in [30]. The complexity analysis uses results about the complexity
of the geometric resolution algorithm [19, and references therein].
The design of computer algebra algorithms whose practical behav-
ior depends more on the real geometry of the set under study is

already exploited in [28] for answering connectivity queries (see
also [9] for more recent developments).

2 GEOMETRY
Let 𝐹 = (𝑓1, . . . , 𝑓𝑠 ) be a polynomial map ℝ𝑛 → ℝ𝑠 . In this whole
section, we denote by𝑉 ⊂ ℝ𝑛 the real algebraic set 𝐹−1 (0). Let ℎ ∈
ℝ[𝑥1, . . . , 𝑥𝑛] be another polynomial. For 𝑡 ∈ ℝ, let 𝑉 (𝑡) = 𝑉 ∩
ℎ−1 (𝑡). We study the dimension of 𝑉 in terms of the dimension of
the fiber 𝑉 (𝑡).

2.1 Dimension of fibers
The dimension of𝑉 can be related to the dimension of the fibers𝑉 (𝑡).
In the following statements, we use the convention dim∅ = −1.

Proposition 2.1. Let 𝑍 ⊂ ℝ be a finite set such that 𝑡 ↦→
dim𝑉 (𝑡) is locally constant on ℝ \ 𝑍 . If 𝑉 ≠ ∅, then

dim𝑉 = max
(
max
𝑟 ∈𝑍

dim𝑉 (𝑟 ), max
𝑡 ∈ℝ\𝑍

dim𝑉 (𝑡) + 1
)
.

Proof. ByHardt’s triviality theorem [21], there is a finite set𝑍 ′ ⊂
ℝ such that ℎ induces a semialgebraic locally trivial fibration onℝ\
𝑍 ′: if𝑈 is a connected component ofℝ \𝑍 ′, then𝑉 ∩ℎ−1 (𝑈 ) is iso-
morphic, as a semialgebraic set, to𝑈 ×𝑉 (𝑡), for any 𝑡 ∈ 𝑈 . Since𝑉
is the finite union of all𝑉 (𝑟 ), for 𝑟 ∈ 𝑍 ′, and all𝑉 ∩ℎ−1 (𝑈 ), for all
connected components𝑈 of ℝ \ 𝑍 ′, we obtain that

dim𝑉 = max
(
max
𝑟 ∈𝑍 ′

𝛿 (𝑟 ),max
𝑈

dim(𝑉 ∩ ℎ−1 (𝑈 ))
)
.

Since 𝑉 ∩ ℎ−1 (𝑈 ) ≃ 𝑈 × 𝑉 (𝑡) for any 𝑡 ∈ 𝑈 , we have dim(𝑉 ∩
ℎ−1 (𝑈 )) = 𝛿 (𝑡) +1, unless it is empty. When it is empty, then 𝛿 (𝑡) +
1 = 0 holds, and since dim𝑉 ≥ 0, it holds that

dim𝑉 = max
(
max
𝑟 ∈𝑍 ′

𝛿 (𝑟 ), max
𝑡 ∈ℝ\𝑍 ′

𝛿 (𝑡) + 1
)
, (2)

which is the claim, albeit with 𝑍 ′ in place of 𝑍 .
Without loss of generality, we may assume that 𝑍 ⊆ 𝑍 ′. We

now show that we can remove points from 𝑍 ′ without breaking
Equation (2) as long as dim𝑉 (𝑡) is locally constant on ℝ \𝑍 . If 𝑍 =

𝑍 ′, there is naturally nothing to prove. Assume that 𝑍 ′ = 𝑍 ∪ {𝑎}
for some 𝑎 ∉ 𝑍 (and the general case follows by induction). Let 𝛿 (𝑡)
denote dim𝑉 (𝑡). Since 𝛿 is locally constant on ℝ \ 𝑍 , and 𝑎 ∉ 𝑍 , 𝛿
is constant in a neighborhood of 𝑎. So

max
𝑡 ∈ℝ\𝑍 ′

𝛿 (𝑡) + 1 = max
𝑡 ∈ℝ\𝑍

𝛿 (𝑡) + 1.

Combining with (2), this gives
dim𝑉 = max

(
max
𝑟 ∈𝑍

𝛿 (𝑟 ), 𝛿 (𝑎), max
𝑡 ∈ℝ\𝑍

𝛿 (𝑡) + 1
)
.

To conclude, we observe that
𝛿 (𝑎) ≤ 𝛿 (𝑎) + 1 ≤ max

𝑡 ∈ℝ\𝑍
𝛿 (𝑡) + 1

because 𝑎 ∈ ℝ \ 𝑍 . □

2.2 Generic case
Under a genericity assumption on ℎ, the special fibers above 𝑍 in
Proposition 2.1 carry no information.

Let L be the set of linear forms on ℝ𝑛 and let Q be the set
of quadratic functions 𝑥 ↦→ ∥𝑥 − 𝑝 ∥2 for 𝑝 ∈ ℝ𝑛 . Both are real
algebraic varieties isomorphic to ℝ𝑛 .



Proposition 2.2. Let 𝑆 ⊂ ℝ𝑛
be a semialgebraic set of positive

dimension. If ℎ is a generic element of L or Q, then for any 𝑡 ∈ ℝ,

dim
(
𝑆 ∩ ℎ−1 (𝑡)

)
< dim(𝑆).

Proof. Let 𝑑 = dim 𝑆 . Let𝑊 be the Zariski closure of 𝑆 in ℝ𝑛 .
Note that dim𝑊 = dim 𝑆 [7, Proposition 2.8.2]. It is enough to
prove that for any irreducible component 𝑌 of𝑊 ,

dim
(
𝑌 ∩ ℎ−1 (𝑡)

)
< 𝑑. (3)

Indeed, by the inclusion 𝑆 ⊆𝑊 , and the formula for the dimension
of a union [7, Proposition 2.8.5(i)], we have

dim
(
𝑆 ∩ ℎ−1 (𝑡)

)
≤ max

𝑌
dim

(
𝑌 ∩ ℎ−1 (𝑡)

)
.

Let 𝑌 be an irreducible component of𝑊 . We may assume that
dim𝑌 ≥ 1 as (3) is trivial otherwise (because 𝑑 ≥ 1). In particular,
𝑌 contains at least two points 𝑝 and 𝑞. When ℎ ∈ L (resp. Q) is
generic, it is clear that ℎ(𝑝) ≠ ℎ(𝑞). In particular, ℎ is not constant
on 𝑌 and therefore ℎ − 𝑡 is a nonzero function on 𝑌 for any 𝑡 ∈ ℝ.
By irreducibility of 𝑌 and Krull’s principal ideal theorem, it follows
that dim

(
𝑌 ∩ ℎ−1 (𝑡)

)
< dim𝑌 , which gives (3) and concludes the

proof. □

Proposition 2.3. Assume that ℎ is a generic element in L or Q.
Let 𝑍 ⊂ ℝ be a finite set such that 𝑡 ↦→ dim𝑉 (𝑡) is locally constant

on ℝ \ 𝑍 . If 𝑉 ≠ ∅, then
dim𝑉 = max

𝑡 ∈ℝ\𝑍
dim𝑉 (𝑡) + 1.

Proof. Proposition 2.2 implies that dim𝑉 > max𝑟 ∈𝑍 dim𝑉 (𝑟 ).
We conclude with Proposition 2.1. □

2.3 Limits of critical values
The main obstacle in applying Propositions 2.1 or 2.3 is the compu-
tation of a suitable finite set 𝑍 ⊂ ℝ such that the dimension of the
fiber𝑉 (𝑡) is locally constant outside 𝑍 . The proof of Proposition 2.1
indicates that an effective Hardt trivialization would be enough.
Actually, much less is required. We show now how to compute such
a finite set 𝑍 by means of critical points computations.

We start by introducing some notation. For 𝑒 ∈ ℝ𝑠 , let 𝑆𝑒 be the
semi-algebraic set

𝑆𝑒 =
{
𝑝 ∈ ℝ𝑛

�� |𝑓𝑖 (𝑝) | ≤ 𝑒𝑖 for 1 ≤ 𝑖 ≤ 𝑠
}
.

For 𝑡 ∈ ℝ, let 𝑆𝑒 (𝑡) = 𝑆𝑒 ∩ ℎ−1 (𝑡).
We will see that the dimension of 𝑉 (𝑡) is entirely determined

by the homotopy type of 𝑆𝑒 (𝑡), for a generic and small enough 𝑒 ∈
ℝ𝑠 . Moreover, the variations of the homotopy types of 𝑆𝑒 (𝑡) are
controlled by Thom’s isotopy lemma when 𝑡 varies in terms of
the critical values of ℎ on a Whitney stratification of 𝑆𝑒 (𝑡). Such a
stratification is easy to get when 𝑒 is generic.

In all this section, we assume that for 𝑒 in a neighborhood of 0,
the restriction of ℎ to 𝑆𝑒 is proper. In particular, this is the case
when 𝐹 is proper on ℝ𝑛 (in which case 𝑆𝑒 is compact), or when ℎ

is proper on ℝ𝑛 .
Let 𝑒 ∈ ℝ𝑠 and let𝐻𝑒 be the hypercube [−𝑒1, 𝑒1] × · · · × [−𝑒𝑠 , 𝑒𝑠 ]

(if 𝑒𝑖 < 0, then [−𝑒𝑖 , 𝑒𝑖 ] means [𝑒𝑖 ,−𝑒𝑖 ]). The relative interior of
the 3𝑠 facets of 𝐻𝑒 form a Whitney stratification, which we de-
noteW𝐻𝑒 ; namely

W𝐻𝑒 =
{
𝐼1 × · · · × 𝐼𝑠

�� 𝐼𝑖 ∈ {{−𝑒𝑖 } , ]−𝑒𝑖 , 𝑒𝑖 [ , {𝑒𝑖 }} } .

When 𝑒 is generic, the pullbackW𝑆𝑒 = 𝐹−1 (W𝐻𝑒 ) induces a
Whitney stratification of 𝑆𝑒 . For this, it is enough to check that 𝐹 is
transverse to each strata ofW𝐻𝑒 [18, (1.4)]. The map 𝐹 is transverse
to a submanifold 𝐴 ⊆ ℝ𝑠 if for any 𝑥 ∈ 𝐹−1 (𝐴),

d𝑥𝐹 (ℝ𝑛) +𝑇𝑓 (𝑥)𝐴 = ℝ𝑠 . (4)
Let E ⊆ ℝ𝑠 be the set of all 𝑒 such thatW𝑆𝑒 is a Whitney stratifi-
cation of 𝑆𝑒 . The set E contains a dense Zariski open set in ℝ𝑠 [8,
General position lemma]. In particular, if 𝑒 ∈ E, then 𝑠𝑒 ∈ E for all
but finitely many 𝑠 ∈ ℝ.

For 𝑒 ∈ ℝ𝑠 , let Σ𝑒 be
Σ𝑒 = ∪𝐴∈W𝑆𝑒ℎ

(
crit(ℎ,𝐴reg)

)
,

where𝐴reg denotes the regular locus of𝐴 (the points of𝐴where the
derivatives of the equations defining 𝐴 are linearly independent).
WhenW𝑆𝑒 is a Whitney stratification, then, by definition, the
strata as regular and 𝐴 = 𝐴reg, so that

Σ𝑒 = ∪𝐴∈W𝑆𝑒ℎ
(
crit(ℎ,𝐴)

)
.

By Sard’s theorem, Σ𝑒 is finite.Wemay consider the limit lim𝑟→0 Σ𝑟𝑒 .
It is the finite set

lim
𝑟→0

Σ𝑟𝑒 = ∩𝑅>0∪0<𝑟<𝑅Σ𝑟𝑒 , (5)

where the bar denotes closure with respect to Euclidean topology.
This core construction will be heavily used in the algorithms we
describe in the next section.

Lemma 2.4. Two real compact algebraic sets that are homotopically

equivalent have the same dimension.

Proof. Since the homology is invariant under homotopy equiv-
alence [23, Corollary 2.11], it is enough to give a homological char-
acterization of dimension.

Let 𝑊 be a compact real algebraic set. We claim that the di-
mension of 𝑊 is the largest integer 𝑑 such that 𝐻𝑑 (𝑊 ;ℤ2) is
not zero (where ℤ2 = ℤ/2ℤ). Indeed, 𝑊 is homeomorphic to
a 𝑑-dimensional simplicial complex [7, Theorem 9.2.1]. In par-
ticular, 𝐻𝑘 (𝑊 ;ℤ2) = 0 for 𝑘 > 𝑑 . Moreover, the sum of the 𝑑-
dimensional simplices of a given simplicial decomposition of𝑊 is
a nonzero element in 𝐻𝑑 (𝑊 ;ℤ2) [7, Proposition 11.3.1], and then
𝐻𝑑 (𝑊 ;ℤ2) ≠ 0. □

The next result establishes that we can take 𝑍 = lim𝑟→0 Σ𝑟𝑒 .

Theorem 2.5. Let 𝑒 ∈ E such that the restriction of ℎ to 𝑆𝑒 is

proper. The dimension of 𝑉 (𝑡) is locally constant on ℝ \ lim𝑟→0 Σ𝑟𝑒 .

Proof. Let𝑈 ⊆ ℝ be a closed interval such that𝑈 ∩ lim𝑟→0 Σ𝑟𝑒
is empty. There exists 0 < 𝑟 < 1 such that 𝑟𝑒 ∈ E and Σ𝑟𝑒 ∩𝑈 = ∅.
For notations, we may replace 𝑒 by 𝑟𝑒 and assume that 𝑟 = 1.

The sets 𝐴 ∩ ℎ−1 (𝑈 ), for 𝐴 ∈ W𝑆𝑒 , form a Whitney stratifica-
tion of 𝑆𝑒 ∩ ℎ−1 (𝑈 ). By construction, crit(ℎ,𝐴 ∩ ℎ−1 (𝑈 )) is empty.
Indeed 𝑒 ∈ E, soW𝑆𝑒 is a Whitney stratification and 𝐴 = 𝐴reg.
Moreover,

crit
(
ℎ,𝐴reg ∩ ℎ−1 (𝑈 )

)
= crit(ℎ,𝐴reg) ∩ ℎ−1 (𝑈 )
⊆ ℎ−1

(
Σ𝑒 ∩𝑈

)
= ∅.

So the restriction of ℎ to each 𝐴 ∩ ℎ−1 (𝑈 ) is a submersion. Besides,
the restriction of ℎ to 𝑆𝑒 is proper, by hypothesis. Therefore, by
Thom’s first isotopy lemma [27, Proposition 11.1], ℎ induces a



Algorithm 1 Checking the genericity of the stratification
Input 𝑓1, . . . , 𝑓𝑠 ∈ ℝ[𝑥1, . . . , 𝑥𝑛], 𝑒 ∈ ℝ𝑠

Output true or false
Postcondition If true is returned, thenW𝑆𝑒 is a Whitney strati-

fication of 𝑆𝑒 . If 𝑒 is generic, then returns true.
1: function CheckWhitneyStratification(𝑓1, . . . , 𝑓𝑠 , 𝑒)
2: for 𝐼 ⊆ {1, . . . , 𝑠} with #𝐼 ≤ 𝑛 + 1 and 𝜎 : 𝐼 → {±1} do
3: 𝑀 ←

(
𝜕𝑓𝑖/𝜕𝑥 𝑗

)
𝑖∈𝐼 , 𝑗 ∈{1,...,𝑛} , a #𝐼 × 𝑛 matrix

4: 𝐽 ← ⟨𝑓𝑖 − 𝜎𝑖𝑒𝑖 , 𝑖 ∈ 𝐼 ⟩ + ⟨#𝐼 × #𝐼 minors of𝑀⟩
5: if 𝐽 ≠ ⟨1⟩ then
6: return false
7: return true

locally trivial fibration over𝑈 . Since𝑈 is an interval, it is simply
connected and the fibration is trivial. If we choose a base point 𝑏 ∈
𝑈 , this means that there is a diffeomorphism𝜙 : 𝑆𝑒∩ℎ−1 (𝑈 ) → 𝑈 ×
𝑆𝑒 (𝑏) such that proj1◦𝜙 = ℎ. It follows easily that all 𝑆𝑒 (𝑡), for 𝑡 ∈ 𝑈
are diffeomorphic and, in particular, homotopically equivalent.

Next, for any 𝑡 ∈ 𝑈 , the inclusion 𝑉 (𝑡) → 𝑆𝑒 (𝑡) is a homotopy
equivalence [13, Proposition 1.6]. So for any 𝑡, 𝑠 ∈ 𝑈 , we have the
homotopy equivalence

𝑉 (𝑡) ≃
Durfee

𝑆𝑒 (𝑡) ≃
Thom

𝑆𝑒 (𝑠) ≃
Durfee

𝑉 (𝑠) .

So the homotopy type of 𝑉 (𝑡) is constant for 𝑡 ∈ 𝑈 . By Lemma 2.4,
the dimension of 𝑉 (𝑡) is constant for 𝑡 ∈ 𝑈 . □

3 ALGORITHMS
An algorithm for computing the dimension mostly follows from
Proposition 2.3 and Theorem 2.5. We first explain how to check a
sufficient condition for 𝑒 to be in E.

3.1 Genericity of the stratification
We use the notations of §2.3. To check thatW𝑆𝑒 is a Whitney strat-
ification of 𝑆𝑒 , it is enough to check Condition (4) for any strata 𝐴
ofW𝐻𝑒 . In order to reduce to easier algebraic computations, we
use instead the Zariski closure of the strata and check the condition
over ℂ. This gives a stronger set of conditions, that are are still
sufficient conditions forW𝑆𝑒 to be a Whitney stratification.

A stratum 𝐴 ofW𝐻𝑒 is determined by a subset 𝐼 ⊆ {1, . . . , 𝑠}
and a map 𝜎 : 𝐼 → {±1}. 𝐼 and 𝜎 define a linear variety 𝐿𝐼 ,𝜎 =

{𝑦 ∈ ℂ𝑠 | 𝑦𝑖 = 𝜎𝑖𝑒𝑖 , 𝑖 ∈ 𝐼 } which is the Zariski closure of the cor-
responding strata ofW𝐻𝑒 , namely 𝐿𝐼 ,𝜎 ∩ 𝐻𝑒 . The tangent space
of 𝐿𝐼 ,𝜎 at any 𝑦 ∈ 𝐿𝐼 ,𝜎 is {𝑦 ∈ ℂ𝑠 | 𝑦𝑖 = 0, 𝑖 ∈ 𝐼 }. Therefore, if 𝑝𝐼 is
the linear projection ℝ𝑛 → ℝ𝐼 retaining only coefficients whose
indices are in 𝐼 , Condition (4) is equivalent to 𝑝𝐼 ◦ d𝑥𝐹 : ℝ𝑛 → ℝ𝐼

being surjective. Therefore, if the variety

𝑌𝐼 ,𝜎 =
{
𝑥 ∈ ℂ𝑛

�� 𝐹 (𝑥) ∈ 𝐿𝐼 ,𝜎 and 𝑝𝐼 ◦ d𝑥𝐹 not surjective
}
.

is empty, then Condition (4) holds for the strata defined by 𝐼 and 𝜎 .
The equations defining𝑌𝐼 ,𝜎 are 𝑓𝑖 = 𝜎𝑖𝑒𝑖 , for 𝑖 ∈ 𝐼 , and the vanishing
of the #𝐼 × #𝐼 minors of 𝑝𝐼 ◦ d𝑥𝐹 (which is identified with a #𝐼 × 𝑛
matrix with polynomial coefficients).

There are 3𝑠 possible values for 𝐼 and 𝜎 . However, when 𝑠 > 𝑛+1,
not all 𝑌𝐼 ,𝜎 need to be checked for emptyness. Indeed, when #𝐼 > 𝑛,
the map 𝑝𝐼 ◦ d𝑥𝐹 is never surjective (and the corresponding matrix

Algorithm 2 Limits of critical values
Input 𝑓1, . . . , 𝑓𝑠 and ℎ ∈ ℝ[𝑥1, . . . , 𝑥𝑛] and 𝑒 ∈ (ℝ \ {0})𝑠
Precondition The restriction of ℎ to 𝑆𝑒 = {|𝑓𝑖 | ≤ |𝑒𝑖 |} is proper.
Output A finite set 𝑍 ⊂ ℝ description as the zero set of a

univariate polynomial
Postcondition lim𝑟→0 ∪𝐴∈W𝑆𝑟𝑒ℎ (crit(ℎ,𝐴reg)) ⊆ 𝑍

1: function LimitCriticalValues(𝑓1, . . . , 𝑓𝑠 , ℎ, 𝑒)
2: 𝑍 ← ∅
3: for 𝐼 ⊆ {1, . . . , 𝑠} with #𝐼 ≤ 𝑛 and 𝜎 : 𝐼 → {±1} do
4: 𝐽 ′ ← ⟨∑𝑖∈𝐼 𝜆𝑖 𝜕𝑗 𝑓𝑖 − 𝜕𝑗ℎ⟩𝑗 ∈[𝑛] + ⟨𝜎 𝑗𝑒 𝑗 𝑓𝑖 − 𝜎𝑖𝑒𝑖 𝑓𝑗 ⟩𝑖, 𝑗 ∈𝐼
5: ⊲ The 𝜆𝑖 are new variables. This is the ideal of𝑊 ′

𝐼 ,𝜎,𝑒
.

6: 𝐽 ← 𝐽 ′ ∩ℝ[𝑥1, . . . , 𝑥𝑛] + ⟨𝑓1, . . . , 𝑓𝑠 ⟩
7: ⊲ Ideal of 𝑉 ∩𝑊𝐼 ,𝜎,𝑒

8: 𝑝 ← a generator of (𝐽 + ⟨ℎ − 𝑡⟩) ∩ℝ[𝑡]
9: 𝑍 ← 𝑍 ∪ 𝑝−1 (0)
10: return 𝑍

has no #𝐼 × #𝐼 minors). In particular, 𝑌𝐼 ,𝜎 contains 𝑌𝐼 ′,𝜎′ for any 𝐼 ′

and 𝜎 ′ such that 𝐼 ⊆ 𝐼 ′ and 𝜎 = 𝜎 ′ |𝐼 . Therefore, to check that 𝑌𝐼 ,𝜎 =

∅ for all 𝐼 and 𝜎 , it is enough to check it for all 𝐼 with #𝐼 ≤ 𝑛 + 1.
This leads to Algorithm 1 and the following statement.

Proposition 3.1. On input 𝑓1, . . . , 𝑓𝑠 ∈ ℝ[𝑥1, . . . , 𝑥𝑛] and 𝑒 ∈ ℝ𝑠
,

Algorithm 1 returns true if 𝑒 is generic. If it returns true, thenW𝑆𝑒
is a Whitney stratification of 𝑆𝑒 .

3.2 Computing the limits of critical values
3.2.1 Description. We consider the problem of computing the limit
set lim𝑟→0 Σ𝑟𝑒 , for a given 𝑒 ∈ (ℝ \ {0})𝑠 , using the notations
of §2.3. To this purpose, we extend to the case of several equations
the method of [29], and remove the genericity assumptions. Most of
the technical difficulties come from considering several equations.

Let 𝑃𝑒 denote the critical points of ℎ on the strata of W𝑆𝑒 ,
that is 𝑃𝑒 = ∪𝐴∈W𝑆𝑒 crit(ℎ,𝐴reg), so that Σ𝑒 = ℎ(𝑃𝑒 ). The limit
set lim𝑟→0 𝑃𝑟𝑒 is defined as in (5).

Lemma 3.2. Let 𝑒 ∈ ℝ𝑠
such that ℎ is proper on 𝑆𝑒 . Then

lim
𝑟→0

Σ𝑟𝑒 = ℎ
(
lim
𝑟→0

𝑃𝑟𝑒
)
.

Proof. This commutation of ℎ and lim𝑟→0 is an elementary
property of proper maps. The right-to-left inclusion follows directly
from the definitions. Conversely, let 𝑦 ∈ lim𝑟→0 Σ𝑟𝑒 . Let (𝑅𝑖 )𝑖≥1
be a sequence decreasing to 0, with 𝑅1 ≤ 1. For any 𝑖 ≥ 1, 𝑦 ∈
∪0<𝑟<𝑅𝑖ℎ(𝑃𝑟𝑒 ), by definition. So there is some 𝑥𝑖 ∈ ∪0<𝑟<𝑅𝑖𝑃𝑟𝑒
such that |𝑦 − ℎ(𝑥𝑖 ) | ≤ 1/𝑖 . Note that 𝑃𝑟𝑒 ⊆ 𝑆𝑟𝑒 , so 𝑥𝑖 ∈ 𝑆𝑒 (us-
ing 𝑅𝑖 ≤ 1). In particular, 𝑥𝑖 ∈ ℎ−1 ( [𝑦 − 1, 𝑦 + 1]) ∩ 𝑆𝑒 , which is
a compact set, by hypothesis. Up to extracting a subsequence, we
may assume that (𝑥𝑖 )𝑖 converges to some 𝑥 ∈ ℝ𝑛 . By continuity,
ℎ(𝑥) = 𝑦. Since 𝑅 𝑗 ≤ 𝑅𝑖 for 𝑗 ≥ 𝑖 , it follows that 𝑥 ∈ ∪0<𝑟<𝑅𝑖𝑃𝑟𝑒
for any 𝑖 ≥ 1. This means that 𝑥 ∈ lim𝑟→0 𝑃𝑟𝑒 . □

Let𝑄𝑒 be the complex analogue of 𝑃𝑒 , that is the union over all 𝐼
and 𝜎 of the complex critical points of ℎ restricted to the regular
locus of the complex stratum 𝐹−1 (𝐿𝐼 ,𝜎 ). In other words,

𝑄𝑒 = ∪𝐼 ,𝜎 crit
(
ℎ, {𝑓𝑖 = 𝜎𝑖𝑒𝑖 for 𝑖 ∈ 𝐼 }reg

)
⊆ ℂ𝑛 .



It is clear that 𝑃𝑒 ⊆ 𝑄𝑒 . Moreover, let𝑊𝑒 = ∪𝑟 ∈ℂ∗𝑄𝑟𝑒 . If 𝑥 ∈ 𝑄𝑟𝑒 ,
then 𝑟 is entirely determined by 𝑥 and 𝑒 . Namely, if 𝑥 lies in the
stratum 𝐹−1 (𝐿𝐼 ,𝜎 ), then 𝑟 = 𝜎𝑖 𝑓𝑖 (𝑥)/𝑒𝑖 , for any 𝑖 ∈ 𝐼 . This gives a
well-defined regular map 𝜌 : 𝑊𝑒 → ℂ such that 𝑥 ∈ 𝑄𝜌 (𝑥)𝑒 for
any 𝑥 ∈𝑊𝑒 .

Proposition 3.3. For any 𝑒 ∈ (ℝ \ {0})𝑠 , the set ℎ(𝑉 ∩𝑊𝑒 ) is
finite. Moreover, if ℎ is proper on 𝑆𝑒 , then lim𝑟→0 Σ𝑟𝑒 ⊆ ℎ(𝑉 ∩𝑊𝑒 ).

Proof. We first prove the inclusion, when ℎ is proper on 𝑆𝑒 .
Let 𝑦 ∈ lim𝑟→0 Σ𝑟𝑒 . By Lemma 3.2, there is some 𝑥 ∈ lim𝑟→0 𝑃𝑟𝑒
such that 𝑦 = ℎ(𝑥). By definition, 𝑥 ∈ ∪0<𝑟<𝑅𝑃𝑟𝑒 for any 𝑅 > 0.
Since 𝑃𝑟𝑒 ⊆ 𝑆𝑟𝑒 , it follows that |𝑓𝑖 (𝑥) | ≤ 𝑅 |𝑒𝑖 | for any 𝑅 > 0
and any 𝑖 . Therefore, 𝑓𝑖 (𝑥) = 0 for any 𝑖 , and 𝑥 ∈ 𝑉 . Moreover,
since 𝑃𝑟𝑒 ⊆ 𝑄𝑟𝑒 ⊆𝑊𝑒 , we have 𝑥 ∈𝑊𝑒 .

For the finiteness, consider the map 𝜓 : 𝑥 ∈ 𝑊𝑒 → ℂ2 de-
fined by 𝜓 (𝑥) = (𝜌 (𝑥), ℎ(𝑥)). Let 𝐶 = 𝜓 (𝑊𝑒 ). For any 𝑟 ∈ ℂ, the
set𝐶∩{𝑧1 = 𝑟 } is finite (where 𝑧1 and 𝑧2 are the coordinates onℂ2).
Indeed,

𝐶 ∩ {𝑧1 = 𝑟 } = 𝜓

(
𝑊𝑒 ∩ 𝜌−1 (𝑟 )

)
= {𝑟 } × ℎ (𝑄𝑟𝑒 ) ,

and Sard’s theorem implies that ℎ(𝑄𝑟𝑒 ) is finite. It follows that the
set𝐶∩{𝑧1 = 𝑟 } are finite too. (Otherwise𝐶 would contain a vertical
line {𝑧1 = 𝑟 } and so 𝐶 , which is dense in all the components of 𝐶 ,
would contain a dense subset of this line, which would contradict
the finiteness of 𝐶 ∩ {𝑧1 = 𝑟 }.)

Lastly, we observe that
ℎ
(
𝑉 ∩𝑊𝑒

)
= ℎ

(
𝑊𝑒 ∩ 𝜌−1 (0)

)
= proj2

(
𝜓
(
𝑊𝑒

)
∩
{
𝑧1 = 0

})
⊆ proj2

(
𝐶 ∩

{
𝑧1 = 0

})
,

which is finite. □

Based on this statement, we give two ways of computing a finite
set containing lim𝑟→0 Σ𝑟𝑒 . One with Gröbner basis, without gener-
icity hypothesis, and another using geometric resolution under
genericity hypothesis, in order to obtain a complexity estimate.

3.2.2 Using Gröbner bases. For 𝐼 and 𝜎 defining a stratum ofW𝑆𝑒 ,
consider the algebraic subvariety of ℂ𝑛 × ℂ#𝐼

𝑊 ′
𝐼 ,𝜎,𝑒

=
{
(𝑥, 𝜆) | d𝑥ℎ =

∑
𝑖∈𝐼 𝜆𝑖d𝑥 𝑓𝑖
and ∀𝑖, 𝑗 ∈ 𝐼 , 𝜎𝑖𝑒𝑖 𝑓𝑗 = 𝜎 𝑗𝑒 𝑗 𝑓𝑖

}
.

Let also𝑊 ′𝑒 = ∪𝐼 ,𝜎𝑊 ′𝐼 ,𝜎,𝑒 .

Lemma 3.4. For any 𝑒 ∈ (ℂ \ {0})𝑠 ,𝑊𝑒 = proj1 (𝑊 ′𝑒 ).

Proof. The left-to-right inclusion follows directly from the def-
initions. Conversely, let (𝑥, 𝜆) ∈ ∩𝑊 ′

𝐼 ,𝜎,𝑒
. The equations 𝜎𝑖𝑒𝑖 𝑓𝑗 =

𝜎 𝑗𝑒 𝑗 𝑓𝑖 imply the existence of a unique 𝑟 ∈ ℂ such that 𝑓𝑖 (𝑥) = 𝜎𝑖𝑟𝑒𝑖
for all 𝑖 ∈ 𝐼 . Furthermore, we can choose 𝜆 such that the number of
nonzero 𝜆𝑖 is minimized. Let 𝐽 = {𝑖 ∈ 𝐼 | 𝜆𝑖 ≠ 0}. Byminimality of 𝐽 ,
the derivatives d𝑥 𝑓𝑖 , for 𝑖 ∈ 𝐽 , are linearly independent. In particu-
lar 𝑥 is a regular point of the complex stratum {𝑓𝑖 = 𝜎𝑖𝑟𝑒𝑖 for 𝑖 ∈ 𝐼 }
ofW𝑆𝑟𝑒 and it is a critical point of ℎ restricted to the regular locus
of this variety. So 𝑥 ∈ 𝑄𝑟𝑒 ⊂𝑊𝑒 . □

This leads to Algorithm 2 for computing a finite set containing
the limit set lim𝑟→0 Σ𝑟𝑒 . As an important optimization when the
number of equations is large, note that if #𝐼 ≥ 𝑛, then𝑊 ′

𝐼 ,𝜎,𝑒
=

Algorithm 3 Dimension of a real algebraic set (proper case)
Input 𝑓1, . . . , 𝑓𝑠 ∈ ℝ[𝑥1, . . . , 𝑥𝑛]
Precondition The map 𝑥 ↦→ (𝑓1 (𝑥), . . . , 𝑓𝑠 (𝑥)) is proper.
Output Real dimension of {𝑥 ∈ ℝ𝑛 | 𝑓1 (𝑥) = · · · = 𝑓𝑠 (𝑥) = 0}
1: function Dimproper(𝑓1, . . . , 𝑓𝑠 )
2: if {𝑓1 = · · · = 𝑓𝑠 = 0} = ∅ then
3: return −1
4: if 𝑛 = 1 then
5: return 0
6: 𝑒 ← a generic element of ℝ𝑠

7: 𝑞 ← a generic linear form in 𝑥1, . . . , 𝑥𝑛−1
8: 𝑍 ← LimitCriticalValues(𝑓1, . . . , 𝑓𝑠 , 𝑥𝑛 − 𝑞, 𝑒)
9: dim← −1
10: for𝑈 connected component of ℝ \ 𝑍 do
11: 𝑡 ← some point in𝑈
12: dimfiber← Dimproper (𝑓1 |𝑥𝑛←𝑞+𝑡 , . . . , 𝑓𝑠 |𝑥𝑛←𝑞+𝑡 )
13: dim← max(dim, dimfiber + 1)
14: return dim

𝑊 ′
𝐽 ,𝜎 | 𝐽 ,𝑒 for some 𝐽 ⊆ 𝐼 with #𝐽 = 𝑛. Indeed, if d𝑥ℎ =

∑
𝑖∈𝐼 𝜆𝑖d𝑥 𝑓𝑖 ,

then we can find a similar relation using at most 𝑛 derivatives d𝑥 𝑓𝑖 .

Proposition 3.5. On input 𝑓1, . . . , 𝑓𝑠 , ℎ and 𝑒 ∈ (ℝ \ {0})𝑠 , and
assuming that ℎ is proper on 𝑆𝑒 , then Algorithm 2 returns a finite

set 𝑍 containing lim𝑟→0 Σ𝑟𝑒 .

3.2.3 Complexity. When ℎ is generic, the computation of limits
of critical values can be performed in the framework of geometric
resolution, which leads to complexity bounds. For brevity, we study
the case 𝑠 = 1; without much loss of generality since we can replace
several equations with a sum of squares.

Proposition 3.6 ([29]). On input 𝑓 ∈ ℝ[𝑥1, . . . , 𝑥𝑛], ℎ ∈ L or

Q generic and 𝑒 ∈ ℝ𝑠
generic, one can compute a finite set 𝑍 ⊂ ℝ

with less than 𝐷𝑛
elements such that lim𝑟→0 Σ𝑟𝑒 ⊆ 𝑍 in at most

poly(log𝐷,𝑛)𝐷2𝑛+2
arithmetic operations, where 𝐷 = deg 𝑓 and 𝐿

is the evaluation complexity of 𝑓 .

3.3 Computation of the dimension
Theorem 3.7. On input 𝑓1, . . . , 𝑓𝑠 , and assuming that the map 𝑥 ∈

ℝ𝑛 ↦→ (𝑓1 (𝑥), . . . , 𝑓𝑠 (𝑥)) is proper, Algorithm 3 generically
1
returns

the dimension of the real algebraic set {𝑓1 = · · · = 𝑓𝑠 = 0}

Proof. We proceed by induction on 𝑛. The case 𝑛 = 1 is trivial.
If 𝑉 = {𝑓1 = · · · = 𝑓𝑠 = 0} is empty, then the algorithm returns −1
on line 3. Assume now that 𝑉 is not empty. Using Proposition 3.5
and Theorem 2.5, the function dim𝑉 (𝑡) is locally constant on ℝ \
𝑍 . So the algorithm computes and return max𝑡 ∈ℝ\𝑍 dim𝑉 (𝑡). By
Proposition 2.3, this is dim𝑉 . □

The nonproper case is similar.

Theorem 3.8. On input 𝑓1, . . . , 𝑓𝑠 , Algorithm 4 generically returns

the dimension of the real algebraic set {𝑓1 = · · · = 𝑓𝑠 = 0}.

We study the complexity in the proper case in the case 𝑠 = 1 in
the framework of geometric resolution.
1That is, assuming that the points picked at lines 6 and 7 are generic enough.



Algorithm 4 Dimension of a real algebraic set
Input 𝑓1, . . . , 𝑓𝑠 ∈ ℝ[𝑥1, . . . , 𝑥𝑛]
Output Real dimension of {𝑝 ∈ ℝ𝑛 | 𝑓1 (𝑝) = · · · = 𝑓𝑠 (𝑝) = 0}
1: function Dimension(𝑓1, . . . , 𝑓𝑠 )
2: if {𝑓1 = · · · = 𝑓𝑠 = 0} = ∅ then
3: return −1
4: 𝑒 ← a generic element of ℝ𝑠

5: 𝑝 ← a generic element of ℝ𝑛

6: ℎ ← (𝑥1 − 𝑝1)2 + · · · + (𝑥𝑛 − 𝑝𝑛)2
7: 𝑍 ← LimitCriticalValues(𝑓1, . . . , 𝑓𝑠 , ℎ, 𝑒)
8: dim← −1
9: for𝑈 connected component of ℝ \ 𝑍 do
10: 𝑡 ← some point in𝑈
11: dim← max(dim,Dimproper (𝑓1, . . . , 𝑓𝑠 , ℎ − 𝑡) + 1)
12: return dim

Theorem 3.9. Given 𝑓 ∈ ℝ[𝑥1, . . . , 𝑥𝑛] (of degree 𝐷 and eval-

uation complexity 𝐿) such that ℝ𝑛 ∩ {𝑓 = 0} is bounded. One can
compute the dimension ofℝ𝑛 ∩{𝑓 = 0} in poly(log𝐷,𝑛)𝐿𝐷𝑛 (𝑑+3)+1

arithmetic operation and at most 𝐷𝑛 (𝑑+1)
isolation of the real roots

of polynomials of degree at most 𝐷𝑛
, where 𝑑 the dimension to be

computed.

Proof. First note that the emptiness test (line 2) can be per-
formed with poly(log𝐷,𝑛)𝐷2(𝑛+1) arithmetic operations [29], com-
parable to the cost of computing the limits of critical values. Let 𝑎𝑛,𝑑
be the maximum number of arithmetic operations performed by
the algorithm given as input 𝑠 equations of degree 𝐷 defining an
algebraic set of dimension 𝑑 , excluding the root isolation necessary
to idenitfy points in the connected components of ℝ \ 𝑍 (line 10).
We have 𝑎𝑛,−1 = poly(log𝐷,𝑛)𝐷2(𝑛+1) , and given that #𝑍 < 𝐷𝑛 ,
we have 𝑎𝑛,𝑑 ≤ poly(log𝐷,𝑛)𝐷2(𝑛+1) +𝐷𝑛𝑎𝑛−1,𝑑−1. It follows that

𝑎𝑛,𝑑 = 𝐿

𝑑+1∑︁
𝑘=0

𝐷𝑛+···+(𝑛−𝑘+1) poly(log𝐷,𝑛)𝐷2(𝑛−𝑘)+2

≤ poly(log𝐷,𝑛)𝐿𝐷𝑛 (𝑑+3)+1 . □

3.4 Computation of the dimension (Las Vegas)
In Algorithm 3, the genericity of 𝑒 may be checkedwith Algorithm 1.
However, we do not know how to check the genericity of ℎ. The
problem can be circumvented by considering𝑛 linearly independent
linear forms ℎ1, . . . , ℎ𝑛 , based on the following statement.

Proposition 3.10. Let 𝑉𝑖 (𝑡) = 𝑉 ∩ {𝑥𝑖 = 𝑡}. Let 𝑍1, . . . , 𝑍𝑛 be

finite sets such that 𝑡 ↦→ dim𝑉𝑖 (𝑡) is locally constant on ℝ \ 𝑍𝑖 .
If 𝑉 ≠ ∅ then

dim𝑉 = max
1≤𝑖≤𝑛

max
𝑡 ∈ℝ\𝑍𝑖

dim𝑉𝑖 (𝑡) + 1.

Proof. By Proposition 2.2, dim𝑉 ≥ max𝑡 ∈ℝ\𝑍𝑖
dim𝑉𝑖 (𝑡) +1 for

any 𝑖 . Assume, for contradiction, that dim𝑉 ≥ max𝑡 ∈ℝ\𝑍𝑖
dim𝑉𝑖 (𝑡)+

2 for all 𝑖 . Let𝑊 the set of points where𝑉 has dimension dim𝑉 . This
is a closed semialgebraic set of dimension 𝑑 [7, Proposition 2.8.12].
Decomposing 𝑉 with Hardt’s triviality theorem, as in the proof of
Proposition 2.2, reveals that𝑊 ⊆ {𝑥 ∈ ℝ𝑛 | 𝑥𝑖 ∈ 𝑍𝑖 }, for any 𝑖 . This

Algorithm 5 Dimension of a real algebraic set (Las Vegas)
Input 𝑓1, . . . , 𝑓𝑠 ∈ ℝ[𝑥1, . . . , 𝑥𝑛]
Precondition The map 𝑥 ↦→ (𝑓1 (𝑥), . . . , 𝑓𝑠 (𝑥)) is proper.
Output Real dimension of {𝑥 ∈ ℝ𝑛 | 𝑓1 (𝑥) = · · · = 𝑓𝑠 (𝑥) = 0}
1: function DimLV(𝑓1, . . . , 𝑓𝑠 )
2: if {𝑓1 = · · · = 𝑓𝑠 = 0} = ∅ then
3: return −1
4: if 𝑛 = 1 then
5: return 0
6: repeat
7: 𝑒 ← a generic element of ℝ𝑠

8: until CheckWhitneyStratification(𝑓1, . . . , 𝑓𝑠 , 𝑒)
9: dim← −1
10: for 𝑖 ∈ {1, . . . , 𝑛} do
11: 𝑍 ← LimitCriticalValues(𝑓1, . . . , 𝑓𝑠 , 𝑥𝑖 , 𝑒)
12: for𝑈 connected component of ℝ \ 𝑍 do
13: 𝑡 ← some point in𝑈
14: dim← max(dim,DimLV (𝑓1 |𝑥𝑖←𝑡 , . . . , 𝑓𝑠 |𝑥𝑖←𝑡 ) + 1)
15: return dim

implies that𝑊 ⊆ 𝑍1×· · ·×𝑍𝑛 , so𝑊 is finite and dim𝑉 = dim𝑊 = 0.
This contradicts dim𝑉 ≥ 2. □

4 EXPERIMENTS
Implementation. We have implemented the Monte-Carlo version of
our algorithm (Algorithm 4). We rely on implementations based on
Gröbner bases for saturating polynomial ideals by others and solv-
ing zero-dimensional polynomial systems exactly by computing
rational parametrizations of their solution sets. We use implemen-
tations of algorithms such as 𝐹4 [15] and Sparse-FGLM [17] for
computing Gröbner bases using graded reverse lexicographical or-
derings (or elimination algorithms) and change the ordering to a
lexicographical one in the zero-dimensional case. We rely on the
libraries FGb [16] for computing Gröbner bases w.r.t. elimination
orderings and msolve [6] for solving multivariate polynomial sys-
tems. The algorithm itself is implemented using the Maple (version
2020) computer algebra system. In Table 1, we report on timings
obtained on several instance described below. All computations
have been performed sequentially using an Intel Xeon E7-4820 (2.00
GHz) with 1.5 Tb of RAM.

There are a few significant variations between the text and the
implementation, concerning Algorithm 2 for the most part. Firstly,
instead of computing the limits of critical values, we compute the
limits of critical points. From them, we obtain not only the limits of
critical values, but we also decide the emptiness or nonemptiness
of the input. Secondly, and this only matters when 𝑠 > 1, instead of
introducing and eliminating the variables 𝜆𝑖 we directly deal with a
formulation in terms of the minors of the Jacobian matrix. Thirdly,
and this also matters only when 𝑠 > 1, we ignore 𝜎 . Indeed, we
observe that whenever 𝑍 and 𝑍 ′ are two subsets ofℝ satisfying the
hypothesis of Proposition 2.3, then so does 𝑍 ∩ 𝑍 ′. By considering
the intersection of all lim𝑟→0 Σ𝑟𝑒 as the signs of the coefficients 𝑒𝑖
run though all possible configurations, it easy to check that we
can remove the loop over 𝜎 in Algorithm 2 while preserving the
correctness of Algorithm 3.

https://www-polsys.lip6.fr/~jcf/FGb/index.html
https://msolve.lip6.fr


𝑛 𝐷 dim. #fibers in depth ...0 ...1 ...2 ...3 ...4 max. deg. ours CAD RT BPR BS
𝑝4 4 4 3 2 4 1 16 0.4 0.54 0.1 - 2.1
𝑝5 5 4 2 10 10 1 84 38 25 3.2 - 42
𝑝6 6 4 2 10 10 1 292 786 - 18 - 452
𝑝7 7 4 2 10 10 1 940 9 450 - 200 071 - -
𝑝8 8 4 2 10 10 1 2568 538 028 - - - -

𝑏4 4 8 1 2 1 400 43 - 0.9 - 10
𝑏5 5 10 1 2 1 2100 8 280 - 16 - 650

𝑑3,5 5 6 3 8 14 12 1 264 416 - - - 739
𝑑3,6 6 6 4 4 8 12 8 1 288 836 - - - 28 867
𝑑3,7 7 6 4 8 8 12 12 1 288 400 - - - -
𝑑4,3 3 12 1 12 14 756 334 - - - 1 816
𝑑4,4 4 12 2 16 22 14 2328 31 060 - - - -

𝑠3,5 5 4 2 4 8 6 176 84 - - - 8 000
𝑠3,6 6 4 3 8 16 10 1 296 2 144 - - - -
𝑠3,7 7 4 4 6 12 12 10 1 448 6 411 - - - -
𝑠4,5 5 4 1 4 6 192 108 - - - 4 473
𝑠4,6 6 4 2 4 8 6 344 1 860 - - - -
𝑠4,7 7 4 3 10 14 14 8 344 35 814 - - - -
𝑠5,6 6 4 1 2 2 688 2 329 - - - -

Vor1 6 8 4 5 8 6 4 1 544 61 705 - - - -
Sottile 4 24 2 1 12 18 4 052 11 338 - - - -

Table 1. Timings for computing the real dimension of several instances.
Description of the columns: “𝑛”, the number of variables; “𝐷”, the degree of th input; “# fibers in depth 𝑘”, the maximum cardinality of 𝑍 at depth 𝑘 of the
recursion; “max. deg.”, the maximum degree of all zero-dimensional polynomial systems which are solved during the execution of the algorithm; “ours”,
timings of our algorithm, in seconds; “CAD”, timings of Maple’s CAD; “RT”, timings of Maple’s real triangularization, “BPR”, timings of our implementation
of [5]; “BS”, timings of [4]. Symbol ’-’ means that the computation was stopped after 2 weeks or 100 times the best runtime achieved by another method.

Benchmarks. We use the following instances to evaluate the ef-
ficiency of our algorithm and its implementation, always in the
case 𝑠 = 1.

Family 𝑝𝑛 . These are the following polynomials of degree 4:

𝑝𝑛 =

( 𝑛∑︁
𝑖=1

𝑥2𝑖

)2
− 4

𝑛−1∑︁
𝑖=1

𝑥2𝑖+1𝑥
2
𝑖 − 4𝑥

2
1𝑥

2
𝑛 .

These polynomials are sums-of-squares and then non-negative over
the reals.

Family 𝑏𝑛 . These are the following polynomials of degree 2𝑛
(where 𝑛 is the number of variables)

𝑏𝑛 =

𝑛∏
𝑖=1

(
𝑥2𝑖 + 𝑛 − 1

)
− 𝑛𝑛−2

( 𝑛∑︁
𝑖=1

𝑥𝑖

)2
.

These polynomials were introduced in [20] and are known to be
non-negative over the reals as well.

Family 𝑠𝑐,𝑛 . These are polynomials which are sums of squares.
We denote by 𝑠𝑐,𝑛 a sum of squares of 𝑐 quadrics in ℚ[𝑥1, . . . , 𝑥𝑛].
All these polynomials have degree 4.

Family 𝑑𝑘,𝑛 . These polynomials are discriminants of characteris-
tic polynomials of 𝑘 × 𝑘 symmetric linear matrices with entries in
ℚ[𝑥1, . . . , 𝑥𝑛]. Such polynomials are known to be sums-of-squares
[26]. Hence whenever it is non-empty, their real solution set has
dimension less than 𝑛−1. Further, these polynomials are denoted by

𝑑𝑘,𝑛 (we take randomly chosen dense linear entries in the matrix);
they have total degree 2𝑘 .

Other polynomials. The example “Vor1” comes from [14]. The
example “Sottile”, communicated to us by F. Sottile, arises in enu-
merative geometry.

Results. In Table 1, we report on results obtained by comparing
the implementation of our algorithm with implementations of the
Cylindrical Algebraic Decomposition in Maple 2020 (command
CylindricalAlgebraicDecompose), the algorithm of [10] which
decomposes semi-algebraic systems into triangular systems from
which the dimension can be read (command RealTriangularize),
as well as our implementations (using Maple 2020 again) of the algo-
rithm of in [5] and , which are both based on quantifier elimination
through the critical point method.

From a practical point of view, the worst algorithm is the one of
[5] which cannot solve any of the problems in our benchmark suite,
despite the fact that it provides the best theoretical complexity
𝐷𝑂 (𝑑 (𝑛−𝑑)) . The main reason for that is the too large constant
hidden by the “big-O” notation which is here in the exponent.

On benchmarks 𝑝𝑛 and 𝑏𝑛 , our method suffers from the choice
of generic quadratic forms or linear forms compute limits of critical
points. On these examples, decomposition methods, and especially
the real triangular decomposition [10], perform well because the
cells are simple. For 𝑝7 and 𝑝8, the theoretical complexity takes
over and our algorithm is faster.



On all other instances of our benchmark suite, our algorithm
is easer faster than the state-of-the-art software or it can solve
problems which were previously out of reach. This is explained by
the fact that, as we expected, the number of fibers to be considered
for the recursive calls is lower by several orders of magnitude
than the exponential bound 𝐷𝑛 . Hence, in practice, one observes a
behavior which is far from the complexity 𝐷𝑂 (𝑛𝑑) estimate.
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