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Abstract. The Internet of Things (IoT) demands new challenges in the design of 
computing and electronics components. One of the challenges is the power re-
duction of this expanding network of connected devices, where the majority is 
permanently connected. In a large set of applications, another significant issue is 
reliability, especially on critical areas as health and transport. This paper shows 
an overview of design strategies that we have developed to reduce power con-
sumption and to increase reliability in circuits that are components of the IoT, as 
the reduction of the number of transistors in IoT devices, using optimisation tech-
niques and the physical design of circuits tolerant to radiation effects. 
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1 Introduction 

The growing number of connected devices in the Internet of Things (IoT) is one of the 
reasons for the ever increasing increase in the number of transistors produced annually 
in the world. Figure 1, based on [SIA 2005], shows the number of transistors manufac-
tured annually in the world, year by year. This impressive growth is due to 3 main 
factors: the increasing number of transistors integrated into a chip, the growing number 
of products that include embedded chips and the increasing number of manufactured 
copies of each product. The manufacturing cost of a transistor is relatively cheap. In 
[The Economist 2010] a comparison is presented between the cost of a grain of rice and 
the cost of a transistor. The price of a rice grain can be equivalent to the manufacturing 
cost of more than 125,000 transistors. This would indicate that there is no need to opti-
mise the number of transistors in a design, since the cost of them is relatively small. 
But the cost of energy required for the operation of a transistor is increasing a lot. We 
also have to consider that a high-power consumption can reduce the lifetime of a sys-
tem, as well as increase the effects of variability that can cause an integrated system to 
malfunction and/or also reduce its useful life. With the increasing connection of elec-
tronic and computational devices on the Internet, that is, in the Internet of Things, power 
consumption problems tend to get worse, and a lot. How much Power Plants we will 
need to cope with the IoT/IoE (Internet of Everything) world? This is a major issue. 
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So, an essential keyword on the Internet of Things is optimisation, especially 
the optimisation of power consumption, which must be addressed at all levels of ab-
straction in the design flow of a computer or electronic system. The total power opti-
misation is a summation of the optimisation done at each level of design abstraction. 
So, sustainable computing requires optimisation at all design levels of a computer or 
electronic system design. 
 

 
 

Fig. 1.   Number of transistors produced annually in the world [adapted from SIA 2005] 

2 Internet of Things 

The term Internet of Things has already given rise to several other associated terms, 
such as the Internet of Health (IoH), Internet of People (IoP) and the Internet of Every-
thing (IoE). In fact, the latter term becomes the most comprehensive, but each one of 
the others has some specific characteristics. When talking about the Internet of Health, 
which includes real-time monitoring of a person's clinical conditions, as well as chips 
injected in a person, the issue of reliability is a key one. And reliability is also related 
to power consumption in most cases. High power consumption can reduce the lifetime 
of a system. When it comes to the Internet of People, the issue of people's security and 
privacy is of great relevance. But in all cases, the importance of optimising energy con-
sumption is growing more and more. 

When considering optimisation, it means that integrated systems must increas-
ingly be dedicated to the intended application to optimise the number of components, 
that means the number of transistors. Another important strategy for optimisation is the 
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hardware and software codesign, where one can manage the compromise between per-
formance, consumption, and reliability. 

Devices connected to the Internet of Things (or the Internet of Everything), 
can have very different complexities. If it is analysed the complexity considering the 
number of components, we can find small devices with few transistors and large devices 
with billions of transistors. Of course, large devices will consume much more power, 
but we have to consider that most devices on the Internet of Things are devices with a 
low number of transistors. But, because they are found in large quantities, they can 
represent a total consumption more important than the consumption of the so-called 
large devices that are present in a lower number. Therefore, consumption optimisation 
must be performed on both large and small devices that are present in large quantities. 
Another aspect to consider is that some devices require the application of reliability 
techniques (such as those related to transport or health systems), which can increase the 
number of components, while other devices are not critical, such as a camera or video, 
where an error in viewing a pixel of an image does not cause significant problems.  

Also, we can expect that many systems connected to the Internet of Everything 
will be Cyber Physical Systems (CPS), that are systems composed by different classes 
of components like electronic elements, mechanical elements, optical elements, physi-
cal sensors, chemical sensors, organic components, and many others. So, it is needed 
to obtain EDA tools to cope with the design of CPS composed of all these classes of 
devices.  

Figure 2 [The Connectivist 2014] shows an estimate of the number of devices 
connected to the Internet since 1992 when they were about 1 million devices. By 2020 
when it is estimated that there will be more than 50 billion devices connected in the 
network, and there are currently around 35 billion connected devices. In [Ihsmarkit 
2018] the number of devices connected to the network in 2018 is shown by industrial 
and commercial sectors, where almost half is in the area of communication. The signif-
icant growth in the number of connected devices to the Internet has naturally led to a 
considerable increase in the energy consumed in the Internet of Things. For how long 
will we have the energy to meet this growing demand? Therefore, it is necessary to use 
techniques to minimise the energy consumption of each connected device in the Inter-
net of Things. 

The Internet of Health (IoH) is a significant way to increase the life of human 
beings but also to improve life quality. Some of the examples of devices to be connected 
to the IoH are: Glasses that can advise eye correction; Toothbrush that can find cavities 
and breath issues; Razor that identify acne; Pacemakers that broadcast data to cardiol-
ogist; Underwearables that can provide early detection of cancer and other anomalies; 
Combs that can scan for fungus and hair loss; Earphones that does measurement of 
hearing, analysis of emotional level; Watches able to measure parameters like blood 
pressure, heart rate and others.  
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Fig. 2.    Number of devices connected on the Internet [adapted from The Connectivist 2014] 

 
 

In critical areas such as the design of implanted devices (chips) in humans 
(Figure 3), the reliability of the implanted systems is obviously critical. Some of the 
techniques used are based on the triplication of circuits and the temporal analysis of the 
propagation of a signal. Previously, the design of fault-tolerant circuits, to cope with 
radiation effects, was mainly in circuits that were sent to space. With the reduction of 
the value of the supply voltage of integrated circuits, nowadays the integrated circuits 
for use at ground level are also sensitive to errors caused by the radiation incident on 
the earth. Therefore, in critical areas such as implanted chips in humans, it is necessary 
to implement radiation effects tolerance techniques [Velazco 2007]. Also, critical sys-
tems used on the Internet of Health should be tolerant to any kind of noise (internal or 
external to the human body). They also must have a larger lifetime as possible, for 
obvious reasons and also should cope with environmental variability.  
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Fig. 3.    The implantation of Chip Systems in humans demands reliability and ultra-low con-
sumption 

Also, there is the effect of "ageing", that is, the ageing of the circuit, which is 
more eminent in nanometric technologies [Vasquez et al 2012]. One of the most im-
portant effects is known as NBTI (Negative Bias Temperature Instability) that alters 
the threshold voltage of the PMOS transistors, degrading the operation of the transistor. 
Another effect that causes failures in circuits throughout their life is the effect of elec-
tromigration, which can cause short circuits or rupture of connections (Figure 4). In 
order to increase the lifetime of the chips, it is necessary to use physical design tech-
niques that reduce the probability of electromigration [Posser 2017] 

Fig. 4.   Exemplo of a Void (open circuit) and hillock (short circuit) (GEDEN, 2011). 
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3 Electronic Design Automation (EDA) Tools 

The use of EDA tools is essential for optimising energy consumption and increasing 
reliability, as the design flow has a large set of steps as well the number of components 
of a cheap can reach billions off transistors. In Figure 5 we can see the floorplan of an 
integrated circuit, where the hotter colours show regions (hot spots) with higher energy 
consumption, indicating that in some points there is a significant concentration of 
power consumption. One way to deal with the problem is to modify the placement of 
the logic cells in the circuit to distribute the cells with the highest energy consumption 
over the entire circuit area. But this must be done without compromising the area, wire-
lengh and operating frequency specifications (much depends on the routing). Another 
way is to decrease the number of transistors, since the static consumption is related to 
the number of transistors [Reis 2011A]. 

 

Fig. 5.   View of the consumption density on a chip 

4 Power Consumption Reduction by Reducing the Number of 
Transistors 

The reduction of the power consumption of a System on a Chip (SoC) is a function of 
a sum of techniques and strategies of design applied in different levels of abstraction in 
the design flow of an integrated system [Reis 2010]. The summation of the gains is that 
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it will set the total gain in power reduction. When we deal with the physical synthesis 
of a system on a chip, one technique is the optimisation of the number of components, 
that is, the number of transistors. In Figure 6 [Reis 2011A] we can observe two solu-
tions for the implementation of the same equation. The first solution makes use of 4 
basic logic gates (3 NOR 2-input ports and one CMOS inverter), using a total of 14 
transistors. The second solution makes use of only one logic gate, which performs the 
same function but with only 8 transistors. That is, the second solution, having a reduc-
tion in the number of transistors, will also have a proportionally smaller static power 
consumption. Furthermore, in the example of Figure 6, we can see that the first solution 
also has 3 connections between the basic gates (and therefore even vias and contacts) 
that are eliminated in the second option with only one logic gate. 

This elimination of connections is increasingly important because it decreases 
the number of connections to be implemented using the different metal layers. The de-
crease in the number of connections decreases the density of connections and, therefore, 
increases the routability of the circuit and also contributes to reduce the average length 
of the connections, which implies in a reduction of the delay. In modern technologies, 
the delay in connections is so or more significant than the delay in the switching of 
logic gates. A greater spacing between the connections also contributes to an increase 
of reliability, due, for example, to the reduction of the possibility of electromigration, 
as already mentioned above. 
 

 

 
14 Transistors                 8 Transistors 

 

Fig. 6.   Two options for the implementation of the same function [2011A Reis] 
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The reduction of the number of transistors depends on the use of efficient Elec-
tronic Design Automation (EDA) tools that transform the logical equations of a system 
so that in addition to mapping equations in CMOS gates, make optimum use of complex 
logic gates. In [Conceição 2016] we present a tool to reduce the number of transistors 
in a circuit through the fusion of networks of transistors that present fanout equal to 1. 
Also, it is fundamental the use of an automatic synthesis tool that can perform the au-
tomatic layout of any logical function. There is no use to achieve a logical optimisation 
if it is necessary to map (transform) the equations according to the logic gates available 
in a traditional cell library [which have few functions, in general, no more than 100 
functions], as is still done when using traditional EDA systems. This mapping step is 
called technology mapping, and it represents a step of deoptimization. With this aim, 
we have developed automatic layout synthesis tools such as ASTRAN (Ziesemer 2015) 
(Figure 7), which allows automatic generation of the layout of any network of transis-
tors [Reis 2011]. 

 

Fig. 7.   Transistor Network Layout Generated Automatically [Ziesemer 2015] 

 
Another technique to reduce consumption is through the sizing of the transis-

tors. Modern integrated circuit manufacturing technologies show a significant increase 
in static power consumption that is often greater than dynamic power consumption. 
One way to mitigate power consumption, especially the static one, is to carry out a 
sizing of transistors to optimise power consumption. In [Reimann 2016] significant de-
creases in consumption are obtained through the use of automatic transistor sizing tools. 
This is also called cell selection, where the cells are selected from a cell library. In this 
case, cell selection means the selection of cells with a specific size and Vth (threshold 
voltage). In traditional cell libraries, one function has in general 3 sizings (one for less 
area, one for less power, and one for less delay) and 3 Vth (threshold voltage). 

5 Reliability 

As in the reduction of power consumption, in the design of critical systems, it is needed 
to use techniques to increase reliability at different levels of design abstraction. At the 
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architectural level, a very applied method is the redundancy of modules, especially tri-
ple module redundancy (TMR) [Kastensmidt 2006]. Another is the temporal redun-
dancy [Nicolaidis 1999] where a signal traverses two paths, one with higher delay and 
another one with less delay. The difference of delay must be longer than the duration 
of a transient. Comparing the signal after traversing the two paths indicates whether 
there has been a transient propagation or not. At the physical level, we can apply dif-
ferent techniques to reduce or avoid problems such as electromigration [Posser 2015]. 
In the example of Figure 8, the position of the output pin in the centre (point 4) increases 
the lifetime of the circuit because it allows reducing the maximum density of current in 
the segments of the metal layer. 

In [Velazco 2007] it is presented a series of works aimed at mitigating the 
effects of radiation on integrated circuits. In [Kastensmidt 2006] [Neuberger 2014] 
[Gennaro 2017] [Aguiar 2016] [Lazzari 2011] we present some of the results that our 
research group has obtained in the development of techniques aiming the design toler-
ant to faults due to transients, as the effects due to radiation. 
 

 

Fig. 8.   Changing current density with the change of position of the output pin [Posser 2015] 

6 Hardware Accelerators 

The evolution of computer architectures, that today means, the evolution of micropro-
cessor architectures has been very significant. In the 1970s, one marketing argument 
from microprocessor producers was the number of instructions that the microprocessor 
could execute as well as the clock frequency of the microprocessor. In the last decades, 
there has been a change of paradigm, discontinuing the race for the increase of the clock 
frequency, because the increment of the clock means an increase of the dynamic con-
sumption. Instead, there was an increase in the number of cores (CPUs) aiming at in-
creasing performance. Initially with homogeneous cores and later with heterogeneous 
cores. 
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Fig. 9.   Apple 8 Floorplan with 29 Hardware Accelerators [Anatech, 2014], [SHAO 2016] 

 
Currently, we can find chips with multiple CPUs and several GPUs (as can be seen in 
Figure 9 [Shao 2016] showing the floorplan of the A8 microprocessor (from Apple). In 
this same figure, it can be observed that about half of the area is occupied with hardware 
accelerators, which are modules dedicated to the execution of a specific function. For 
example, an encryption module placed next to the output/input pins and which will 
encode the output data and decode the received data. So, the execution of this function 
will be faster, because it is done by a dedicated module (that means smaller) and with 
only the needed number of components to perform that function. It also will consume 
less power. 
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A more important fact is that the use of hardware accelerators leads to greater 
energy efficiency (allowing more sustainable computing), mainly due to the reduction 
in the number of components used to perform a function. At any given time, only the 
hardware accelerators in use at that time are being powered. So, the hardware acceler-
ators that are not in use are disconnected from the power supply. This strategy is also 
known as "Dark Silicon". We can even predict architectures consisting essentially of 
hardware accelerators, with only one or two small CPUs to manage these hardware 
accelerators. 

 

Fig. 10.   Apple 11 Floorplan with an NPU [Techinsights, 2017] 

The introduction of an NPU in A11 is another element characterising the heterogeneity 
of the SoC (chip system). And we can expect increasingly heterogeneous architectures, 
with dedicated modules for different operations to be performed by a SoC. In Figure 10 
[Techinsights, 2017] the floorplan of the Apple A11 microprocessor is presented, where 
one of the modules is an NPU (Neural Processing Unit). NPU is mostly dedicated to 
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facial recognition [Techinsights, 2017], processing machine learning tasks more effi-
ciently, consuming less energy than CPUs do. The CPUs occupy about 15% of the area 
of the chip and 6 GPUs occupy about 20% of the area. Most of the area is filled with 
the hardware accelerators. That is, it is growing in the architecture of Apple micropro-
cessors the use of hardware accelerators. 

7 Conclusions 

To have sustainable computing, when the number of connected devices in the Internet 
of Things is fast increasing, it is fundamental the design of devices optimised regarding 
energy consumption. Most of the chips produced today use much more transistors than 
necessary to perform a function. So, there is a significant space for the optimisation of 
the number of components. In many devices related to critical applications, the appli-
cation of techniques for fault tolerance is also fundamental, as nowadays circuits at 
ground level can have faults due to radiation effects.  The reduction of power consump-
tion must be treated at all design abstraction levels in a synthesis flow of integrated 
systems, from the specification of them in high-level languages to the physical synthe-
sis. It was presented several works that were developed to reduce the power consump-
tion and increase the reliability of integrated systems on a chip, and more details are 
shown in the mentioned references. The keyword in the age of the Internet of Things is 
optimisation. 
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