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Abstract. In today’s global, competitive economy, downtime has been identified 
as a key performance indicator for field service organisations. The emergence of 
an Internet of Things (IoT) has brought new enhancement possibilities to various 
industries such as the manufacturing and field service industry. This paper 
provides a vision and motivation for using IoT in Field Service Management 
(FSM) in order to address data quality and service delivery issues. The theory of 
information quality was used to undergird the research and a model for the 
optimisation of downtime management in the field service industry using the IoT 
is proposed. The model was used to drive the design of a “proof of concept” 
prototype, the KapCha prototype. The paper also includes a report on an 
empirical study of the application of the proposed IoT model in FSM. The 
experiment findings showed that the prototype reduced the round trip delay time 
for sending and receiving data and was scalable. As a result, access to quality 
information supporting advanced data analytics and artificial intelligence was 
provided. Therefore, service technicians can be alerted more quickly as soon as 
any potential technical problems occur. In turn improved diagnostics and more 
efficient decision making can be achieved. The model and the lessons learned 
provide valuable guidance to other researchers and fill the gap in research of 
empirical studies conducted on IoT implementations. 

Keywords: IoT; Smart Lightning; Design Science Research. 

1 Introduction 

The lack of accurate, available and real-time information is a common challenge faced 
by field service organisations [1]. As a result downtime, which is an important 
performance measure in this domain, is negatively impacted. Downtime is defined as 
the time between a customer’s request for service and the completion of the service by 
the field service team to rectify the problem [2]. Field service management (FSM) refers 
to the support provided by hardware and software in the management of field service 
operations and involves the management of the activities and processes that are 
associated with field services. There is a need for solutions that efficiently address the 
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challenges of FSM and downtime management and that support the provision of quality 
information and ultimately improved decision making and service delivery levels [3].  

One application of downtime management in the field service domain is that of the 
maintenance of smart lights. Smart lighting projects have been undertaken by 
municipalities as a result of a drive for improved energy management within cities [4]. 
In the context of cities, streetlights are one of the most important assets to maintain as 
they provide safe roads and enhanced security for homes, businesses and city centres. 
However, they are costly to operate and account for an estimated 40% of the amount of 
electricity spent in an urban city [5]. To address this issue, city managers are 
implementing smart lighting solutions. Smart lighting consists of heterogeneous and 
multidisciplinary areas of lighting management, with the possibilities of integrating a 
wide range of sensory and control technologies with ICTs. This integration can improve 
efficiencies in lighting products and lower the negative impact derived from the use of 
energy for illumination. Smart lighting provides intelligent features and interfaces for 
lighting solutions in the ambient, commercial and public domains [4,  6]. Smart lighting 
is linked to the concept of a smart city, which is an urban development that envisions 
the efficient management of a cities resources and services with the use of integrated 
ICT solutions [4]. Smart cities play an important role in the sustainable economic 
development of countries or states seeking to attain environmental sustainability. Smart 
cities are made possible through the abundance of smart devices, smart objects and the 
emergence and rapid growth of technologies such as the Internet of Things (IoT). The 
IoT is described as a decentralised system of “smart” objects with sensing, processing, 
and network capabilities [7]. 

Extensive research has been conducted related to the IoT [16, 18, 26]. In particular 
several studies have proposed various architectures for IoT, such as a general reference 
architecture [27] and others in certain domains such as smart metering [28]. However, 
limited studies can be found that report on empirical studies of IoT applications in prac-
tice and findings and lessons learnt from these applications. There is a need for research 
into how technologies in the IoT can be applied to various business domains [20].  

This paper addresses this gap by investigating an IoT application in the domain of 
smart lighting. The purpose of this paper is to propose an IoT model that addresses the 
challenges of information quality leading to poor downtime management. The paper 
reports on the application of this model in the smart lighting domain. The model 
includes IoT compatible technologies and techniques (protocols and formats) to support 
successful downtime management. To address this purpose, a critical analysis of the 
literature related to FSM, downtime management and IoT was conducted (Section 2). 
The context was a smart lighting organisation in South Africa (Section 3). From the 
literature and consideration of the context, a theoretical model was derived (Section 4). 
The model was used to design the architecture of and to implement a prototype for the 
case study (Section 5). The experiments conducted revealed that the new architecture 
and protocols implemented resulted in a lower Round Trip Delay time and was scalable 
(Section 6). The quality of information was improved and provided a foundation for 
advanced data analytics and artificial intelligence (AI), since the system provided 
intelligent information to technicians and managers; thereby improving diagnostic 
decision making, downtime management and service delivery.  
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 There are several contributions and implications for future research that are identi-
fied from this study (Section 7). The practical contribution is the model, which can 
provide guidance to practitioners working in the field service domain and for system 
designers. On a theoretical level the model and the implementation issues identified 
contribute to the body of knowledge regarding the application of IoT models, architec-
tures and network protocols.  

2 Literature Review 

2.1 Challenges in Field Service Management (FSM) and Downtime 
Management 

In a competitive global economy where every organisation is looking at ways to cut 
costs, increase efficiency and gain a competitive advantage, organisations have become 
more customer-centric. The effectiveness of field services provided by technicians 
affects everything from the retention of customers and the profitability of the 
organisation [1][8]. With field-based services, customers receive either an on-site or a 
remote service [2]. FSM operations include tracking vehicles, scheduling and 
dispatching employees, and integration of these operations with a back-office system 
for inventory, logistics and marketing. FSM includes elements such as Enterprise Asset 
Management (EAM), maintenance support, sensor networks, Radio Frequency 
Identification (RFID) tags, technical support, contract management and product life-
cycle management. The FSM market has seen a steady growth and evolution in the last 
10 years [9], which can be attributed to new technology developments, as technology 
is a driver in improved after-sales service innovations. 

Downtime management is an important measure of performance for field services 
for both the organisation providing the service and the customer [10]. From the 
customer’s perspective, that is the organisation undergoing downtime, the downtime 
period has operational implications such as reduced productivity levels and delayed 
delivery of services to the organisation’s clientele. It is therefore imperative that 
downtime is kept to a minimal period. Service providers have to adequately manage 
downtime in order to satisfy its customers and by doing so efficiently they may gain a 
competitive advantage. Agnihothri [2] classified downtime into two subcategories, 
response time and on-site time. Response time is the time between the customer’s 
request and the service team’s arrival on-site. On-site time is the duration of time taken 
between the service team’s arrival at the customer’s site and the rectification of the 
problem. Corrective maintenance occurs when the machinery breaks down and includes 
activities undertaken to diagnose and rectify a fault so that the failed machine, 
equipment or system can be restored to its normal operational state, thus reducing the 
extent of downtime.  

A lack of information related to a technical breakdown can result in longer cycle 
times and possibly a second service visit, thus resulting in longer periods of downtime 
for customers [8]. A malfunctioning piece of industrial machinery on a manufacturing 
floor can translate into tens of thousands of dollars per minute. It is important to make 
critical information immediately available to field technicians and management with 
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high levels of accuracy. Critical data related to the problem must be accurate, available 
anywhere, and dynamically changing along with the day-to-day operations of field 
service teams. Access to this information can assist with optimising the problem 
detection step in FSM and field service providers can determine strategies to ensure 
that downtime is minimised and managed with optimal efficiency. Within IS literature, 
information quality (IQ) can be used as a dimension of IS success [12]. Knowledge is 
functionally related to data and information, thus it follows a hierarchy (data -> 
information -> knowledge), termed as the knowledge hierarchy 11]. Our study 
classified the problems in FSM related to information that impact downtime 
management according to six of the attributes of IQ proposed by [12]. These are: 
• Timeliness: lack of access to real-time information [1]; 
• Completeness: missing information [1, 3, 8]; 
• Accuracy: inaccurate information [1];  
• Relevance: aggregated or de-aggregated information [14, 15]; 
• Consistency: lack of integration between enterprise and FSM systems [14]. 

 
This analysis also confirmed the findings of [13] showing a significant relationship 

between IQ and individual impact. Individual impact is measured in terms of decision-
making performance, job effectiveness, and quality of work. Challenges faced by FSM 
organisations with regards to IQ resulted in negative impact on decision making and 
service delivery. Inaccurate or missing information and a lack of real-time availability 
of information to employees onsite in the field (for example dispatchers and service 
technicians) resulted in operational challenges [1, 3, 8]. Information related to the 
customer or the equipment under maintenance or repair is not always readily available 
to field service employees, resulting in the poor scheduling of field employees, the 
ineffective management of field service resources such as service parts [3] and 
ultimately in poor service delivery. In a study by Lehtonen [1], it was reported that 
service teams could not provide a service due to missing spare parts. The main reason 
for this was the inaccurate information on the spare parts that was taken to the client at 
the time of repair. Challenges in FSM within Enterprise Systems may also arise due to 
the lack of accessibility and integration of various systems [14]. For example, 
geographical data is found in Geographical Information Systems (GIS), whilst 
maintenance-related data and reports are often stored in an Enterprise Resource 
Planning (ERP) system, thus resulting in integration and consistency issues. Schneider 
[14] reported issues related to the use of aggregated data within an ERP system. For 
example, in an ERP system electricity usage data for a manufacturing plant is usually 
stored as an aggregated figure for all work centres within the plant. Aggregated data 
makes the operational performance monitoring of a single work centre or equipment 
within the plant difficult.  

Access to real-time information aids organisations in optimising FSM since it can 
minimise the time for the service team to locate a client location by using GPS services 
and can reduce the on-site time spent servicing a clients’ request [1, 2]. Real-time access 
to the clients’ location eliminates the need for the service team to return to the service 
provider’s facilities in order to get information about a new client’s request, thereby 
optimising the scheduling element [3].  
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2.2 Applications of the IoT 

The IoT has brought new functionality possibilities for many industries such as 
manufacturing and field services [16, 17]. It is expected that soon more than fifty billion 
devices ranging from smart phones, laptops, sensors and game consoles will be 
connected to the Internet through heterogeneous access network technologies [18]. 
However, the successful implementation of an IoT system introduces several other 
challenges. The abundance of data provided by sensors can introduce inefficiencies in 
data transfer and a need for aggregated data since sensor nodes are constrained by 
limited resources, for example computational power, memory, storage, communication, 
and battery energy [15]. These constraints provide an important challenge to design and 
develop approaches to information processing and aggregation that are efficient and 
make effective use of the data. For a given query, it may not be necessary or efficient 
to return all the raw data collected from every sensor – alternatively information should 
be processed and aggregated within the network and only processed and aggregated 
information returned. From a system level perspective, the IoT can be viewed as a 
dynamic, radically distributed, networked system, consisting of many smart objects that 
produce and consume information [19]. It can optimise business processes by 
leveraging on advanced analytics techniques applied to IoT data streams [19]. Thus, it 
provides good potential for addressing the downtime problem, if successfully 
implemented.  

Although technology advances enable the possibility of the IoT, it is the application 
of the IoT which is driving its evolution [18]. The potential social, environmental and 
economic impact that the IoT has on the decisions we make and the actions we take is 
its main driving force. For example, having accurate information about the status, 
location and identity of things which are part of our environment opens the way for 
making smarter decisions. The application domains that the IoT includes can provide a 
competitive advantage beyond current solutions. In its inception the IoT was used in 
the context of supply chain management with RFID tags as the enabling technology 
[7]. However, in the past decade its applications have covered a wide range of 
industries, including transportation and utilities, to name just a few. Hwang et al. [20] 
classified the potential business contexts of IoT into three different factors: industry 
applications (for example government, education and finance); service domains (for 
example transportation, asset management) and value chain activities (for example 
sales and marketing, service or procurement). On the other hand, Borgia et al. [18], 
classified the IoT into three application areas: industrial (for example agriculture, 
logistics or other industrial applications), health/well-being and smart city. The smart 
city factor includes safety, mobility, buildings, road conditions, waste collection and 
public lighting. 

3 Context of Research: Smart Lighting  

The case study used in this research is a smart lighting system that is maintained at an 
engineering consulting and research organisation in South Africa. For purposes of 
anonymity, the organisation will be called LightCo. The smart lights that are used as 
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outdoor luminous equipment for parking bays and security lights for building facilities 
and are grid independent; meaning they are not connected to a local or municipal 
electricity provider for the energy needed to light them. An interview was conducted 
with one of the senior engineers at LightCo in order to establish an overview of the 
environment as well as the challenges faced by the organisation in delivering 
maintenance services for the smart lighting environment. 

Smart lighting consists of the integration of intelligent functionalities and interfaces 
at four complementary levels [4], namely: the embedded level; system level; grid level 
and communication and sensing level.  The embedded level is the lighting engine or 
the light itself, whilst the system level is the luminaries and lighting systems. The grid 
level consists of the management and monitoring of the power sources, energy 
generation and plants and the distribution of utilities and appliances. The final level is 
the communication and sensing level, which provides complete lighting solutions with 
monitoring, control and management of the applications. 

The smart light unit at LightCo consists of an on board 48-voltage battery pack that 
is used as an energy storage unit. The solar panel is used to harness solar energy and 
the wind turbine generates electricity by the turning of a generator. The architecture of 
the smart lighting system allows for remote monitoring. The smart light also contains 
sensors and actuators that enable it to measure environmental variables and to respond 
to specific conditions by means of the actuators. The sensors include ambient sensors 
on the solar panel and voltage and current sensors on the circuit board of the smart light. 
Furthermore, the smart light is uniquely identifiable and contains on-board 
microcontrollers that provide computational and communication capabilities. The 
microcontrollers receive voltage and current data readings from the solar panel and 
wind turbine and also record the voltage and current that is outputted to the LED light. 
The battery management system manages the flow of current to the battery. Once these 
readings have been recorded they are then sent to a remote server for processing.  

Prior to starting this study, the smart lighting system at LightCo did not provide for 
efficient or effective downtime management. Technical problems with the lights were 
not being reported timeously and were not correctly diagnosed due to IQ issues reported 
in literature [1, 14]. These problems could be for example, an LED light or circuit board 
is damaged. The system that was in place for detecting technical problems with their 
lights used a Global System for Mobile Communications (GSM) SMS-based 
messaging/polling protocol to transfer data from a smart light to a server at a remote 
location. This protocol was reported as inefficient due to its high latency times and high 
data costs affiliated with the sending and receiving of SMS messages. Increasing the 
latency was not an option, since it would increase the data costs. Data transmission was 
not bi-directional and data was merely recorded in a CSV file, with no processing 
performed on it. An Arduino microcontroller was situated in each smart light with a 
GSM Shield, which allowed the Arduino board to send and receive an SMS as well as 
connect to the Internet using the GSM library. However, the system did not use the 
GPRS wireless component that would enable the Arduino to connect to the Internet. 
Technicians had to manually peruse the data to diagnose any issues or potential issues. 
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4 IoT Model for Downtime Management 

The Three Phase Data Flow Process model proposed by Borgia et al. [18] (Figure 1), 
the four layers of IoT [25], and IQ theory were used as the main guiding theories for 
the proposed IoT Model for Downtime Management (Figure 2). The model describes 
the flow of data in the IoT over three phases [18], namely the Collection Phase; the 
Transmission Phase; and the Process Management and Utilisation phase and four layers 
[25] (the Sensing Layer; the Networking Layer; the Service layer; and the Interface 
layer). The Sensing Layer consists of hardware that senses and controls the physical 
world and acquires data. Examples are RFID, sensors and actuators. The Network 
Layer provides networking support and transfers data over either a wireless or a wired 
network. The Service Layer is responsible for the provision of services to satisfy the 
user needs and creates and manages services. The Interface Layer (or Application 
Layer) interacts with other applications and users. 

 
Figure 1. The Three Phase Data Flow Process [18] 

The Collection Phase reports on the event driven processes during the collection and 
acquisition of the data from the environment [18]. Data acquisition technologies 
attached to sensors and cameras collect information about the physical environment 
(temperature, humidity and brightness), or about the objects (identify and state) in real-
time; while data collection is accomplished by short range communications, which 
could be open source standard solutions or proprietary solutions. In the FSM context 
these would be integrated into the equipment or assets in the field, for example the 
smart light. The Transmission Phase involves mechanisms that deliver collected data 
to various applications and external servers [18]. Once data has been collected it must 
be transmitted across the network so that it can be consumed by applications. For wired 
technologies the standard is Ethernet IEEE802.3. The primary advantage that wired 
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networks have for data transmission is that they are robust and less vulnerable to errors 
and interference. However, they are costly. Therefore Wireless LAN (WLANs) are 
often used to access the network. Due to the flexibility of WLANs, it is believed that 
they will be the main communication paradigm of the IoT. However, the restricted 
wireless spectrum available for cellular networks is a major limitation to their 
widespread use. 
 

 
 
Figure 2. IoT Model for Downtime Management 

The Processing, Management and Utilisation Phase incorporates the processing and 
analysing of information flows, data forwarding to services and applications and the 
provision of feedback to control applications [18]. It also involves device discovery and 
management, data filtering, aggregation and information utilisation. The Service 
Platform & Enabler sub-phase covers an important role for managing these functions 
and is necessary in order to hide the heterogeneity of hardware, software, data formats, 
technologies and communication protocols that are a key feature of the IoT. Its 
responsibility is to abstract all the features of objects, networks and services, and to 
provide a loose coupling of components.  

5 Methodology and Development of the Prototypes 

5.1 Methodology 

The Design Science Research (DSR) methodology [21] was adopted in this study to 
create and evaluate the artefacts (model and prototype). The model was derived from a 
systematic literature review as well as from the case study of smart lighting 
maintenance, which was used for implementing and evaluating the model. The 
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Technical and Risk efficacy evaluation strategy from the Framework for Evaluation of 
Design Science (FEDS) is used in the DSR methodology for evaluations conducted in 
the design cycle of DSR and was used in this study to evaluate both the model and the 
KapCha prototype [22]. An artificial-summative evaluation was used to evaluate the 
design of the model, but due to space limitations these results are not reported on in this 
paper but are available on request. Iterative formative evaluations were conducted 
during the development of the prototype; after which a summative-naturalistic 
evaluation was conducted in order to determine the performance of the prototype under 
real-world conditions. 

 
5.2 The Prototypes and Their Mapping to Requirements 

The KapCha prototype was developed using an incremental prototyping process 
comprising of three prototype components (Table 1). ProWebSoc is the web socket 
protocol; ProObjWeb is the web socket client; and ProDT is the interface layer and 
web socket server. The IoT Model for Downtime Management (Figure 2) was used to 
design the architecture of the prototypes.  

Table 1. Prototype components 

Collection and Transmission Phases Process Management and 
Utilisation Phase 

ProWebSoc 
web socket protocol 

ProObjWeb 
web socket client 

ProDT (Interface Layer)  
Web socket server 

Data transmission protocols; 
security and standardisation. 

Transmission of data 
from the smart light and 
integration of CPS 
principles. 

Intelligent algorithms, 
advanced analytics and 
interfacing with applications 
and mobile technologies. 

 
Collection and Transmission Phases (ProWebSoc and ProObjWeb) 
As an alternative to the SOAP/XML data transmission protocols used by LightCo prior 
to this intervention, a protocol based on JavaScript Object Notation (JSON) was 
implemented. JSON, is a text-based open standard format that is designed for human-
readable data interchange and used for the serialisation of structured data making it easy 
for machines to parse and generate it. JSON is ideal for low processing computational 
capabilities (such as the smart light) and can result in less data that needs to be generated 
as compared to SOAP/XML.   

ProObjWeb, through the web-socket client, enabled the smart light in the case 
study, as an OEM, to interface with a remote web-server using the KapCha web-socket 
protocol and to transmit data over a web socket protocol (ProWebSoc).  Web sockets 
enable bi-directional communication (upstream and downstream) through the 
introduction of an interface and the definition of a full-duplex single communication 
channel that operates through a single socket [23]. They provide a reduction in network 
traffic and latency as compared to polling and long-polling solutions that are used to 
simulate a full-duplex connection by maintaining two connections. They also reduce 
the amount of port openings on the server side, as compared to the traditional means of 
retrieving resources such as polling. This reduction also reduces maintenance of 
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connection channels from the server side, therefore decreasing the overhead network 
traffic. The web socket protocol also has the ability to traverse firewalls and proxies, 
which is a problem for other protocols. The protocols provide real-time communication 
(RTC) between a smart object and a central system or other smart objects and supports 
ad hoc and continuous data transfer as well as operational status communication and 
Remote Procedure Calls (RPCs). 

A GPRS wireless component was used to enable the Arduino to make use of web 
socket technology. The web socket client was developed on the Arduino board using 
the Arduino open source software and several web socket methods.  During connection, 
the web socket detects the presence of a proxy server and automatically establishes a 
tunnel to pass through the proxy. The tunnel is established through the opening of a 
TCP/IP connection. The connection is established by the client issuing an HTTP con-
nect statement to the proxy server for a specific host and port. Upon the tunnel being 
set up communication flows uninterrupted through the proxy.  

The web socket protocol (ProWebSoc) was designed to work with existing web 
infrastructure, therefore the protocol specification defines that the web socket connec-
tion starts as an HTTP connection [24]. This guarantees full backwards compatibility 
with HTTP based communication protocols. The upgrade from an HTTP to web socket 
is referred to as a handshake. In this process the client sends a request to the server 
indicating that it wants to switch protocols from HTTP to Web sockets, by means of an 
upgrade header. During the handshake process the server accepts the request and re-
sponds with an upgrade switch header. The server acknowledges receipt of the client’s 
request by taking the |Sec-Web socket-Key| value and concatenating it with a Globally 
Unique Identifier (GUID) in string form. An SHA-1 hash (160 bits) base64-encoded of 
this concatenation is then returned in the server’s response. This prevents an attacker 
from tricking a web socket server by sending it carefully crafted packets using 
XMLHttpRequest or a form submission.  

Web sockets are ideal due to the ability to use customised protocol calling depending 
on the service being offered [23]. In ProObjWeb, when the client receives a response 
with no errors the connection is upgraded to a web socket over the same TCP/IP 
connection. Once the connection is established data frames between clients and servers 
can be transferred. Once the web socket client application connects to the webserver, 
the webserver initiates an upgrade sequence to upgrade the connection from an HTTP 
connection to a web socket server. ProObjWeb was functionally tested using the web 
socket.org echo server, which allows developers of web socket applications to test the 
ability of their applications to successfully upgrade the connection from HTTP to a web 
socket protocol. The test results showed that ProObjWeb successfully managed to 
connect to the web.org server and upgrade from HTTP to web sockets. 
Management and Utilisation Phase 
The third prototype (ProDT) focused on the development of the web-socket server 
application, a decision tree algorithm implementation and a REST (Representational 
State Transfer) API web interface. REST APIs with web socket Requests/Responses 
were used to form an intermediate layer between a client and the database, translate the 
raw data from the database to a format that the client requests and transmit the data. 
Most databases provide real-time notifications for added or updated data. However, 
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real-time notification passage between the database and the client was required, 
therefore an Interface Layer was created in ProDT using a web socket server. The web-
socket server also handled communication with the database, which is the core of the 
application architecture. These techniques (including the protocols) provided real-time 
notification between the database and the client, eliminating the need for the Ajax 
techniques of polling. The database contained information about each smart light such 
as the date of manufacture and installation, its GPS location, object data sent by the 
Smart Light, the fault issue result after data analysis and job card data.  

In order to generate an issue, data analysis using a decision tree learning algorithm 
was implemented. A decision tree is a tree structure consisting of nodes that each 
represent a test of an attribute with each branch representing a result of the test [29]. 
The tree splits observations into mutually exclusive subgroups until observations can 
no longer be split. The ID4.5 is a popular splitting algorithm that builds a decision tree 
by employing a top-down, greedy search through the given sets of training data to test 
each attribute at every node. Decision trees require little effort for data preparation 
unlike some statistical techniques and they are easy to interpret. The data collected was 
categorised data and therefore is ideal for decision tree. Furthermore, as there was no 
historical information on the diagnosis of faults or issues the decision tree was the ideal 
AI technique to be used as the classifier would be developed from the expert’s opinion 
of plausible issues. The diagnosis of a set of problems based on these opinions was 
determined as a classification problem. 

The improvements in the quality of information provided by these techniques thus 
allowed for advanced data analytics and intelligent algorithms (such as decision trees) 
to be conducted on the IoT data streams. The ability to interface with mobile 
technologies was also provided.  

6 Experiment Procedure and Findings 

The aim of the experiments was to evaluate the Round-Trip Delay time (RTD) of mes-
sages, latency, accuracy of the decision tree analysis and scalability. Due to space con-
straints this paper only provides details of the RTD and accuracy experiments.  

 
Round-Trip Delay time (RTD). The RTD experiment measures the time taken for a 
client to send a signal to a server and the time it takes for the server to acknowledge the 
signal and send a response [22]. In this context the client was the smart light and the 
server was the remote web socket server application. For the RTD experiment a con-
nection had to be established between the smart light and the web socket server appli-
cation. The experiment procedure involved running the applications in three cycles; the 
first cycle involved sending a data packet 10 times, then the second cycle 100 times and 
the third cycle 1000 times. The data packet was an array data object that was 
instantiated and sent to the server. 

Two phases of experiments were performed:  the first phase (local testing) consisted 
of running the server applications on a local host machine; and the second phase 
(remote testing) of the experiment involved running the server applications on a remote 
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server. The performance metrics for the RTD evaluation were delay time and messages 
per second.  

From the results of all three cycles it is evident that the KapCha web socket had a 
lower RTD time as compared to the Ajax protocol (Table 2). The results can be 
attributed to the fact that there are fewer HTTP overheads when using web sockets as 
compared to Ajax requests. Upon the connection being established all messages are 
sent over the single socket connection rather than the creation of new connections for 
new HTTP request and response calls created every time a message is sent over the 
Ajax protocol. 

Furthermore, the web socket protocol had more messages sent per second as 
compared to that of the Ajax protocol. The messages per second for web sockets are 
higher because the web sockets establish the connection once over a single socket, 
unlike Ajax techniques that require multiple connections to be opened and closed 
during request/response calls. Therefore, web sockets do not have messages delayed 
during the connection process and can send more messages per second. The messages 
sent per second over the web socket protocol increased exponentially with the number 
of iterations completed. 

Table 2. Experiment Results – RDT and Messages per second 
 

FIRST PHASE: LOCAL HOST 

Cycle Num 
Packets 

Time (Sec) Messages 

Ajax Kapcha Ajax Kapcha 

1 10 0.130 0.082 80.135 150.235 

2 100 0.435 0.082 301.720 1502.235 

3 1000 3.104 0.558 340.832 2215.621 

SECOND PHASE: REMOTE TESTING 

    Time (Sec) Messages  

Cycle 
Num 
Packets Ajax Kapcha Ajax Kapcha 

1 10 1.241 3.705 3.212  1.752  

2 100 22.016 17.213 2.907  3.352  

3 1000 153.352 147.25  3.191  3.714  
 
The results from the remote testing set of experiments revealed that the web socket 

protocol had a lower RTD time as compared to the Ajax protocol when the number of 
packets was lower than a certain level. This result could be due to the upgrade sequence 
overhead during the web socket handshake process. The additional overhead 
connection, however, is not significant as the number of iterations increase due to the 
maintenance of the single socket connection. The RDT results highlighted the 
advantages of applications that use web sockets have over HTTP polling mechanisms. 
The advantages are lower latency and the provision of a single socket connection that 
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enables the web server to push data to the client at will, creating a fully duplex bi-
directional data exchange web-protocol. 
Accuracy of decision tree: Prior to the development of the prototype there wasn’t any 
data stored regarding the cause of a fault or the documentation of the diagnosis of a 
fault at LightCo. Therefore, the accuracy of the training dataset created was based on 
the expert’s verification. The C4.5 decision tree algorithm was used to analyse the data 
and deduce the cause of the faults that occurred. For the experiment, the algorithm was 
deployed/executed to analyse three sample data set sizes of 50, 100 and 175. The 
number of correct predictions after each execution was recorded and verified by an 
expert at LightCo. This process was undertaken to establish the accuracy of the 
algorithm in diagnosing faults. The execution time of the algorithm was also recorded 
to determine the turnaround time of the fault diagnosis.  The formula used for 
determining the accuracy percentage was: 

 
Equation 1: 

 
The accuracy results are summarised in Table 3. The sample size of fifty (n=50) 

resulted in a percentage accuracy of 82.2% meaning that 41 out of the 50 predictions 
were correct. The sample size of 100 had 79 correctly predicted faults with a percentage 
accuracy of 79%. The final sample size had an accuracy percentage of 77% that is 96 
faults were correctly predicted. Whilst the accuracy results were all above 70% 
additional testing is required to determine accuracy of larger datasets. However, this 
could not be done since previous records were non-existent and the training set was 
small. This is a limitation of this study. Future studies should perform the accuracy tests 
on the larger data set, which will increase rapidly with time. However, in spite of this 
limitation useful results and lessons learned were obtained regarding the IoT techniques 
used in the model.  

Table 3. Accuracy Results 
 

Size of dataset Accuracy (%) 
50 82 

100 79 
125 77 

Mean 79 

7 Conclusions  

In this paper a theoretical prescriptive model for optimising downtime management 
is proposed that was derived from a systematic literature review of FSM, IoT and IQ 
theory. The use of intelligent algorithms and data accessibility are features of the model 
that can aid in the reduction of downtime. The model also supports geographically 
dispersed devices and clients. From a practical viewpoint, an organisation in the smart 
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lighting industry was used to test the model as a proof of concept. In the case of the 
smart lighting scenario, prior to the intervention of our study, an SMS/Ajax polling 
system was used that was slow and expensive due to the data costs. As a results 
insufficient data was provided to assist with detecting and diagnosing problems. The 
solution lacked real-time information and field service technicians had to rely on human 
‘diagnostics’ and sometimes travelling to the smart lights in order to physically detect 
problems. The proposed IoT model for downtime management was used to design an 
architecture and to develop and implement a system prototype for optimising downtime 
management in the smart lighting environment.  

The evaluations of the prototype revealed that web-sockets are more efficient and 
cost-effective than other web-based data transfer protocols such as Ajax. The 
implementation of a web-socket based protocol provided a low-cost data 
communication protocol with real-time bi-directional capabilities and fully duplex 
communication between a smart light and a remote server. The use of IoT-enabled 
communication protocols reduced the latency time and data exchange costs. 
Furthermore, the web-socket server implements an expert system mechanism using 
intelligent algorithms for data analysis. The intelligent algorithm, a C4.5 decision tree, 
automates fault detection and provides an issue report. The intelligent algorithms can 
assist service technicians to identify and diagnose problems. The practical contributions 
of this research are therefore the model, which can be used by FSM organisations in the 
implementation of IoT. The results of the evaluations revealed that the implementation 
of the various techniques and features of the model optimised downtime within the 
smart lighting environment. A problem encountered during the study related to 
restrictions on GSM protocols by the mobile service providers, some of which do not 
support the use of web-socket connections. Another challenge was inventor patents on 
the smart lights in the case study that restricted testing of the prototype in its natural 
environment. As a result only historical data was used for testing. A further limitation 
was that not all elements of the model could be tested due to time and resource 
constraints. However, the findings of this study can still be used by other researchers 
as a valuable source of reference when conducting similar research. The lessons learnt 
can be useful to other researchers and practitioners working in FSM and similar 
industries that can benefit from IoT.  

The combination of advanced big data analytics, cloud-computing and IoT enables 
users to not only gather vast amounts of data but also enable them to process it without 
having to acquire high infrastructural costs. This leads to several opportunities for re-
searchers in these fields. Future research directions could extend the study to include 
functionality such as predictive maintenance. AI mechanisms can be implemented in 
the model to support the prediction of faults before they occur. Additional intelligence 
can be achieved by interacting with other systems in the same environment that have a 
direct impact on the equipment’s performance. The addition of predictive mechanisms 
as well as enabling object interaction with other systems will transform regular 
equipment into a self-aware and self-learning machines, and consequently improves 
overall performance and maintenance management. The model serves as a reference 
model for standards and protocols in an IoT-based implementation in the field of down-
time management within the after-sales industry. Although the study was limited to 



15 

evaluating the prototype in only one environment it provided valuable lessons that 
could be used by other practitioners and researchers to guide the implementation of IoT 
in FSM. 
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