
HAL Id: hal-03217364
https://inria.hal.science/hal-03217364

Submitted on 4 May 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

IoTutor: How Cognitive Computing Can Be Applied to
Internet of Things Education

Suejb Memeti, Sabri Pllana, Mexhid Ferati, Arianit Kurti, Ilir Jusufi

To cite this version:
Suejb Memeti, Sabri Pllana, Mexhid Ferati, Arianit Kurti, Ilir Jusufi. IoTutor: How Cognitive Com-
puting Can Be Applied to Internet of Things Education. 1st IFIP International Internet of Things
Conference (IFIPIoT), Sep 2018, Poznan, Poland. pp.218-233, �10.1007/978-3-030-15651-0_18�. �hal-
03217364�

https://inria.hal.science/hal-03217364
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


IoTutor: How Cognitive Computing Can Be
Applied to Internet of Things Education ?

Suejb Memeti1, Sabri Pllana1, Mexhid Ferati2, Arianit Kurti1,3, and Ilir Jusufi1

1 Linnaeus University, Department of Computer Science and Media Tech., Sweden
{suejb.memeti, sabri.pllana, arianit.kurti, ilir.jusufi}@lnu.se

2 Linnaeus University, Department of Informatics, Sweden
mexhid.ferati@lnu.se

3 RISE Research Institutes of Sweden, Sweden
arianit.kurti@ri.se

Abstract. We present IoTutor that is a cognitive computing solution
for education of students in the IoT domain. We implement the IoTutor
as a platform-independent web-based application that is able to interact
with users via text or speech using natural language. We train the Io-
Tutor with selected scientific publications relevant to the IoT education.
To investigate users’ experience with the IoTutor, we ask a group of stu-
dents taking an IoT master level course at the Linnaeus University to use
the IoTutor for a period of two weeks. We ask students to express their
opinions with respect to the attractiveness, perspicuity, efficiency, stim-
ulation, and novelty of the IoTutor. The evaluation results show a trend
that students express an overall positive attitude towards the IoTutor
with majority of the aspects rated higher than the neutral value.

Keywords: Internet of Things (IoT) · education · cognitive computing
· IBM Watson

1 Introduction

Internet of Things (IoT) [17] pertains to networked interactive physical objects
(such as, personal devices, connected cars, industrial machines, or household
goods) with sensing, processing, communication, and acting capabilities. Evo-
lution of the Internet from a network of computers to the network of things
creates opportunities for new services and applications in society [12, 21, 24] and
industry [9, 6]. According to Gartner [14], it is expected that by the year 2020
there will be about 20 billion IoT devices worldwide and it is expected that more
than 65% of companies will use IoT solutions. Therefore, adequate education of
the future workforce is a precondition for success in the increasingly relevant
domain of IoT.

When searching for information about a topic, search engines usually return
more results than we can study. For instance, currently Google returns about 35
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million results, when we search for Internet of Things. Therefore, it is important
to have a system that returns succinct information from relevant literature based
on a question expressed in natural language.

A cognitive computing [8, 19, 23] system, such as the IBM Watson [20], re-
lates a text passage (that is a question) with another text passage (that is an
anticipated corresponding answer) by using machine learning. Predicting the
probable answer involves determining the major features of the question by gen-
erating hypothesis and evaluation of possible answers considering the context,
and iterative learning from each instance of interaction with the cognitive sys-
tem. The IBM Watson [13] has been successfully used in many domains [22],
such as, the life sciences research [10] or health-care [5]. Goel et al. [15] argue
that the IBM Watson has the potential to be used as an educational tool.

In this paper, we propose to use cognitive computing for education of stu-
dents in the IoT domain. We describe the design and implementation of IoTutor
that we use for empirical evaluation of our approach. We have implemented the
IoTutor as a platform-independent web-based application using a collection of
the IBM Watson cloud services including the discovery service, text-to-speech
and speech-to-text services. We trained the IoTutor with selected scientific pub-
lications and course books relevant to the IoT education. To investigate users’
experience with the IoTutor, we asked a group of students taking an IoT master
level course at the Linnaeus University in Sweden to use the IoTutor for a period
of two weeks. One of the course assignments was to develop a literature review
for the course project. To complete the assignment, they were instructed and
encouraged to use IoTutor beside Google Scholar and other digital libraries. Via
a user experience questionnaire participants were asked to express their opin-
ions with respect to the attractiveness, perspicuity, efficiency, stimulation, and
novelty of the IoTutor. The results show a trend that participants expressed an
overall positive attitude towards the tool. The majority of aspects were rated
higher than the neutral value, while the rest were slightly lower than the neutral
value. We observed that for some questions IoTutor showed sub-optimal answers,
which may be a consequence of using a relatively small number of training ques-
tions and papers.

Major contributions of this paper include,

1. a development of IoTutor, which is a cognitive computing tool able to interact
with users through text and voice using natural language,

2. a training of IoTutor for education of students in the IoT domain,

3. an evaluation of IoTutor with the help of a group of students at Linnaeus
University.

The rest of the paper is organized as follows. In Section 2 we discuss the
related work. Section 3 describes the design and implementation of IoTutor. In
Section 4 we first demonstrate the use of IoTutor, and thereafter we discuss the
results of the user experience questionnaire. We conclude our paper and provide
future research directions in Section 5.
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2 Related Work

In this section we first provide examples of related work and thereafter we con-
trast the work presented in this paper with the related work.

Goel et al. [15] used different Watson services to develop six diverse appli-
cations that aim at understanding the functionality and capabilities of Watson
and enhancing the human-computer co-creativity. By developing these diverse
applications the authors argue that Watson has potential to be used in different
domains, and has large range of opportunities to be used as an educational tool.

Achilleas et al. [4] propose to use social networks and media for increasing
motivation of students for STEM education and careers. They developed a social
media aware platform and evaluated it in the context of a pan-European contest
in STEM disciplines. More than 700 pre-university students participated in the
contest and via a user-experience questionnaire they had the opportunity to
express their opinion. Results of the questionnaire suggest that the contest using
social media had positive influence on learning and motivation of participants.

Chen et al. [10] investigate the use of IBM Watson for accelerating the life sci-
ences research. The authors trained Watson using large amounts of data includ-
ing pharmacological data, genomics data, patents, and literature in life sciences.
Watson is able to recognize concepts and their synonyms when they appear as
an image or text in literature. For instance, Watson was able to generate in
real-time relationships between the multiple sclerosis and any gene using data
from more than 26 million MEDLINE abstracts.

Witte et al. [26] uses natural language processing to bring new levels of sup-
port to software developers. A plug-in that is integrated in the Eclipse IDE
is developed, which provides quality analysis of the comments found in source
code and version control commits. The aim of this project is to help software
developers reduce the effort required to analyze their code by extracting use-
ful information that might be valuable to understand the functionality of the
application that is not always obvious by looking at the source code only.

Chozas et al. [11] study the use of cognitive computing for assisting novice
programmers in avoiding the commonly made mistakes in parallel programming
with OpenMP. They use the dialogue service of the IBM Watson for implementa-
tion of their solution that enables a dialog-based interaction with a programmer
in English and Spanish during the process of parallel programming.

Harms [18] proposes an approach that is able to monitor and understand
the programming skill level of the developer and adaptively suggest code ex-
amples that may help to learn new programming concepts found within the
suggested examples. The author argues that this approach avoids overwhelming
the memory of novice programmers by considering the previous knowledge of the
programmer and carefully suggesting examples that contain new information.

In contrast to the related work, we use the cognitive computing technology to
develop the IoTutor that assists students to learn about the domain of Internet
of Things.
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3 Design and Implementation

In this section, first we describe the design of our solution, thereafter we highlight
implementation details.

3.1 Design

The goal of IoTutor is to provide means for communication (related to the area
of Internet of Things) between the user and the computer through natural lan-
guage in a similar fashion as personal assistants like Apple Siri, Google Now,
and Microsoft Cortana. While these personal assistants are incorporated in the
operating system, and can be used only within a selected operating system, we
aim at developing a web based platform that is independent from the operating
system and device. IoTutor allows users to interact with it, that is ask questions
related to Internet of Things, through a dialog-based interface.

A high-level architecture overview of our system is depicted in Figure 1. The
main components of the system are the front-end, the back-end, and the Watson
Cloud Services. The user interacts with the front-end. The front-end forwards
requests from the user to the back-end, and returns responses from the back-end
to the user. The back-end is connected to Watson Cloud services, which are used
to extract knowledge from a corpus of data (in this case scientific publications),
and enhance IoTutor with speech capabilities (that is text-to-speech and speech-
to-text).

Fig. 1: A high-level overview of IoTutor architecture. The front-end provides
means for interaction with the user, and the back-end interacts with the IBM
Watson Cloud services. The front-end is a web based dialog view that can be
accessed with any Internet Browser.

Figure 2 depicts the flowchart with the major events of the IoTutor. When
the tool starts, the page is rendered and a welcome message is displayed. Then
depending on how the user wants to interact with IoTutor, that is voice or text,
the following steps are performed. If the user wants to use voice commands,
then the microphone button should be pressed, which will establish a stream
through the back-end between IoTutor and the speech-to-text Watson, and the
recognized words will be displayed in the question box. Unless the user toggles
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Fig. 2: A flowchart of user interaction with the IoTutor.

the microphone from on to off, IoTutor will keep recognizing the voice commands
and display the text on the question box. Otherwise, if the user decides to use
text to ask questions, the question can be typed on the question box. When
the microphone is stopped, or the send button is pressed, the question will be
displayed in the conversation area, and then it will be sent to the back-end.
When the list of relevant answers is retrieved, those will be displayed in the
conversation area. Passages of answers are displayed first, which the user may
click to expand and then the answer will appear in a modal (pop-up) window
with more details. Those details include a link to the full article and an option
to let IoTutor read the full text to the user. Once the button to read the text is
pressed, an audio player will be shown and IoTutor will start reading the text.
If the link to the full article is pressed, the user will be redirected to the full pdf
file. When the close button is clicked, the modal window will be closed, and the
user may either choose to expand another answer, or ask a new question.

A high-level overview of the development process of IoTutor is depicted in
Figure 3. There are four main activities, including data preparation, data import,
training of the model, and using the model. In what follows we describe each
activity.
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2. DATA IMPORT 3. TRAINING1. DATA PREPARATION
1.1 Collection of scientific 
articles

1.2 Classification of articles
 based on the venue

2.1 Create a configuration file 
for each venue

2.2 For each venue, import the 
corresponding articles

3.1 Prepare a minimum of 50 
questions

3.2 Query the model using the 
selected questions

3.3 For each query, select the
 (not) relevant answers

4. USING
4.1 Retrieve user questions 
as text or voice

4.2 Respond to the user using 
text or audio

Fig. 3: IoTutor development process. Major steps include data preparation, data
importing, IoTutor training, IoTutor using.

Data Preparation (activity 1): Scientific articles related to Internet of
Things were collected from different electronic databases, including ACM, Spring-
er, IEEE Explore, and Elsevier (activity 1.1). They were classified in respective
folders, where each folder corresponds to an electronic database. The scientific
articles were further classified by the venue, such as a conference, journal, or a
magazine (activity 1.2).

Data Import (activity 2): To be able to split the scientific publications
in subsections, which is useful to correctly identify all relevant sections of the
manuscript, a separate configuration file was created for each database and
venue. For example, a configuration file, named Springer-conference-configura-
tion.json, was used to identify sections of Springer conference scientific articles
(activity 2.1). These configuration files were used to import the data into the
Watson Discovery service. The corresponding configuration files were used to im-
port the scientific articles collected from each venue of a digital library (activity
2.2).

Training (activity 3): According to the Watson Discovery Service doc-
umentation [1], a minimum of 49 queries should be used to train the Watson
Discovery service. We used minimal resources and have defined 50 questions to
train the model (activity 3.1). For each question, we have added a natural lan-
guage query to the Watson Discovery service for training (activity 3.2). For each
question, Watson suggests a set of answers, which need to be marked as relevant
or not-relevant (activity 3.3). We went through 15 answers for each question
and marked their relevance. Since the training process is a one-time activity, we
have used the Watson Discovery Tooling interface, rather than using the API to
implement the same functionality. In total, we fed Watson with 50 paper and 2
books in the topics of Internet of Things. The training process took 6-7 hours
excluding the time to find the articles and preparing the questions.

Using the service (activity 4): Once the Discovery service was trained,
the tool was ready to accept various questions related to Internet of Things
(activity 4.1). A set of relevant answers are provided by Watson, and displayed
to the user (activity 4.2).
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Fig. 4: An overview of components used to implement our solution.

3.2 Implementation Details

Figure 4 shows an overview of components used to implement our solution. There
are three layers of the architecture, the front-end, the back-end, and the Watson
Cloud Services.

Front-End The major components of the front-end include the IoTutorSpeech,
IoTutorDiscovery, and index.

The IoTutorSpeech component has three main functions, toggleMic() used to
turn the microphone on and off, listen() used to initiate the process of streaming
data to the corresponding Watson services when the microphone is on, and
speak() will start reading the corresponding answer when the user clicks the
play button.

The IoTutorDiscovery component has four main functions, initConversa-
tion() used to initiate the conversation, which basically says the welcome message
and some instructions on how to use IoTutor. The getMessage() is triggered when
the user asks a question, it displays the question on the conversation area, and
sends it to the corresponding Watson services. The getResponse() is triggered
when the back-end has found a response and it displays it on the conversation
area. The readText() will simply call the speak() function from the IoTutorSpeech
component with the corresponding parameters.

The index component is a simple file which includes the html markup, the
style-sheets, java-scripts, fonts, and icons. It also has an init() function which is
used as a constructor to set the variables. Third party libraries such as bootstrap
and jQuery were used to implement the front-end.
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Back-End The major components of the back-end include the discovery, speech,
and env. Third party NodeJS modules, such as Watson Developer Cloud SDK,
vCapServices and request, were used in our implementation. For design and
security reasons, the front-end communicates with the Watson services through
the back-end. The back-end has the environment file (env.json) that contains the
credentials (such as, username, password, url, workspace, version, collection id,
configuration id, and environment id) for each of the Watson Cloud services,
including discovery, text-to-speech, and speech-to-text.

The discovery component is a simple application program interface (API),
which accepts requests (in this case questions) from the front-end and sends
it to the Watson Cloud Discovery service. The API needs to authenticate first
using the information found in the env.json file. When a response is received
from the Watson Discovery service, the back-end forwards the response to the
front-end. Additionally, the back-end has a database of files that were imported
in the Watson Discovery service, and it can easily map a response to an actual
scientific publication, such that if the user wants to read more, the front-end can
provide a link to the paper.

The speech component is an API, which handles requests and responses for
speech-to-text and text-to-speech services. It can basically establish a stream
that can listen to the user’s microphone and display the recognized text in the
input box of the IoTutor GUI, as well as can generate an audio file corresponding
to a given input text. Similar to the discovery component, it first authenticates
to the text-to-speech or speech-to-text service using the information provided
by the env.json file, and then it can send specific requests to the Watson Cloud
text-to-speech or speech-to-text services.

Watson Cloud Services Watson provides different cloud services, such as
speech-to-text, text-to-speech, discovery, conversation, and natural language un-
derstanding. To achieve the goals of our paper, we have used only three of them,
discovery, text-to-speech, and speech-to-text.

The discovery service allowed us to extract useful information from various
scientific publications related to Internet of Things, such that when the user
asks a question, we can query the service and retrieve a list of ranked responses
(publications, sections of publications, or a specific sentence or paragraph in such
articles) that are relevant to the question being asked.

The speech-to-text service allowed us to enhance the IoTutor with voice recog-
nition, such that the user may use their microphone to ask questions. This service
will listen to the microphone and as a response will provide a stream of recog-
nized text.

The text-to-speech service allowed us to enhance the IoTutor with the possi-
bility to read the provided answers for users. This service accepts a text input
and provides an audio file which can be played on demand by the user. The com-
bination of the speech-to-text and text-to-speech services enabled us to provide
an interaction between the user and IoTutor, similar to personal assistants like
Apple’s Siri [7] or Google’s Now [16].
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Environmental details To implement our application, we have used HTML5,
CSS, and JS in front-end, whereas NodeJS [2] is used in the back-end. Among
others, in the back-end we used the Watson Node SDK [3] to access the IBM
Watson Developer Cloud services. The application was deployed on an Ubuntu
v14.04 server with Apache v2.4 and node v6.11 installed. For the voice commands
to work on the front-end, which requires data to be encrypted, we enabled the
Hyper Text Transfer Protocol Secure (HTTPS) on our server (Table 1).

Table 1: Key software components of IoTutor server

Software component Version

Operating System Ubuntu 14.04 x64
Web Server Apache 2.4
Runtime Platform NodeJS 6.11
Libraries and Packages Watson Node SDK 2.4, Unirest 0.51, Bootstrap 3.3.7

4 Evaluation

In this section, we first demonstrate the functionality of IoTutor and how users
can interact with IoTutor to ask questions related to Internet of Things. There-
after, we describe the evaluation method and results of our evaluation.

4.1 Demonstration

Figure 5 shows the graphical user interface of IoTutor and demonstrates a use
case scenario when a user asks an IoT related question, and IoTutor provides
a list of relevant answers. When IoTutor is loaded, the welcome message is dis-
played (see Fig. 5a) and waits for the user to either press the microphone button
and talk, or type a question on the question box. The question will appear in the
conversation area together with the list of relevant answers. IoTutor provides up
to 10 relevant answers, out of which the first two will appear first, and the rest
can be accessed using the navigation links. To help users quickly find a desired
answer, the list of answers shows only excerpts of the full answer, which can be
displayed when the user clicks the View Document button.

The Expanded answer view is depicted in Fig. 5b, and it contains information
related to the scientific publication that contains the answer, including article
title, authors, and publication year, as well as a link to the full article. The text
shown in this view provides the complete information, which sometimes was
lengthy, and to help the user focus on the most important parts, we highlight
the passages in a light blue color. Instead of reading the text, the user may
choose to let IoTutor read the text. In that case, an audio player will be shown
containing the controls to play, pause, or move forward and backwards through
the audio stream.
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(a) The conversation area view, including the greeting message, questions, list of an-
swers, question box, and microphone toggle button.

(b) The expanded answer view, including the article information (title, authors, year),
the text-to-speech functionality, and expanded answer.

Fig. 5: Demonstration of a case where the user: (1) asks a question and IoTutor
shows a list of answers (Figure 5a); and (2) clicks the View Document button
to expand the answer (Figure 5b).
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Table 2: The user experience questionnaire for the evaluation of IoTutor.

Aspect Id Question

Attractiveness a1 What is your overall impression of our interactive Internet of Things
Assistant (IoTutor)?

a2 How useful do you find the possibility to ask questions using voice?
a3 How useful do you find the feature that allows IoTutor to read the

answers for you?
a4 How useful do you find the functionality of IoTutor that returns

research articles as answers to some of the questions?

Perspicuity p1 How intuitive and easy to understand is the GUI (Graphical User
Interface) of IoTutor?

p2 How difficult is to get familiar with IoTutor?
p3 How easy it is to use IoTutor?

Efficiency e1 How efficient is IoTutor to help you find answers for questions re-
lated to Internet of Things?

e2 How quickly did IoTutor find the answers?

Stimulation s1 How valuable is to use IoTutor for the assignment?
s2 How exciting is to use IoTutor for the assignment?
s3 How interesting is to use IoTutor for the assignment?
s4 How much does IoTutor motivate you to learn about the Internet

of Things?

Novelty n1 Dull / Creative
n2 Conventional / Inventive
n3 Usual / Leading edge
n4 Conservative / Innovative

4.2 Evaluation Method and Results

To understand users’ interaction and experience with the IoTutor, we conducted
an evaluation of the tool. The IoTutor was initially presented to participants and
then they were given two weeks period to explore it. Most of the participants
were students taking an Internet of Things master level course at Linnaeus Uni-
versity. One of the course assignments was to develop a literature review for the
course project. To complete the assignment, they were instructed and encour-
aged to use IoTutor beside Google Scholar and other scientific libraries. After
they had used IoTutor, participants were instructed to answer questions (see
Table 2) of a User Experience Questionnaire (UEQ), which was adopted from
[25]. The questionnaire measured six dimensions: attractiveness (four questions),
perspicuity (three questions), efficiency (two questions), stimulation (four ques-
tions), and novelty (four questions). Questions were represented in a five-scale
semantic differentials, where 1 indicates the most negative answer, 5 indicates
the most positive answer, and 3 indicates a neutral answer. Ten participants
consented and answered the questionnaire.
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The results of the UEQ show a trend that participants expressed an overall
positive attitude towards the tool. Most of the aspects/dimensions (12 out of
17) were rated higher than the neutral value, while the rest were slightly lower
than the neutral value (see Figure 6). However, the highest average rating was
3.8, which is an indication that although positive, these results are still not
convincing.

When looking cumulatively at each of the five aspects/dimensions, all rat-
ings appear over the neutral value (see Figure 7). Considering that the aspects
of perspicuity and efficiency measure the usability of the tool, and the aspects
of simulation and novelty measure the user experience, the indication is that
both show similar ratings. Slightly higher ratings were shown for perspicuity
and novelty, which is an indication that participants had no difficulty to fa-
miliarize themselves with using the tool, and participants had recognized the
innovativeness and creativeness of the tool.

0

1

2

3

4

5

a1 a2 a3 a4 p1 p2 p3 e1 e2 s1 s2 s3 s4 n1 n2 n3 n4

Attract iveness Perspicuity Efficiency Stimulation Novelty

UEQ Averages and Standard Deviations

Fig. 6: The average and standard deviation for each of the answers in the user
experience questionnaire.

Besides the UEQ results, we had an opportunity to briefly discuss the tool
with two participants after they have used the tool and provided their UEQ
answers. One major concern expressed was that the tool provided keyword-
based answers, which was not expected considering that the interface tool was
accepting natural questions. Participants’ expectation was that an interface that
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is based on Watson should provide more natural and comprehensive answers.
Indeed, such interface behavior was also noted by the researchers. Because this
seemed inappropriate, we did contact IBM and inquire whether the service was
working correctly or if training process and resources fed to Watson were with
omission. Their reply confirmed that the procedure we followed was correct. It
remains to speculate that perhaps in order to get better results, Watson should
be trained with more content and more questions than what we had provided
(described in activity 3).

0

1

2

3

4

5

Attract iveness Perspicuity Efficiency Stimulation Novelty

Cumulative Averages and Standard Deviations for 
each Aspect

USABILITY USER EXPERIENCE

Fig. 7: Cumulative averages and standard deviation for each aspect of UEQ.

Two other usability issues were revealed in our discussion. One was consider-
ing the voice-based input. Apparently, when users used that feature, once they
stopped talking, the question was submitted, without offering the opportunity
to edit the text beforehand. Considering that sometimes there were comprehen-
sion issues and the text displayed by the interface was different from what the
participant had uttered, being able to edit the question was necessary. The other
issue was the interface feature to read out loud the excerpts from the paper pro-
vided as an answer. This feature was actually possible only when participants
expanded the initial answer and viewed an extended excerpt from the source
paper. Participants expected that the interface would read even the initial brief
answer provided. This was an interface omission to clearly communicate when
that feature is availability.

5 Conclusions and Future Work

With above 20 billion IoT devices expected to be used in the near future, ade-
quate education of skilled work-force is a priority. Considering the recent success
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of cognitive computing solutions in health or financial domains, and the increas-
ing volume of IoT literature in various formats, we have proposed in this paper
the application of cognitive computing to IoT education.

We have described the design and implementation of IoTutor, which is a
platform-independent web-based application that enables dialog-based interac-
tion with users that want to learn about IoT. The interaction in text or speech
form is done using natural language. We have investigated the usefulness of
IoTutor by asking a group of students at the Linnaeus University to use the Io-
Tutor for a period of two weeks. Participants have expressed their opinions with
respect to the attractiveness, perspicuity, efficiency, stimulation, and novelty of
the IoTutor. The majority of aspects were rated higher than the neutral value,
while the rest were slightly lower than the neutral value.

We have observed that using a relatively small number of training questions
and papers may result with sub-optimal answers from IoTutor. Our intention
with this study was to see the quality of answers that IoTutor would provide
with minimal training resources. In the future, we plan to use a larger digital
library of scientific publications during the training process of IoTutor to measure
its impact in the increase of the quality of the answers provided by the tool.
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