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Abstract

The discontinuous Galerkin domain decomposition (DGDD) method couples
subdomains of high-fidelity polynomial approximation to regions of low-dimensional
resolution for the numerical solution of systems of conservation laws. In the low-
fidelity regions, the solution is approximated by empirical modes constructed by
Proper Orthogonal Decomposition and a reduced-order model is used to predict
the solution. The high-dimensional model instead solves the system of conserva-
tion laws only in regions where the solution is not amenable to a low-dimensional
representation. The coupling between the high-dimensional and the reduced-order
models is then performed in a straightforward manner through numerical fluxes
at discrete cell boundaries. We show results from application of the proposed
method to parametric problems governed by the quasi-1D and 2D compressible
Euler equations. In particular, we investigate the prediction of unsteady flows in
a converging-diverging nozzle and over a NACA0012 airfoil in presence of shocks.
The results demonstrate the stability and the accuracy of the proposed method
and the significant reduction of the computational cost with respect to the high-
dimensional model.

Keywords: Reduced-order model, Domain decomposition, Proper Orthogonal
Decomposition, Discontinuous Galerkin method, ECSW method

1. Introduction

Model order reduction (MOR) is an attractive method to significantly decrease
the computational cost associated with numerical solutions of parametric problems
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governed by partial differential equations. It typically consists of a computationally
intensive offline training stage where high-fidelity solutions are collected to define
a data-driven approximation space and a cheap online simulation stage where the
data-driven model is exploited to make new predictions.

Perhaps the most common method for obtaining the reduced approximation
space is the Proper Orthogonal Decomposition (POD) [1, 2] which hierarchically
rearranges the subspace spanned by high-fidelity solutions according to an energy
criterion so that redundant information can be discarded to achieve dimensionality
reduction. However, the nature of the problem strongly determines the extent to
which one can reduce the dimensionality of the approximation space [3]. As the
problem parameters are varied, singular solution features like shocks or compact
support phenomena like vortices, shear layers, contact discontinuities, can change
their position and shape such that dimensionality reduction is limited. One pro-
posed approach to overcome this limitation is to introduce a mapping applied to
the high-fidelity solutions which improves dimensionally reduction [4, 5, 6, 7, 8, 9].
Alternatively, in this work we adopt the strategy of employing the reduced-order
model (ROM) only in those subdomains where a significant dimensionality reduc-
tion can be achieved and employing the high-dimensional model (HDM) elsewhere,
as proposed and demonstrated in [3, 10, 11, 12, 13, 14].

The next element in MOR is the formulation of the governing equations for the
ROM. The classical approach employs a standard Galerkin projection of the HDM
onto the POD subspace. For flow models dominated by advection, special care
must be deployed to ensure stability of the resulting ROM. It is well known that
standard Galerkin semi-discretization for a linear advection equation is marginally
stable in the discrete energy norm and a time-explicit ROM based on such approach
is unstable without the introduction of suitable additional numerical diffusion [15].
On the other hand, constructing the ROM based on a discontinuous Galerkin spa-
tial discretization with upwinding of the numerical fluxes is an alternative way
to introduce suitable numerical dissipation [16]. The discontinuous Galerkin ap-
proach offers the advantage of allowing a modal approximation of the solution and
a stable time-explicit discretization. An alternative approach to ensure ROM sta-
bility for advection dominated flows consists of minimizing the high-dimensional
discrete residual as in the least-squares Petrov-Galerkin projection [17, 18, 19].

In this work, we introduce a discontinuous Galerkin domain decomposition
(DGDD) method in which high-dimensional and reduced-order models coexist.
Instead of using a global ROM, the domain is spatially partitioned a priori to
isolate the subdomains which are anticipated to contain shocks or compact sup-
port phenomena. Spatially local ROMs are employed in the subdomains where a
significant dimensionality reduction can be achieved while the HDM is used else-
where. For the coupling, the ROM is based on the discontinuous Galerkin (DG)
method [16, 20, 21]. Compared to the standard DG method, the polynomial shape
functions are replaced by empirical modes constructed by POD in order to best
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approximate the solution snapshots. In addition, the ROM is equipped with the
energy-conserving mesh sampling and weighting (ECSW) hyper-reduction method
[22, 23, 24], which provides an empirical quadrature rule enabling the efficient eval-
uation of the integrals involved in the DG formulation. With this framework, the
coupling between the HDM and the local ROMs is performed in a straightforward
manner through numerical fluxes at cell boundaries. The accuracy and computa-
tional complexity of the resulting method depends on the domain decomposition.
If the HDM is used in a large part of the domain, the accuracy of the coupling
model can be very high but the resulting model will be computationally expensive
to solve. Conversely, if the ROM is sufficient to approximate the solution in most
of the domain, this method allows to significantly reduce the computational cost
associated with obtaining model solutions in the online stage.

The DGDD method is detailed in the next sections as follows. In Section 2,
we introduce the governing equations and the HDMs employed for their numerical
solution. Then, Section 3 presents in details the ROM based on the discontinuous
Galerkin method. In Section 4, we describe the domain decomposition and the
coupling between the HDM and the ROM. Section 5 demonstrates the accuracy
of the proposed method and the significant reduction of the computational cost
versus the HDM for three different applications. Finally, Section 6 offers some
conclusions.

2. Governing equations

Let the parameter domain D ∈ Rp be a closed and bounded subset of the
Euclidean space Rp. Moreover, let the physical domain Ω ∈ Rd be a smooth
bounded open set with boundary ∂Ω, where d ∈ {1, 2} is the space dimension. In
this work, we consider parameterized systems of conservation laws of the form

∂q

∂t
+∇ · F(q) = s(q), (1)

for x = (x, y)T ∈ Ω, t ∈ R∗+, µ ∈ D, and subject to appropriate initial and
boundary conditions. Here q ∈ RN denotes the conservative state variable, F =
(f ,g) denotes the flux and s denotes the source term. In particular, we will focus
on the modeling of inviscid compressible flow with the quasi-1D Euler equations,
with

q =

Ö
ρ
ρu
E

è
, f =

Ö
ρu

ρu2 + p
u(E + p)

è
, s =

Ö
−ρu 1

A
dA
dx

−ρu2 1
A

dA
dx

−u(E + p) 1
A

dA
dx

è
, (2)

and the 2D Euler equations, defined by

q =

á
ρ
ρu
ρv
E

ë
, f =

á
ρu

ρu2 + p
ρuv

u(E + p)

ë
, g =

á
ρv
ρuv

ρv2 + p
v(E + p)

ë
, s =

á
0
0
0
0

ë
, (3)

3



where ρ is the density, u = (u, v)T is the velocity, E is the total energy, A(x) ∈
C1(R) is a smooth function, for example the cross sectional area of a nozzle, and
p is the pressure, given by the equation of state

p = (γ − 1)

Ç
E − ρ‖u‖

2

2

å
with γ, the specific heat ratio, taken as γ = 1.4 in the following.

In our experiments, the HDM for problems governed by the quasi-1D and 2D
Euler equations is constructed using a discontinuous Galerkin method [25, 26] in
space and a TVD Runge-Kutta scheme [27] in time.

3. Reduced-order models based on discontinuous Galerkin method

In the ROM, each component qi of the solution q is approximated in space by
a small number of basis functions Φi

n in order to reduce the number of dimension
of the solution space:

∀i ∈ {1, . . . , N} : q̃i(x, t;µ) = qi(x) +
Mi∑
n=1

ain(t;µ)Φi
n(x), (4)

where the offset qi and basis functions Φi
n are built during the offline training stage

and the coefficients ain are computed in the online simulation stage of the ROM.

3.1. Discontinuous Galerkin method

In the online stage, the coefficients ain are determined by the discontinuous
Galerkin method. Inserting the approximate solution (4) in the system of conser-
vation laws (1) leads to the residual

R(x, t;µ) =
∂q̃

∂t
+∇ · F(q̃)− s(q̃).

Projecting this residual onto the basis functions Φi
n, performing an integration

by parts on each cell K ∈ Ω, and replacing the flux by a numerical flux at cell
interfaces ∂K, we obtain the discontinuous Galerkin spatial discretization of (1)

dain
dt

=
∑
K∈Ω

Çˆ
K

Fi(q̃) · ∇Φi
n + si(q̃)Φi

n dx−
ˆ
∂K

F̂i(q̃
−, q̃+,n)Φi

n dσ

å
, (5)

where the orthonormality of the basis functions has been used. Here, n denotes
the outward unit normal, “Fi denotes the numerical flux, i.e. “Fi = “Fi(q̃

−, q̃+,n)
with q̃− and q̃+, the negative and positive trace, respectively, and q̃+ = qbc at the
boundary ∂Ω with qbc the boundary conditions. Notably, the additional surface
integrals provided by the DG formulation are responsible for enforcing in a weak
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sense the boundary conditions and allow to introduce numerical diffusion/dissipa-
tion through the numerical flux. To have a consistent scheme, the numerical flux
must be consistent, that is “Fi(q̃, q̃,n) = Fi(q̃) · n

according to Lemma 2.1 in [28]. In this case, the ROM is also consistent.

3.2. Proper Orthogonal Decomposition

In the offline stage, the HDM provides a database of Ns snapshots of the high-
fidelity solution collected at different time instances and input parameters. Let
qli(x) = qi(x, tk(l);µj(l)) be the lth snapshot of the conserved variable qi collected
at time instance tk(l) and input parameter µj(l). The offset is defined as the mean
of the snapshots over time and parameter space:

qi(x) =

Ns∑
l=1

qli(x)

Ns

.

The basis functions Φi
n are then computed by POD to yield the best representation

of the solution snapshots. More precisely, the subspace spanned by the basis
functions Φi

n is the subspace of rank Mi minimizing, in the least-squares sense, the
difference between the snapshots and their projections P [qli] onto this subspace.
That is, the basis functions Φi

n are the solution to the minimization problem
minimize

Φi1,...,Φ
i
Mi

Ns∑
l=1

ˆ
Ω

Ä
qli(x)− P [qli](x)

ä2
dx

subject to

ˆ
Ω

Φi
n(x)Φi

m(x) dx = δn,m ∀n,m ∈ {1, . . . ,Mi},
(6)

where P [qli](x) = qi(x)+
Mi∑
n=1

´
Ω

(qli(y)−qi(y))Φi
n(y) dy Φi

n(x). When the snapshots

are stored in the matrix

Si =

à ∗
q1
i (x1)

∗
q2
i (x1) · · · ∗

qNsi (x1)
∗
q1
i (x2)

∗
q2
i (x2) · · · ∗

qNsi (x2)
...

...
. . .

...
∗
q1
i (xNx)

∗
q2
i (xNx) · · · ∗

qNsi (xNx)

í
∈ RNx×Ns

with
∗
qli(x) = qli(x)− qi(x), the basis functions are stored in matrix

Φi =

à
Φi

1(x1) Φi
2(x1) · · · Φi

Mi
(x1)

Φi
1(x2) Φi

2(x2) · · · Φi
Mi

(x2)
...

...
. . .

...
Φi

1(xNx) Φi
2(xNx) · · · Φi

Mi
(xNx)

í
∈ RNx×Mi ,
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and the quadrature rule is represented by the symmetric positive definite matrix
W ∈ RNx×Nx , the problem (6) can be written in matrix form as minimize

Φi
‖Si −Φi(Φi)TWSi‖2

FW

subject to (Φi)TWΦi = I
(7)

where ‖A‖2
FW

= Tr(ATWA) is the Frobenius norm associated to the scalar prod-

uct defined by W. By defining Ŝi = (W
1
2 )TSi, the basis functions are given by

the Eckart-Young theorem [29]:

Φi = (W
1
2 )−TUMi

,

where Ŝi ≈ UMi
ΣMi

VT
Mi

is the truncated SVD of Ŝi and W = W
1
2 (W

1
2 )T is the

Cholesky decomposition of W. In the discontinuous Galerkin formulation (5), the
derivatives of the basis functions ∇Φi

n are also required. As the basis functions
are a linear combination of the snapshots, they are derived analytically to obtain

∂Φi

∂x
=
∂Si

∂x
VMi

Σ−1
Mi

and
∂Φi

∂y
=
∂Si

∂y
VMi

Σ−1
Mi
.

3.3. Hyper-reduction

In order to evaluate the volume integral in system (5), we have to compute the
integrand

Hv
i,n[q̃] = Fi(q̃) · ∇Φi

n + si(q̃)Φi
n

at each point x ∈ ⋃
K∈Ω

K, which is in general prohibitively computationally expen-

sive. To resolve this issue, the integrands that are polynomial with respect to q̃
(for example f1 = ρu in (2)) are pre-computed in an exact manner since they de-
pend only on the coefficients ain during the online stage. Alternatively, the ECSW
method is employed for the evaluation of the non-polynomial integrands (for ex-
ample f2 = ρu2 + p and f3 = u(E + p) in (2)) where the pre-computation-based
approach is not applicable. In this method, the integrands are computed online at
only a few points x̃ ∈ ⋃

K∈Ω
K, and the volume integrals are approximated as

ˆ
⋃
K∈Ω

K

Hv
i,n[q̃](x) dx ≈

Lv∑
l=1

ω̃vlH
v
i,n[q̃](x̃l),

where ω̃vl > 0 is the weight associated to the point x̃l and Lv � Nx. The quadra-
ture points and weights are determined simultaneously during the offline stage to
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best approximate the exact volume integral:Ü
Hv
i,n[q1](x1) · · · Hv

i,n[q1](xNx)
...

...
Hv
i,n[qNs ](x1) · · · Hv

i,n[qNs ](xNx)

ê Ü
ωv1
...

ωvNx

ê
≈



ˆ
⋃
K∈Ω

K

Hv
i,n[q1](x) dx

...ˆ
⋃
K∈Ω

K

Hv
i,n[qNs ](x) dx


,

= = =

Gi,n ω di,n

where ql is the lth snapshot of the conserved variables collected during the of-
fline stage. Combining the contributions of all the integrands Hv

i,n leads to the
formulation 

G1,1

G1,2
...

G2,1
...

GN,MN



Ü
ωv1
...

ωvNx

ê
≈



d1,1

d1,2
...

d2,1
...

dN,MN


.

= = =

G ω d

Defining Υ =
¶
ω ∈ RNx

+ : ‖Gω − d‖2 6 ε‖d‖2
©
, ω is the solution of the mini-

mization problem
min
ω∈Υ
‖ω‖0 (8)

where ‖·‖0 is the `0 pseudo-norm. Unfortunately, the problem (8) is NP-hard and
in the ECSW method, it is replaced by the non-negative least-squares problem

min
ω>0
‖Gω − d‖2

2 (9)

which is solved by the algorithm described in [30]. This algorithm promotes spar-
sity in the solution and terminates when the stopping criterion ‖Gω−d‖2 6 ε‖d‖2

is satisfied for a given level of hyper-reduction accuracy ε. The weights ω̃l are fi-
nally given by keeping only the nonzero components of the solution of problem (9),
and the points x̃l are the points associated to these weights ω̃vl . The discontinuous
Galerkin ROM (5) then becomes

dain
dt

=
Lv∑
l=1

w̃vlH
v
i,n[q̃](x̃l)−

∑
K∈Ω

ˆ
∂K

“Fi(q̃
−, q̃+,n)Φi

n dσ.

In the same way, the ECSW method is also employed for the evaluation of the
surface integrals by defining

Hs
i,n[q̃] = F̂i(q̃

−, q̃+,n)Φi
n
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for σ ∈ ⋃
K∈Ω

∂K. Finally, the hyper-reduced discontinuous Galerkin ROM is

dain
dt

=
Lv∑
l=1

ω̃vlH
v
i,n[q̃](x̃l)−

Ls∑
l=1

ω̃slH
s
i,n[q̃](‹σl). (10)

3.4. Time discretization

For the examples in this work, the ROM is discretized in time by the same
explicit TVD Runge-Kutta scheme used in the HDM. Writing system (10) as

da

dt
= L(a, t;µ),

where a = (a1
1, a

1
2, . . . , a

2
1, . . . , a

N
MN

), the second-order scheme reads

a(1) = a(tk;µ) + ∆tL(a(tk;µ), tk;µ),

a(tk+1;µ) =
1

2
a(tk;µ) +

1

2
a(1) +

∆t

2
L(a(1), tk+1;µ),

and the third-order scheme reads

a(1) = a(tk;µ) + ∆tL(a(tk;µ), tk;µ),

a(2) =
3

4
a(tk;µ) +

1

4
a(1) +

∆t

4
L(a(1), tk+1;µ),

a(tk+1;µ) =
1

3
a(tk;µ) +

2

3
a(2) +

2∆t

3
L(a(2), tk+ 1

2
;µ).

The initial solution a(t0;µ) is given by the orthogonal projection of the initial
condition q0(x;µ) onto the approximation subspace.

4. Discontinuous Galerkin domain decomposition method

Given the ROM based on the DG method developed in the previous section, the
domain decomposition is applied in a straightforward manner since the coupling
between the HDM and the ROM is performed though the numerical flux.

4.1. Domain decomposition

In the HDM, the domain is divided into micro-cells Kj as illustrated by Figure
1. In the standard global MOR approach, these micro-cells are generally agglom-
erated into a single macro-cell Ω. Thanks to the ROM developed in Section 3, we
formulate a spatially local approach for the case of several non-overlapping micro-
and macro-cells as illustrated in Figure 1. The HDM is used in the micro-cells
Kj while we employ the ROM in the macro-cells Ωj. The domain is decomposed
into smooth and non-smooth regions in order to isolate singular solution features
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like shock waves. For simplicity, the partitioning is based in this work on a priori
knowledge of the solution, and we anticipate the subdomains representable via
POD.

Figure 1: Top: example of mesh employed in the HDM containing 16 micro-cells Kj . Bottom:
examples of domain decomposition. On the left, the domain is agglomerated into a single macro-
cell. On the right, the domain is divided into 4 micro-cells and 3 macro-cells.

4.2. Coupling between the HDM and the ROM

The restriction of the approximate solution to each macro-cell Ωj is written as

∀x ∈ Ωj : q̃i(x, t;µ) = qi,j(x) +
Mi,j∑
n=1

ai,jn (t;µ)Φi,j
n (x),

where we proceed exactly as described in Section 3 for the offline and online stages.
The discontinuous Galerkin ROM (10) now becomes

dai,jn
dt

=
Ljv∑
l=1

ω̃vj,lH
v
i,j,n[q̃](x̃j,l)−

Ljs∑
l=1

ω̃sj,lH
s
i,j,n[q̃](‹σj,l),

where Hv
i,j,n[q̃] = Fi(q̃) · ∇Φi,j

n + si(q̃)Φi,j
n for x̃j,l ∈

⋃
K∈Ωj

K and Hs
i,j,n[q̃h] =

F̂i(q̃
−
h , q̃

+
h ,n)Φi,j

n for ‹σj,l ∈ ⋃
K∈Ωj

∂K. In this way, the global solution is recov-
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ered by linking the local solutions at the interface between micro- and macro-cells
through the numerical flux.

5. Applications

In this section, the performance of the DGDD method is evaluated for three
applications based on the quasi-1D and 2D Euler equations. In each case, the
accuracy of the ROM with respect to the HDM is evaluated using the relative
space-time approximation error in the predicted Mach number:

Error =

—ˆ tmax

0

ˆ
Ω

∥∥∥Mhdm −Mrom

∥∥∥2

2
dx dt

ˆ tmax

0

ˆ
Ω

∥∥∥Mhdm

∥∥∥2

2
dx dt

,

where M = u/c denotes the Mach number and c =
»
γp/ρ denotes the speed of

sound. Furthermore, the computational speedup of the ROM with respect to the
HDM is evaluated in each case in order to quantify the reduction in computational
cost provided by ROMs based on the proposed DGDD method.

5.1. Reproduction of an isentropic vortex

The first application seeks to validate the DGDD method on a reproductive
test case where the online ROM solution is obtained at the same parameter point
used for training in the offline stage. We consider an isentropic vortex for x ∈
[0, 12]× [−2.5, 2.5] and t ∈ [0, 7]. The initial and boundary conditions are supplied
by the exact solution of the 2D Euler equations (3):

ρ =
(
1−

(
γ−1

16γπ2

)
β2e2(1−r2)

) 1
γ−1

u = 1− βe1−r2 y−y0

2π

v = βe1−r2 x−x0

2π

p = ργ

with r =
»

(x− t− x0)2 + (y − y0)2, x0 = 2.5, y0 = 0 and β = 5.

The HDM is constructed by discretizing the 2D Euler equations (3) using a
third-order discontinuous Galerkin method with piecewise quadratic polynomial
approximations and the local Lax-Friedrichs flux in space and the third-order TVD
Runge-Kutta method detailed in Section 3.4 in time. The domain is discretized
using NK = 960 triangular micro-cells and the time step is ∆t = 0.01. We compare
the approximate solutions computed using two ROMs: the first one is a global
ROM where the micro-cells are agglomerated into a single macro-cell (i.e. no
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domain decomposition), and the second one is a local ROM where the domain is
divided randomly into 8 contiguous macro-cells Ωj shown in Figure 2.

Figure 2: Decomposition of the domain into 8 macro-cells for the isentropic vortex test case.

For this example, no hyper-reduction is used to compare directly the errors
introduced due to the different discontinuous Galerkin formulations of the ROM.
Snapshots of the HDM solution are collected every time step for the construction
of the basis functions. Figure 3 shows snapshots of the Mach number solution
computed using the local ROM at different time instances.

Figure 3: Snapshots of the Mach number solution for the reproduction of the isentropic vortex
with 8 macro-cells and M = 15 basis functions in each macro-cell, as computed using the DGDD-
based ROM. The isolines of the corresponding high-fidelity solution are plotted in black.

In Figure 4, we compare the error of the global and local ROMs as a function
of the number of basis functions M . Here, the number of basis functions is the
same for all macro-cells and components of the solution, ∀i, j : Mi,j = M . The
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error of the global and local ROMs tends to decrease as M increases, even though
the convergence is not necessarily monotonic. Moreover, the error of the ROMs
is close to the L2 projection error of individual state, and the local ROM is more
accurate than the global ROM, which validates the proposed DGDD approach.

0 5 10 15 20 25 30 35 40
0.001

0.01

0.1

1

10

100

Global projection

Global ROM

Local projection

Local ROM

Figure 4: Error of the global and local approaches for the reproduction of an isentropic vortex.

5.2. Prediction of a transonic flow in a converging-diverging nozzle

The second application considers the prediction of a transonic flow in a converging-
diverging nozzle for x ∈ [0, 1] and t ∈ [0, 5]. The cross sectional area of the nozzle
for this application is illustrated in Figure 5.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

1

1.05

1.1

1.15

1.2

1.25

1.3

1.35

1.4

1.45

Figure 5: On the left, converging-diverging nozzle [31]. On the right, cross sectional area profile

A(x) = 1
0.5+1.3x

(
2+(γ−1)(0.5+1.3x)2

1+γ

) γ+1
2(γ−1)

.

The steady state solution is determined by the total pressure Ptot and total
temperature Ttot at the inlet and by the pressure pout at the outlet. In this example,
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the total temperature at the inlet is fixed to Ttot = 1 and the problem parameters
µ = (Ptot, xs) are the inlet total pressure Ptot and the position of the shock wave
xs which is a function of Ptot and pout. We consider the unsteady problem, starting
from the initial solution given in Figure 6 and with time-dependent boundary
conditions which move the position of the shock wave as follows:

P bc
tot(t;µ) =

®
1 + Ptot−1

0.1
t if t < 0.1

Ptot else,
xbcs (t;µ) =

®
0.7 + xs−0.7

0.1
t if t < 0.1

xs else.

The quasi-1D Euler equations (2) are discretized using a second-order Dis-
continuous Galerkin method equipped with the local Lax-Friedrichs flux and the
minmod limiter [32] in space and the second-order TVD Runge-Kutta scheme from
Section 3.4 in time. The domain is discretized using NK = 500 micro-cells and
the time step is ∆t = 0.0008. Domain decomposition is performed from a priori
knowledge of the solution by dividing the physical domain into three regions as
shown by Figure 6. In non-shocked regions 1 and 3, spatially local ROMs are
used and the micro-cells are agglomerated into a single macro-cell for each region.
Region 2 consists of 100 micro-cells where the HDM is used in order to accurately
capture the moving shock wave.
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Figure 6: Initial condition corresponding to the steady state solution for µ = (1, 0.7). The
domain is divided in 2 macro-cells, denoted by regions 1 and 3, and 100 micro-cells in region 2.
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Figure 7 illustrates the parameter domain of interest, chosen in order to place
the shock wave in the interval xs ∈ [0.61, 0.79]. It also shows the sampled training
parameter points used to build the snapshot database in the offline stage. Note that
the training parameter points corresponding to µ = (Ptot, 0.7) have been removed
from the original sampling since they correspond to the initial solution and are
already in the snapshot database. For each unsteady simulation corresponding to
a sampled parameter point, we collect one snapshot every 5 time steps from the
HDM simulation.
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Figure 7: Parameter domain of interest and offline and online sampling for the converging-
diverging nozzle problem.

The singular values of the snapshot matrix for each of the conservative variables
are shown in Figure 8. The squared singular values decrease rapidly, and 2 basis
functions are sufficient to obtain a relative squared projection error lower than
0.001% for all variables in each macro-cell.
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Figure 8: Squared singular values of the snapshot matrix corresponding to region 1 on the left
and region 3 on the right for the converging-diverging nozzle problem.
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The hyper-reduction training tolerance for this problem is chosen by a trial
and error approach as ε = 10−5 in regions 1 and 3 which is sufficient to yield an
accurate approximation of the integrals in the online stage. In region 1, the ECSW
procedure identifies L1

v = 23 (resp. L1
s = 9) points x̃l (resp. σ̃l) among the 900

(resp. 301) quadrature points to evaluate the volume (resp. surface) integrals. In
region 3, the ECSW procedure identifies 49 (resp. 33) points x̃l (resp. σ̃l) among
the 300 (resp. 101) quadratures points to evaluate the volume (resp. surface)
integrals. The reduced mesh delivered by the ECSW method is displayed in Figure
9. Notably, the ECSW procedure identifies more points in region 3, where a wave
is moving at the beginning of the simulations (see Figure 10), than in region 1,
where the flow solution is more amenable to a low-dimensional representation.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 9: Quadrature points delivered by the ECSW method to approximate the volume (blue)
and surface (red) integrals for M = 8.
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Figure 10: Computed pressure solution snapshots for the prediction test Ptot = 0.97, xs = 0.78
with M = 8 for the converging-diverging nozzle problem at different time instances.
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(a) Ptot = 1.035, xs = 0.63
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Figure 11: Computed pressure solutions for the prediction tests at steady state with M = 8 for
the converging-diverging nozzle problem.
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Figure 12: Error of the prediction tests for the converging-diverging nozzle problem as a function
of the number of basis functions in region 3.
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Figures 10 and 11 show the pressure solutions obtained by the DGDD-based
ROM for the different parameter prediction tests denoted in Figure 7. In Figure
12, we compare the error of the prediction tests as a function of the number of
basis functions in region 3. The number of basis functions is chosen to be the same
for all conservative variables and the number of basis functions in region 1 is fixed
to M = 2. As expected, the error tends to decrease when the number of basis
functions M increases and the error is less than 1% when M = 4 for all prediction
tests. Notably, the error comes mainly from region 2, since a small perturbation
of the shock wave position results in a large approximation error. For this small
problem, using M = 4, the computational speedup factor for the solution of the
ROM versus the HDM is 3.54. Of the time required for the solution of the DGDD-
based ROM, 70.76% is spent in the computation of the HDM solution in region 2
and the remaining 29.24% is spent for the local ROMs in regions 1 and 3.

5.3. Prediction of a transonic flow over a NACA 0012 airfoil

For the final application, we consider a 2D transonic flow over a NACA 0012
airfoil. We want to predict the flow solution at parameters µ = (M∞, α) corre-
sponding to different free-stream Mach numbers M∞ and angles of attack α. The
initial condition is a uniform flow at Mach M∞

x ∈ Ω : ρ0(x;µ) = γ, u0(x;µ) = M∞, v
0(x;µ) = 0, p0(x;µ) = 1,

and the unsteady solution is computed for t ∈ [0, 21]. Slip boundary conditions
are applied at the airfoil surface and the far-field boundary condition is set to be
a uniform flow at Mach M∞.
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Figure 13: Decomposition of the domain in 1065 micro-cells (red) and one macro-cell (blue) for
the transonic NACA airfoil problem.
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The HDM is constructed by discretizing the 2D Euler equations (3) using a
second-order discontinuous Galerkin method equipped with the HLL flux [33] and
the Barth-Jespersen limiter [34] in space and the second-order TVD Runge-Kutta
scheme from Section 3.4 in time. The domain is discretized using NK = 4150
triangular micro-cells and the time step is ∆t = 0.003. As shown in Figure 13, the
domain is divided in two regions: the HDM is employed in the region near the airfoil
to accurately capture the moving shock wave, while the ROM is used elsewhere
where the solution is amenable to accurate low-dimensional representation in the
parameter domain of interest.

In Figure 14, we plot the sampling of the parameter domain of interest for
the offline training stage and online prediction stage. For each HDM simula-
tion in the offline stage, one snapshot is collected every 25 time steps. In the
macro-cell, the snapshots are then modified to impose continuity. A unique set
of basis functions is constructed for each online prediction parameter point. For
each prediction point, we use POD on the snapshots corresponding to the four
closest training parameter points to the prediction point, defined by the square
grid containing the predicted parameter value. For example, the basis functions
for the queried parameter point corresponding to M∞ = 0.784 and α = 0.6 are
computed using the snapshots from the simulations corresponding to (M∞, α) ∈
{(0.78, 0.5), (0.79, 0.5), (0.79, 1), (0.78, 1))}.
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Figure 14: Offline and online parameter domain sampling for the transonic NACA airfoil problem.

Figure 15 plots the decay of the singular values of the snapshot matrix for each
of the conservative variables for this example. In this case, 6 basis functions are
required to obtain a relative squared projection error of less than 0.001% for ρ,
ρu and E. The momentum in the y-direction is close to zero, and the (absolute)
squared projection error is below 0.3 with 6 basis functions for ρv.
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Figure 15: Squared singular values of the snapshot matrix corresponding to the online prediction
point M∞ = 0.784 and α = 0.6 for the transonic NACA airfoil problem.

Lastly, the hyper-reduction tolerance is chosen by a trial and error approach
as ε = 10−4 which provides for sufficient accuracy in the online stage. For the test
corresponding to µ = (0.754, 0.2), the ECSW procedure identifies Lv = 403 (resp.
Ls = 629) points x̃l (resp. ‹σl) among the 9255 (resp. 9314) quadrature points
to evaluate the volume (resp. surface) integrals. Figure 16 shows the resulting
reduced mesh. The quadrature points are notably located on the left side of
the domain and in the airfoil’s wake, where compression waves and shocks are
propagating before the stationary solution is established. For the other testcases,
the result of the ECSW procedure is similar.

Figure 16: Quadrature points delivered by the ECSW method to approximate the volume (blue)
and surface (red) integrals for M = 16.
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Figures 17 and 18 show snapshots of the computed Mach number using the
DGDD-based ROM for the different prediction parameter points and for different
times during the time-dependent flow simulations.

In Figure 19, we plot the space-time error depending on the number of basis
functions for each of the prediction tests. The number of basis functions is again
taken to be the same for all variables. It can be observed that the approximation
error for the DGDD-based ROM is low even when using a small number of basis
functions. When M = 7, the prediction error is less than 1% for all prediction tests.
As the number of basis functions M increases, the approximation error decreases
slowly which is symptomatic of the slow singular value decay demonstrated in
Figure 15. With M = 7, the computational speedup factor delivered by the ROM
over the HDM simulation is 4.54. Of the time required for the solution of the
DGDD-based ROM, 94.41% comes from the micro-cell solution using the HDM
while the remaining 5.59% comes from the single ROM macro-cell.

Figure 17: Mach number solution snapshots for the transonic NACA airfoil problem at different
time instances computed using the ROM for the prediction test M∞ = 0.797 and α = 1.2 with
M = 16. The isolines of the corresponding high-fidelity solution are plotted in black.
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(a) M∞ = 0.754, α = 0.2 (b) M∞ = 0.763, α = 1.1

(c) M∞ = 0.776, α = 1.8 (d) M∞ = 0.784, α = 0.6

Figure 18: Mach number solution snapshots for the transonic NACA airfoil problem at steady
state with M = 16. The isolines of the corresponding high-fidelity solution are plotted in black.
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Figure 19: Error of the prediction tests for the transonic NACA airfoil problem as a function of
the number of basis functions.
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6. Conclusions

In this work, we have presented a DGDD method for systems of conserva-
tion laws. In this approach, a ROM approximates the solution in regions where
significant dimensionality reduction can be achieved while the HDM is employed
elsewhere. The discontinuous Galerkin formulation for the ROM offers a simple
way to perform the coupling between the HDM and ROMs.

ROMs based on the proposed DGDD framework have been evaluated for para-
metric problems governed by the quasi-1D and 2D Euler equations. We have
validated the DGDD method on the reproduction of an isentropic vortex. We
have then investigated the prediction of unsteady flows in a converging-diverging
nozzle and over a NACA 0012 airfoil. The results demonstrate the accuracy of
the method, capable of delivering less than 1% of error over a range of predictive
parameter points, and the significant reduction of the required computation time
for the ROM simulations versus the associated HDM.

The computational complexity of the DGDD-based ROMs could be further
reduced by optimally reducing the number of micro- and macro-cells. To this
end, the decomposition of the domain can be made based on an error indicator
as in [35] instead of using an a priori decomposition. Another perspective could
be to derive some sort of element-wise error model to switch from low-fidelity to
high-fidelity. By employing the HDM only when necessary, this approach could
reduce the computational cost of the DGDD-based ROMs, while locally increasing
the approximation of the solution. Furthermore, this method can be extended
to higher order differential equations, including elliptic problems and the Navier-
Stokes equations, by adapting the discontinuous Galerkin method developed in
[36, 37, 38, 39, 40, 41] to the ROM approach. Moreover, the method is easily
applicable to other modal representations such as the reduced basis method [42,
43]. These topics will be the subject of future work.
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