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Abstract Hybrid RANS-LES approaches have aroused interest for years since they provide unsteady information at

a reduced numerical cost compared to LES. In the hybrid context, the use of temporal filtering, to control the energy

partition between resolved and modeled scales, ensures a consistent bridging between RANS and LES models. In this

regard, a new formulation of Hybrid Temporal Large Eddy Simulation (HTLES) is developed, aiming at improving the

theoretical foundation of the model associated with an eddy-viscosity closure. The analytical development is performed,

applying the Hybrid-Equivalence criterion, and the model is calibrated in decaying isotropic turbulence. In addition, an

upgraded version of the approach is proposed to improve the behavior of the model in near-wall regions, introducing

a two-fold shielding function and an internal consistency constraint to provide a suitable control of the RANS-to-LES

transition. Applying HTLES to the k–ω SST model, the validation process is carried out on channel and periodic-hill

flows, over a range of grids and Reynolds numbers. The predictive accuracy and the robustness to grid coarsening are

assessed in these cases, ensuring that HTLES offers a cost-saving alternative to LES.

Keywords Turbulence modeling · Hybrid RANS-LES · Temporal filtering · HTLES · Shielding functions · Channel

and periodic-hill flows

1 Introduction

In a wide range of industrial applications, the capability of computational fluid dynamics to accurately represent tur-

bulent flows and provide unsteady information is a key issue. For instance, in the nuclear industry, the prediction of

unsteady hydraulic loads is a major concern to conduct safety analysis in pressurized water reactors. Nowadays, com-

mon approaches for modeling turbulence are Reynolds-Averaged Navier-Stokes (RANS), Large-Eddy Simulation (LES)

and hybrid RANS-LES. On the one hand, RANS models are currently used to design and conduct industrial studies due

to their wide applicability and low-computational cost, but they do not provide the quantities of interest for unsteady

analysis. On the other hand, LES provides the adequate level of description, explicitly resolving the most energetic part

of the turbulent spectrum. However, the computational cost is prohibitive at industrial scales, notably in the vicinity of

the wall where the grid size requirements of LES remain out of reach in most configurations, despite the ever-increasing

power of computers (see, e.g., the estimate of Spalart [46]).

In this context, hybrid RANS-LES approaches offer the best potential to reach the compromise between the reduced

numerical cost of RANS and the capability of LES to provide unsteady information. LES captures large-scale structures

in regions of interest, while regions where LES is not required or too CPU-demanding are treated in RANS mode. The

present paper focuses on continuous hybrid RANS-LES approaches based on one set of equations, since these methods

are suitable and easily used from an engineering point of view. For the past two decades, many hybrid approaches have

been developed, such as Detached-Eddy Simulation (DES) [45], Partially Integrated Transport Model (PITM) [10],
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Partially Averaged Navier-Stokes (PANS) [19], or Scale-Adaptative Simulation (SAS) [32], among the most emblematic

models (for more details, refer to the recent review of Chaouat [9]).

Within this background, the definition of a rigorous formalism for continuous hybrid RANS-LES approaches is

highly desirable to favour the modeling of the subfilter stresses, to determine the relations between the subfilter variables

and the statistically averaged variables of the underlying RANS closure, and to understand the phenomenology of the

resolved motion. In this context, the favorable framework to analytically develop hybrid approaches is to use a consistent

filtering formalism, providing a continuous transition from a filtered (LES) to a statistical (RANS) description. To ensure

the consistency of the filtering operator with the statistical averaging in a wide range of configurations, Fadai-Ghotbi

et al. [15] and Manceau [30] showed that the use of temporal filtering in lieu of spatial filtering is particularly suitable

for defining the LES operator. In order to avoid confusion, it is worth mentioning from the outset that the use of the

denomination temporal in the name of the approach (HTLES, Hybrid Temporal LES) only refers to the fact that the

analytical developments are based on a temporal filtering formalism, which allows the temporal LES equations to tend

to the RANS equations in inhomogeneous flows. In practice, the model does not imply any explicit filtering, but simply

involves terms that vary as a function of the ratio between the time scale of turbulence, k/ε , and the cutoff frequency

related to the numerical scheme, which depends on both the time step dt and the grid step ∆ , as presented below.

Fadai-Ghotbi et al. [15] proposed a temporal version of PITM (TPITM), by substituting temporal filtering for

spatial filtering, and obtained transport equations of the same form as those of the original PITM [10], thus confirming

the generality of this approach. However, applications of the method [15] showed that it can, in some cases that do not

feature detached shear layers, such as turbulent channel flows, have difficulty in converging to a permanent state and can

even tend towards a pseudo-laminar solution. This issue was first addressed by Fadai-Ghotbi et al. [14] using a dynamic

procedure. Attributing this problem to the indirect control of the energy partition through the dissipation equation, an

alternative solution has been proposed by Friess et al. [16], who transferred the hybridization term into the turbulent

energy equation, introducing a Hybrid-equivalence (H-equivalence) criterion between hybrid approaches. Thereafter,

Manceau [30] developed the Hybrid Temporal Large Eddy Simulation (HTLES), a continuous hybrid approach derived

from TPITM, where the hybridization term in the energy equation is based on a time scale driven by the modeled-to-

total energy ratio. This formulation of HTLES has already been validated in flows around a rectangular cylinder by Tran

et al. [49] and around a valve with a fixed lift by Afailal et al. [2], showing promising results. However, the resolution

of the near-wall region of the flow was not extensively validated in these previous studies. In contrast, in the present

paper, great attention is paid to the explicit resolution of the whole boundary layer, as discussed below.

In addition, recent developments and validation of HTLES are presented, in order to strengthen and improve the

model for the purpose of industrial applications, i.e. capable of dealing with wall-bounded flows at high Reynolds

numbers, and offering a cost-saving alternative to LES. Applying the H-equivalence criterion [16], a new formulation of

HTLES with an eddy-viscosity model as the closure is proposed, refining its theoretical foundations. Although a large

part of the literature on which the present work is based has been conducted with Reynolds-stress models [10,14–16],

the choice has been made here to use an eddy-viscosity model common in the industry, the k–ω SST model [33]. Indeed,

our objective is to develop a hybrid RANS-LES model that is simple and robust enough to be attractive for the current

activities of engineers. The extension of the approach to other models is left for future work. For the sake of simplicity, a

standard k–ε closure is used to present the theoretical analysis, which is then extended to the k–ω SST model. The LES

branch of HTLES is based on the same closure as the RANS branch, sensitizing the model to the filter width via the

hybridization function. Then, a new shielding function and an internal consistency constraint are introduced to improve

the behavior of the model in near-wall regions. Channel flows at moderate and high Reynolds numbers are investigated

to evaluate the upgraded formulation of HTLES in boundary-layer-like flows. The model is finally validated in periodic-

hill flows, a standard benchmark test case, which has already been studied with many hybrid approaches [23], including

the PITM model [8,12].

The paper is organized as follows: after introducing the modeling framework based on temporal filtering in section 2,

the third section is devoted to the development of the new formulation of HTLES. In section 4, the upgraded formulation

is proposed to improve the behavior of the model for wall-bounded flows. Finally, the k–ω SST HTLES model is

validated in section 5, on channel and periodic-hill flows, with sensitivity study to the grid and the Reynolds number.

2 Modeling framework

2.1 Temporal filtering

In filtered approaches, the instantaneous velocity is decomposed into a resolved part and a residual part, U∗
i = Ũi +u′′i .

The resolved part is obtained by the application of a filtering operator ·̃ , such that

Ũi(x, t) =

∫

D

∫ t

−∞
G (x,x′, t, t ′)U∗

i (x
′, t ′)dx′dt ′, (1)
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where G is the filter kernel in a spatial domain D and the time interval [−∞; t] (causal filter). This definition encompasses

spatial filtering, with a filter kernel G (x,x′, t, t ′) = G∆ (x,x
′) δ (t ′− t), where δ is the Dirac delta function; and temporal

filtering, for which the filter kernel is of the form G (x,x′, t, t ′) = G∆T
(t, t′) δ (x′−x).

In order to favour the modeling of the subgrid stresses and analytically develop hybrid RANS-LES formulations,

a consistent filtering formalism is used to provide a continuous transition from a RANS statistical description to a

LES filtered description. The consistency of the filtering operator means that when the filter width goes to zero, the

instantaneous quantities are recovered (DNS limit), and when the filter width goes to infinity, the filtered quantities go

to the statistically-averaged quantities (RANS limit). It is worth noting that the choice of the filtering operator depends

on the situation:

(i) In the case of spatial filtering, filtered quantities tend to spatially-averaged quantities when the filter width goes to

infinity. Therefore, the consistency is ensured for homogeneous flows only, since statistical and spatial averaging

are equivalent in such a case, but this condition is not fulfilled in industrial applications.

(ii) In contrast, following Fadai-Ghotbi et al. [15], temporal filtering provides a consistent formalism for the wide class

of statistically stationary inhomogeneous flows, which corresponds to many industrial configurations. When the

temporal filter width goes to infinity, the time-filtered quantities go to the long-time averaged quantities equivalent

to statistically-averaged quantities as a result of the ergodicity hypothesis for stationary flows. Moreover, for non-

stationary flows, the consistency between unsteady RANS (URANS) and temporal LES (TLES) was shown by

Manceau [30].

It is important to note that, in practice, since there is no explicit filter applied during the simulation, approaches

based on temporal filtering, whether temporal LES (TLES) or hybrid temporal LES (HTLES), do not fundamentally

differ from spatial approaches. The interest of the temporal framework lies, as indicated above, in the extension of

the validity of the hybridization between LES and RANS to inhomogeneous flows, and makes it possible to derive

relationships between the model parameters and the cutoff frequency in an analytical way.

In order to preserve Galilean invariance, Fadai-Ghotbi et al. [15] defined the uniform temporal filter, G (x,x′, t, t ′) =
δ (x−x′+(t ′− t)Vref)G∆T

(t, t ′), where G∆T
is the temporal filter kernel, and Vref is a reference velocity. Vref = 0 must

be chosen in the reference frame in which the assumption of statistical stationarity is verified. Hence, the consistency

of the filtering operator ·̃ with the statistical averaging operator · can be demonstrated [15] within the limit of an

infinite filter width ∆T , such that

Ui(x) = lim
∆T →+∞

Ũi(x, t) = lim
∆T →+∞

∫ t

−∞
G∆T

(t, t ′)U∗
i (x, t

′)dt ′, (2)

where Ui = U∗
i denotes the statistical average of the instantaneous velocity. The total and resolved fluctuations are

defined by ui and u′i, respectively. It yields

U∗
i =Ui +ui = Ũi +u′′i and ui = u′i +u′′i . (3)

Since the temporal filter satisfies linearity and preservation of the constants, and assuming commutativity with

differential operators as in spatial LES, the general filtering approach of Germano [17] can be applied to define the

equation for the filtered velocity Ũi and the transport equations for the subfilter stress (sfs) tensor τi jsfs = ũ′′i u′′j . In order to

simplify the derivations, it is assumed herein that the temporal filter is a spectral cutoff filter, but Fadai-Ghotbi et al. [15]

demonstrated that, for any type of filter, using generalized central moments, these equations are of the same form as the

RANS equations (i.e., the equations for the statistically-averaged velocity Ui and the total Reynolds stress Ri j = uiu j).

Similarly, the transport equation for the subfilter energy ksfs =
1
2
τiisfs is formally identical to the equation for the total

turbulent energy k = 1
2
Rii.

This formal similarity, associated with the consistency of the filtering operator, suggests that a sensitization of the

model to the filter width can provide a solid foundation for bridging RANS and LES models. These properties are

fundamental to ensure the continuous transition between RANS and LES modes, and notably to make sure that the

hybrid model tends to the exact RANS closure in RANS mode, as shown below in section 3.5.

In this filtering framework, the total energy k is exactly decomposed into a resolved energy kr and a modeled

energy km, such that

k = kr + km, where k =
1

2
uiui, kr =

1

2

(
Ũi Ũi −Ũi Ũi

)
=

1

2
u′iu

′
i, km = ksfs =

1

2
ũ′′i u′′i . (4)

As mentioned above, to simplify the analysis, G∆T
is considered herein as a cutoff filter, and its cutoff frequency ωc

divides the Eulerian energy spectrum ET (ω) into filtered and residual scales, as illustrated in Fig. 1. The energy partition

in the frequency domain is defined as

k =
∫ ∞

0
ET (ω)dω , kr =

∫ ωc

0
ET (ω)dω , km =

∫ ∞

ωc

ET (ω)dω . (5)
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Fig. 1 Sketch of the partition of the Eulerian energy spectrum in a filtered approach. Quantities are made nondimensional using the turbulent

kinetic energy k and the dissipation rate ε .

In standard LES, the modeled energy is generally neglected, since the cutoff frequency is located well inside the inertial

region (the modeled-to-total energy ratio r = km/k < 0.2 according to the Pope’s definition [36] of LES). In contrast, in

hybrid approaches, since the location of the cutoff frequency may vary in the turbulent spectrum, from ωc in the inertial

range down to ωc = 0 at the RANS limit (r = 1), it is necessary to provide an accurate modeling of the subfilter scales.

2.2 Modeling of the subfilter scales using an eddy-viscosity closure

Using the general filtering approach of Germano [17], the equations for the filtered velocity are as follows

∂Ũi

∂ xi

= 0 and
DŨi

Dt
=−

1

ρ

∂ P̃

∂ xi

+ν
∂ 2Ũi

∂ x j∂ x j

−
∂ τi jsfs

∂ x j

, (6)

where P̃ is the filtered pressure and ν is the kinematic viscosity. When the filter width is variable in space or time,

the error due to the non-commutativity of the filter and the differential operators is considered negligible, as usual in

LES [40].

In the present work, an eddy-viscosity model is used to solve the closure problem, for its numerical robustness and

reduced computational cost compared to more complex modeling approaches. The Boussinesq assumption postulates

that the subfilter stress tensor is proportional to the resolved strain rate tensor S̃i j, introducing the subfilter viscosity νsfs,

such that

τi jsfs =−2νsfsS̃i j +
2

3
ksfsδi j. (7)

The exact transport equation for ksfs can be obtained by contracting the transport equation for τi jsfs [15], leading to

Dksfs

Dt
= Psfs +Dksfs − εsfs, (8)

where Psfs denotes the production of ksfs, Dksfs the diffusion term and εsfs the subfilter dissipation rate. Since all these

terms can not be explicitly resolved, a turbulence model is developed in the following section, in the context of two-

equation closures. Notably, the second transported variable, which determines the turbulent scales, deserves a particular

attention.

3 A new formulation of HTLES with eddy-viscosity closure

3.1 Temporal PITM and H-equivalence

To model the unresolved scales, Fadai-Ghotbi et al. [15] proposed a temporal version of the Partially Integrated Trans-

port Model (PITM), originally developed by Chaouat and Schiestel [10] in the framework of spatial filtering. The

development of TPITM is based on a theoretical analysis, considering a partition of the frequency domain into three

regions as shown in Fig. 1: resolved [0,ωc], modeled [ωc,ωd ] and dissipative [ωd ,∞] scales. ωc is the cutoff frequency
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of the temporal filter and ωd is defined as a frequency sufficiently large for the amount of energy in the dissipative

region to be negligible compared to the energy in the modeled region. Hence, by integrating the equation of the Eulerian

temporal energy spectrum in the range [ωc,ωd ], it can be shown [15] that the modeled turbulent viscosity νm, energy km

and dissipation rate εm satisfy the following equations

νm =Cµ
k2

m

εm
, (9)





Dkm

Dt
= Pm +Dkm − εm,

Dεm

Dt
= Cε1

εm

km
Pm +Dεm −CP

ε2(r)
ε2

m

km
,

(10)

where Pm denotes the production of km, and Dkm and Dεm stand for the diffusion of km and εm, respectively. These

equations take the same form as those of the original PITM derived in the wavenumber space [10,41]. The RANS-LES

transition is controlled by the hybridization function

CP
ε2(r) =Cε1 + r(Cε2 −Cε1), (11)

driven by the ratio of modeled-to-total energy r = km/k. It is worth pointing out that, when the energy ratio r goes

to 1, CP
ε2(1) =Cε2 and the hybrid formulation tends to a k–ε RANS model [25], with the coefficients Cµ , Cε1 and Cε2

(provided that the consistency of the filtering operator is ensured). When r < 1, the modeled energy and viscosity are

reduced, and the model gradually switches to the LES mode. However, since the level of modeled energy is not directly

controlled through the energy equation but only indirectly through the hybridization function in the dissipation equation,

the resolved turbulence is not always sustained by TPITM [15]. In the absence of an additional correction such as the

dynamic procedure [14], it can lead to a pseudo-laminarization of the computed flows, notably for flows which are not

dominated by the Kelvin-Helmholtz instability.

To address this issue, Friess et al. [16] transferred the hybridization function into the destruction term of the energy

equation, which is favorable in term of robustness, while preserving a H-equivalence criterion (H stands for hybrid)

between the approaches. This criterion ensures that two hybrid approaches lead to the same partition of energy for the

same filter width, and tend to the same RANS model when the filter width goes to infinity. In this context, the devel-

opment of the Equivalent-DES method by Friess et al. [16] and the Hybrid Temporal LES (HTLES) by Manceau [30]

meets the specifications: these models are H-equivalent to the TPITM model, using the same closure but involving a

hybridization function ψ(r) in the destruction term of the km-equation rather than a variable coefficient CP
ε2(r) in the

εm-equation. To ensure H-equivalence, they showed within a perturbation analysis that infinitesimal variations of the

hybridization functions CP
ε2(r) and ψ(r) lead to the same infinitesimal variation of the modeled energy km.

It is important to note that, in the TPITM system (Eq. 10), the variable εm transported by the second equation is the

dissipation rate of the modeled energy km, since it is the destruction term involved in the km-equation. In the HTLES

system, the introduction of ψ(r) in this destruction term implies that the second variable is not the dissipation rate

anymore. Therefore, for the sake of clarity, a new notation ε∗
m is introduced for the second transported variable, such

that the general form of the model developed by Friess et al. [16] is written here as





Dkm

Dt
= Pm +Dkm −ψ(r)ε∗

m,

Dε∗
m

Dt
= Cε1

ε∗
m

km
Pm +D∗

εm −Cε2
ε∗

m
2

km
,

(12)

where D∗
εm stands for the diffusion of ε∗

m, and ψ(r)ε∗
m = εm is the dissipation rate of km.

3.2 Evaluation of the modeled viscosity

For the TPITM (Eq. 10) and HTLES (Eq. 12) systems, the definition of the modeled viscosity νm deserves attention. Fol-

lowing the original development of the PITM approach [10,41], the modeled viscosity can be estimated in wavenumber

space according to Heisenberg’s hypothesis [22], leading to

νm =Cν

∫ ∞

κc

κ−3/2E(κ)1/2dκ , (13)

where E(κ) is the spatial energy spectrum, κc is the cutoff wavenumber, and Cν is a coefficient. We propose here

to reformulate this expression in the frequency domain, recalling that the spatial energy spectrum and the Eulerian
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temporal energy spectrum are related by dk = E(κ)dκ = ET (ω)dω . By analysing the Eulerian frequency spectrum,

Tennekes [48] proposed the dispersion relation ω =Usκ , where Us is the sweeping velocity. In the presence of a mean

flow, the sweeping velocity is defined as Us =U + γ
√

k, where U is the mean velocity magnitude and γ
√

k denotes the

characteristic velocity of the energetic eddies, with γ a coefficient. The introduction of the previous relations in Eq. (13)

leads to

νm =Cν

∫ ∞

ωc

Usω
−3/2ET (ω)1/2dω . (14)

To simplify this expression, some assumptions are made, based on the theoretical framework used by Schiestel and

Dejoan [41] to develop the PITM model: the cutoff wavenumber κc is in the inertial range of a Kolmogorov spectrum

E(κ) =CKε2/3κ−5/3, where ε is the total dissipation rate and CK is the Kolmogorov coefficient. Using the assumption

of an equilibrium Eulerian spectrum [48], and the dispersion relation ω =Usκ , the temporal energy spectrum is defined

as ET (ω) =CKε2/3Us
2/3ω−5/3, and the cutoff frequency ωc is in inertial range of the spectrum. Therefore, the modeled

energy given by Eq. (5) can be estimated as

km =

∫ ∞

ωc

ET (ω)dω =
3CK

2
ε2/3U

2/3
s ω

−2/3
c . (15)

Using this expression, we show that the modeled viscosity given by Eq. (14) in the frequency space can be evaluated as

νm =
3

4
CνC

1/2
K ε1/3U

4/3
s ω

−4/3
c =

1

3
CνC

−3/2
K

k2
m

ε
=Cµ

k2
m

ε
, (16)

with Cµ ≃ 1/3CνC
−3/2
K . Note that this relation is exactly the same as the one obtained in the wavenumber space in the

framework of PITM [41].

In the TPITM approach, the physical dissipation rate ε is evaluated as the modeled dissipation rate εm, solution of the

second transport equation. Actually, it is assumed that the cutoff frequency is in the inertial range of an Eulerian temporal

energy spectrum, which means that the resolved dissipation is negligible, such that εm = ε . Hence, the definition of the

modeled viscosity given by Eq. (9) in the TPITM formulation is equivalent to Eq. (16), which is consistent with the

original PITM formulation [41].

The situation is different for HTLES. In the original development of the system of equations (12), Friess et al. [16]

assumed that the second transported variable ε∗
m remains equal to ε to conduct their theoretical analysis. We propose

here to dispense with this assumption, since the dissipation term of the km-equation is

εm = ψ(r)ε∗
m, (17)

such that, in LES mode, for which the resolved part of dissipation is negligible, the correct relation is ψ(r)ε∗
m = ε .

Therefore, the expression νm =Cµ k2
m/ε∗

m used in previous versions of HTLES is replaced here by

νm =Cµ
k2

m

ψ(r)ε∗
m

. (18)

Hence, the destruction term of the km-equation (Eq. 12) and the dissipation term in the definition of modeled viscos-

ity (Eq. 18) are exactly the same, corresponding to the modeled dissipation rate, in the same way as for the TPITM

formulation.

3.3 Consistent application of H-equivalence to the eddy-viscosity closure

To ensure H-equivalence [16] between HTLES and TPITM, the objective is to identify a relation between the hybridiza-

tion functions CP
ε2(r) and ψ(r), which appear in (10) and (12), respectively, in order to provide the same level of modeled

energy km for the two approaches. The interest of H-equivalence can be easily understood in the framework of eddy-

viscosity models by looking at Eq. (16): the level of eddy-viscosity injected in the momentum equation is uniquely a

function of km, such that two approaches giving the same field of km will give very similar velocity fields.

In this regard, infinitesimal perturbations δCP
ε2 and δ ψ are introduced into the TPITM system of equations (9, 10)

and the HTLES system (12, 18), respectively, and the resulting infinitesimal variations δ km of the modeled energy are

analysed. In this way, a relation between δCP
ε2 and δ ψ can be identified to make sure that the perturbation δ km of

the modeled energy is the same for the two systems of equations. Integrating this relation between the RANS state

(CP
ε2(1) =Cε2; ψ(1) = 1 and km = k) and some arbitrary LES state, the expression for ψ(r) is obtained for HTLES to

be H-Equivalent to TPITM.

This perturbation analysis is intractable in general configurations, but can be analytically solved using some sim-

plifying hypotheses, as shown by Friess et al. [16]: homogeneous turbulence; inhomogeneous turbulence in a straight
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duct flows, assuming that εm is not affected by the variations of the coefficients; inhomogeneous turbulence in a straight

duct flows without this assumption but for eddy-viscosity models only. For this three different cases, Friess et al. [16]

obtained three slightly different expressions for ψ(r) as a function of the energy ratio r:

ψ(r) = 1+(Cε2 −Cε1)(1− r), ψ(r) = 1+

(
Cε2

Cε1
−1

)
(1− r), ψ(r) = 1+

(
Cε2

Cε1
−1

)(
1− rCε1/Cε2

)
. (19)

In contrast, based on the present formulation of the HTLES model, for which the main modifications lie in the definition

of the second transported variable (Eq. 17) and the presence of the ψ(r) function in the definition of the modeled

viscosity (Eq. 18), the perturbation analysis is carried out again and leads to a unique expression in the three cases,

ψ(r) =
Cε2

CP
ε2(r)

=
Cε2

Cε1 + r(Cε2−Cε1)
, (20)

which suggests a better consistency of the new HTLES formulation (12, 18). The analytical derivation is detailed for the

k-ε model in Appendix 7.1 using the less restrictive assumptions, i.e., inhomogeneous turbulence in a straight duct flow

without assuming a constant εm. It is worth noting that ψ(1) = 1 when r = 1 in RANS mode, ψ(r) increases when r is

reduced in LES mode, and its maximum is reached when r goes to 0 at the DNS limit: ψ(0) =Cε2/Cε1.

At this point, the importance of the H-Equivalence criterion [16] is well supported. Without this criterion, it would

have been impossible to analytically determine the expression of the hybridization function ψ(r), while benefiting from

the solid development framework of the TPITM [15]. This ultimately provides a hybrid approach whose transported

variables are well identified, notably the second transported variable ε∗
m, and for which the RANS-to-LES transition is

driven by a function exempt from empiricism.

3.4 Evaluation of the energy ratio related to the cutoff frequency

As proposed by Manceau [30], the HTLES model can be explicitly related to the temporal filter width, if r is analytically

evaluated based on the cutoff frequency ωc of the filter. Assuming that ωc is in the inertial range of an equilibrium

Eulerian spectrum, and according to Eq. (15), the energy ratio rK (K states for Kolmogorov) can be evaluated [30] as

rK =
km

k
=

1

k

∫ ∞

ωc

ET (ω)dω =
1

β0

(
Us√

k

)2/3(
ωc

k

ε

)−2/3

, (21)

with β0 = 2/(3CK). This relation involves the sweeping velocity Us, the total energy k, and the total dissipation rate

estimated as ε = εm = ψ(r)ε∗
m (Eq. 17), considering that the resolved dissipation is negligible for ωc in the inertial

range.

The cutoff frequency is linked to the Nyquist frequency π/dt imposed by the time step dt. However, the cutoff

frequency also depends on the grid step ∆ , since for a sufficiently small time step the smallest vortices are filtered out

by the grid, characterized by the spatial cutoff wavenumber κc = π/∆ , and the relation between the cutoff frequency

and the cutoff wavenumber, ωc =Usκc, is driven by the sweeping mechanism, introduced by Tennekes [48], as recalled

in section 3.2. Indeed, the characteristic frequency measured at a fixed point (Eulerian description) is not related to the

eddy turnover time (Lagrangian time scale) of the eddies, but rather to the advection (sweeping) of the eddies by the

large scales, as illustrated by Fig. 2. The left part of the figure shows the velocity signals measured at a fixed point

generated by the advection of the blue and red eddies by the integral scale eddy. The characteristic frequency generated

by these eddies is related to the sweeping velocity which, in the absence of average velocity, is written Us = γ
√

k. The

right part of the figure, which represents an Eulerian frequency spectrum, illustrates the fact that the grid step is at the

origin of a cutoff frequency ωc =Usπ/∆ : the characteristic frequency ω2, related to the red eddy which is too small to

be resolved, is missing in the frequency spectrum, in contrast to the frequency ω1 related to the blue eddy.

Consequently, the highest resolvable frequency is the combination of the two cutoff frequencies

ωc = min

[
π

dt
,
Usπ

∆

]
, (22)

in which, to also take into account the advection by the mean flow, Us will be evaluated by Us =U + γ
√

k, with U the

mean velocity magnitude. For the usual case of a time step constant in the domain, the first component of expression (22)

will be constant, and may activate in regions where the mesh is fine and/or the sweeping velocity is large. If the sweeping

CFL number Usdt/∆ is small enough, ωc is imposed everywhere in the domain by the grid step, and Eq. (21) reduces to

rK =
1

β0

(
π

∆

k3/2

ε

)−2/3

, (23)
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Fig. 2 Illustration of the sweeping mechanism of Tennekes [48] and its implications on the link between the cutoff frequency and the grid

step. Middle: schematic view of eddies of various sizes present in a turbulent flow and the mesh used to try to resolve them. Left: Illustration

of the temporal velocity signals measured at a fixed point due to the advection (sweeping) of the blue (resolved) and red (unresolved) eddies

by the large-scale eddy, respectively. Right: Illustration of the Eulerian time spectrum and the position of the frequencies induced by these two

eddies with respect to the cutoff frequency Usπ/∆ .

which is the same expression as used by the PITM, which shows the consistency between the spatial and temporal

approaches.

Note that the spatial filter width ∆ is herein defined as the cubic root of the cell volume Ω 1/3 to stay in line with the

usual practice in LES.

3.5 Introduction of the turbulent time scale in the formulation

Following the original development of the HTLES model by Manceau [30], it is chosen to sensitize the model to the filter

width via the introduction of the modeled time scale Tm = km/εm, such that the dissipation term in the km-equation (12)

is expressed as ψ(r)ε∗
m = km/Tm, leading to

Tm =
r

ψ(r)

k

ε∗
m

. (24)

In the previous section, the theoretical analysis was conducted considering averaged quantities, such as km = ksfs

and ε∗
m = ε∗

sfs. However, it is the time-dependent equations of ksfs and ε∗
sfs that must be solved in a hybrid RANS-LES

model. Chaouat and Schiestel [10] and Fadai-Ghotbi et al. [14] have shown that the control of the level of modeled

energy by the variation of the coefficients operates in the same way in these time dependent equations as in the averaged

equations. Therefore, in the new formulation of HTLES, the subfilter viscosity νsfs and transport equations for ksfs and

ε∗
sfs are written as

νsfs =Cµ
k2

sfs

ψ(r)ε∗
sfs

,





Dksfs

Dt
= Psfs +Dksfs −

ksfs

Tm
,

Dε∗
sfs

Dt
= Cε1

ε∗
sfs

ksfs

Psfs +D∗
εsfs −Cε2

ε∗
sfs

2

ksfs

.

(25)

The differences with the original formulation of HTLES lie in the expression of the hybridization function ψ(r) (Eq. 20)

and the presence of ψ(r) in the subfilter viscosity formulation.

To evaluate the limiting form that this model takes in RANS mode, note that when the cutoff frequency goes

to zero, the consistency of the filtering operator implies that the filtered quantities tend to their statistically-averaged

counterparts, i.e. ksfs = km = k, such that r = 1. Consequently, ψ(1) = 1, and according to equation (17), it leads to

ε∗
sfs = ε∗

m = εm = ε . Hence, the HTLES equations (25) tend to the standard equations of the k–ε RANS model

νm =Cµ
k2

ε
,





Dk

Dt
= P+Dk − ε ,

Dε

Dt
= Cε1

ε

k
P+Dε −Cε2

ε2

k
.

(26)

In LES mode, the cutoff frequency ωc is located in the inertial range of the turbulent spectrum, which means that the

energy ratio r is lower than 1. It is simple algebra to show that ψ(r) and the ratio r/ψ(r) are decreasing and increasing

functions of r ∈ [0,1], respectively. Therefore, when the energy ratio r decreases, the time scale Tm (Eq. 24) is reduced.

Hence, the destruction term of the ksfs-equation (25) increases, corresponding to a reduction of the level of subfilter

energy. In turn, the subfilter viscosity is reduced, which is expected in order to switch to the LES mode.
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Finally, attention is focused on the decrease of the modeled viscosity νm when the filter width is reduced in LES

mode. To do so, we can reduce the size of the filter by decreasing at the same time the time step and the grid step, by

imposing ∆ =Us dt, such that ωc = π/dt =Usπ/∆ . We will then express the modeled viscosity as a function of ∆ , in

order to highlight the similarity with usual LES models. Hence, the energy ratio r (Eq. 21) reads

rK =
1

β0

(
Us√

k

)2/3(
Usπ

∆

k

ψ(r)ε∗
m

)−2/3

=
1

β0π2/3
ψ(r)2/3 ε∗

m
2/3

k
∆ 2/3. (27)

The modeled velocity νm (Eq. 18) is given by

νm =Cµ
km

2

ψ(r)ε∗
m

=Cµ
rK

2k2

ψ(r)ε∗
m

=
Cµ

β 2
0 π4/3

ψ(r)1/3ε∗
m

1/3∆ 4/3. (28)

The scaling of the modeled viscosity with ∆ 4/3 is the same as the one obtained with the Smagorinsky model, which

shows that the model works in a similar way to a standard LES model in this condition. At the DNS limit (r → 0), given

that ψ(0) =Cε2/Cε1 and ε∗
m < εm ≤ ε , it can be seen that νm → 0 when ∆ → 0. This demonstrates that, as expected, the

equations tend to the Navier-Stokes equations in the limit of very fine grid and time steps. However, as will be discussed

in section 4.2, in order to avoid the major issues of modeled-stress depletion and grid-induced separation [44], it is

necessary to prevent the activation of the LES mode in the near-wall region. A shielding function will therefore be

introduced to force the RANS mode up to about y+ = 100, with the side effect that the model will no longer tend

towards DNS in wall-bounded flows when the mesh is refined.

3.6 HTLES formulation applied to the k–ω SST closure

In the previous sections, the HTLES method has been applied to the k–ε model, because this model is the best candidate

to illustrate and detail the derivation of the hybrid approach. However, the standard k-ε model is not valid in the near-

wall region and requires some modifications, such as damping functions, to be extended to the wall. Such low-Reynolds-

number k-ε models are not widely spread in the industry. One of the most popular approach is the k–ω SST model [33],

which is a k-ε model extended to the wall by locally switching to the k-ω model. The HTLES is developed herein based

on this particular closure. In the following, we show that the derivation of the k–ω SST HTLES model can be achieved

in two ways.

First, the k–ω SST HTLES formulation can be derived by introducing a change of variable in the k–ε HTLES

equations (25), in the same way as for the k–ω SST RANS models. The main benefit of this way of proceeding is that the

expression of the hybridization function ψ(r) (Eq. 20) is preserved irrespective of the closure. However, this derivation

implies that the coefficient in the destruction term of the second transport equation is defined as βω =Cµ(Cε1 −ψ(r))
(for the RANS derivation ψ(r) is replaced by a coefficient equal to 1). In this regard, the second transport equation

involves an additional term dependent on the hybridization function ψ(r), which increases the complexity of the model

formulation. Therefore, an alternative method is preferred.

The second way of deriving the k–ω SST HTLES formulation is to conduct the same perturbation analysis as for

the derivation of the k–ε HTLES. We propose here to ensure H-equivalence with the k–ω SST TPITM developed by

Bentaleb et al. [5], such that the hybridization function is transferred in the km-equation and a new variable transported

by the second equation ω∗
m is introduced. The analysis is detailed in appendix 7.2, leading to a new hybridization

function

ψ ′(r) =
βω

Cµ γω + r(βω −Cµ γω )
, (29)

where γω =Cε1 −1 and βω =Cµ(Cε2 −1) are the usual coefficients of the RANS model. A clear similarity is observed

between the hybridization functions ψ(r) (Eq. 20) and ψ ′(r) (Eq. 29), using a k–ε and a k–ω SST closure, respectively.

Finally, within the HTLES framework, the modeled time scale Tm (Eq. 24) is introduced, and the subfilter equations for

νsfs, ksfs and ω∗
sfs are written as

νsfs =
ksfs

ψ ′(r)ω∗
sfs

,





Dksfs

Dt
= Psfs +Dksfs −

ksfs

Tm
,

Dω∗
sfs

Dt
= γω

ω∗
sfs

ksfs

Psfs +D∗
ωsfs −βω ω∗

sfs
2 +C∗

ωsfs,

(30)

where D∗
ωsfs stands for the diffusion of ω∗

sfs, and C∗
ωsfs is the cross-diffusion term. The modeled time scale is evaluated

as

Tm =
r

ψ ′(r)

k

Cµ kmω∗
m

. (31)
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Fig. 3 Evolution of the resolved-energy spectra at two times. Ref-

erence data and k–ε HTLES results on 3 grids (M32, M64, M128)

with β0 = 0.44.

Fig. 4 Evolution of the resolved-energy spectra at two times. Ref-

erence data and k–ω SST HTLES results on 3 grids (M32, M64,

M128) with β0 = 0.48.

The complete formulation of the k–ω SST HTLES model is summarized in Appendix 7.3, including the limiters in the

subfilter viscosity and production terms, as well as the blending functions of the RANS model of Menter [33].

3.7 Decaying Isotropic Turbulence

The coefficient β0 = 2/(3CK ) in Eq. (21) is provided by the theory as a function of the Kolmogorov coefficient CK . Since

the energy ratio r computed by Eq. (21) controls the level of resolved energy and eventually the subfilter viscosity,

a computational verification against a database of isotropic turbulence is desirable to ensure that the hybrid model

exhibits the correct level of subfilter dissipation within the context of particular models and numerical schemes. In this

regard, the decaying isotropic turbulence (DIT) is a fundamental test case to evaluate the LES mode of HTLES and to

assess the prediction of the energy cascade. The reference DIT data of Kang et al. [26] at Reλ = 720 is used herein.

Experimental data were recorded at four positions downstream of the grid, characterized by the grid step M. Calculations

are performed within a triply-periodic cubic domain, focusing on the temporal decay of the isotropic turbulence in the

fixed box. The initial velocity field is computed to match the energy spectrum at x/M = 20, as explained in [26], and

the initial field of the turbulent variables are obtained by performing a frozen velocity field computation.

The computations are carried out using the k–ε HTLES and the k–ω SST HTLES implemented in code saturne,

a general CFD solver developed by EDF [3]. Since the hybrid model works in LES mode, the Crank-Nicholson time

scheme and a spatial second-order centered scheme are used for the velocity (additional information on the CFD solver

are given in section 5.1). In this homogeneous case, statistically-averaged quantities are evaluated using spatial averaging

over the domain.

Fig. 3 and 4 show the resolved-energy spectrum at two times, corresponding to x/M = 30 and x/M = 48. In each

case, 3 isotropic hexahedral meshes are used to assess the robustness of the model regarding grid refinement: M32,

M64 and M128 with 323, 643 and 1283 cells, respectively. The experimental results of [26] are used for comparison. A

sensitivity study to the coefficient β0 is performed in order to evaluate the prediction of the energy cascade, ensuring that

the lack of resolved dissipative scales is compensated for by the subfilter dissipation. The best predictions are obtained

with β0 = 0.44 with k–ε and β0 = 0.48 with k–ω SST (higher or lower values leading respectively to a lack or an excess

of dissipation). It is remarkable that these values are very close to the theoretical definition of β0 = 2/(3CK) = 0.44.

The slight discrepancy with the theoretical value for the k–ω SST model can be related to the fact that the ω-equation is

not the exact equivalent of the ε-equation by change of variable, and the value β0 = 0.48 will be used in the subsequent

computations. These results show that the slight adaptation of the coefficient driving the LES branch of HTLES is

essential to get similar predictions irrespective of the closure. Although this test in DIT does not guaranty that the LES

branch of the hybrid model will work properly for all the configurations, it is fundamental to prove that the model indeed

provides the correct level of subfilter dissipation [49].

4 Improvement of the HTLES model for wall-bounded flows

This section is devoted to the improvement of HTLES in channel flows. The developments are henceforth based on

the k–ω SST model, since the use of a low-Reynolds-number model is relevant to focus on the near-wall region. The
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Fig. 5 Energy ratio (a) and kinetic energy profiles (b). HTLES

model (without ICC). Channel flow at Reτ = 5200.

Fig. 6 Mean velocity profiles. HTLES without ICC and HTLES

with ICC. Channel flow at Reτ = 5200.

behavior of HTLES in this zone is indeed a major concern, since the transition from RANS to LES occurs in this

region in most hybrid approaches. The main results are illustrated using the case of the plane channel flow at Reynolds

number Reτ = 5200 compared to the reference DNS by Lee and Moser [29]. The k–ω SST HTLES calculations are

performed using code saturne (see section 5.1), and grid C1 is defined in Table 1, based on the common practice for

hybrid approaches. Extensive validation over a range of grids and Reynolds numbers is carried out in section 5.

Table 1 Grid for the channel flow with half-width δ in the domain Lx ×Ly ×Lz = 6.4δ ×2δ ×3.2δ .

Reτ Grid ∆+
x ∆+

z ∆+
yc

∆+
yw

∆x/δ ∆z/δ Nx Ny Nz

5200 C1 520 260 260 1 0.1 0.05 64 140 64

4.1 Consistency with the RANS model

In wall-bounded flows, the first concern is that the estimation of the energy ratio with Eq. (21) can lead to unrealistic

values larger than unity, since the Kolmogorov assumption is not relevant in the viscous wall region. To address that

problem, Tran et al. [49] introduced an upper bound in the definition of the energy ratio, resulting in r = min[1,rK ]. For

this particular mesh, Fig. 5a shows that the energy ratio is equal to one in the near-wall region below y+ = 15, which

means that this zone is treated in RANS mode, before decreasing and reaching a plateau (r ≃ 0.12) in the LES region.

By analysing the energy partition in Fig. 5b, it is observed that the resolved energy kr is not zero in the RANS region

as it should be in theory. Resolved fluctuations coming from the outer LES region penetrate into the near-wall RANS

region, which leads to an inconsistency, since the model is built assuming that the resolved energy is zero in RANS

mode. Hence, the total energy k = kr + km is overestimated compared to the RANS solution k = km, such that the time

scale Tm defined by Eq. (31) is overestimated and the destruction term of the energy equation (30) is too low compared

to the RANS formulation. As shown in Fig. 6, this issue results in an underestimation of the HTLES velocity profile

in the RANS region, although it is expected that the HTLES tends to the RANS solution. This problem causes large

discrepancies all over the RANS-to-LES transition region.

To address this issue, an internal consistency constraint (ICC) is defined herein. The coefficient cr is added in the

definition of the turbulent time scale, in order to recover the exact formulation of the RANS closure when r = 1,

Tm =
r

ψ ′(r)

km + crkr

Cµ kmω∗
m

, where cr =

{
0 if r = 1,
1 if r < 1.

(32)

Using the ICC, Fig. 6 shows that the solution of the RANS model is much better recovered throughout the region where

r = 1. However, the ICC does not improve the discrepant results in the transition and LES regions, which are related to

the location of the RANS-to-LES switch, as explained in the following section.
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4.2 Control of the RANS-to-LES transition in the near-wall region

The RANS-to-LES transition of the model must be imposed with the objective of significantly reducing the number

of grid cells in the near-wall region compared to LES. To this end, it is relevant to analyse the behavior of the energy

ratio in the log layer. In this region, the equality C
3/4
µ k3/2/ε = Cκ dw is satisfied [36], where Cκ is the Van Karman

constant and dw the distance to the wall. Hence, when the cutoff frequency of the filter is related to the grid step (i.e.

ωc =Usπ/∆ ), we show that the energy ratio (Eq. 21) can be evaluated as

rK =
C

1/2
µ

β0π2/3C
2/3
κ

(
∆

dw

)2/3

. (33)

One observes that the energy ratio is only dependent on the grid step, irrespective of the Reynolds number. It decreases

with the distance to the wall, and this decrease encompasses the entire log layer. This observation is in line with the

hybridization strategy which is adopted to treat the different wall regions of a turbulent boundary layer [36]: the RANS

mode is enforced in the viscous and buffer sublayers, the transition takes place in the log layer, and rest of the outer

layer is treated in LES mode.

However, using the present formulation, the RANS-to-LES transition can occur too close to the wall, since the

energy ratio r = min[1,rK ] is dependent on the grid step. Notably, using grid C1, Fig. 5 shows that the transition occurs

in the buffer layer. This issue has been encountered in many hybrid approaches, leading to modeled-stress depletion

and grid-induced separation, as shown by Spalart et al. [47]. This issue has already been addressed by introducing a

shielding function to enforce the RANS mode in the near-wall region, such as the DDES shielding [47] or the shielding

based on elliptic blending proposed by Fadai-Ghotbi et al. [15] within the TPITM context. Following [15], the energy

ratio is defined as a blending between its usual definition and unity,

r = (1− fs)×1+ fs ×min[1,rK ], (34)

introducing a new shielding function fs. Although, unfortunately, the introduction of such a shielding function reintro-

duces into the model a dose of empiricism that the theoretical formalism aims at suppressing, it is necessary in order to

avoid a deterioration of the results when ambiguous near-wall meshes are used (fine enough to resolve turbulent struc-

tures but too coarse to perform a wall-resolved LES). The definition of fs is a major concern, as during its transition

from 0 in the near-wall region to 1 far from the wall, it directly impacts the decreasing trend of the energy ratio. In par-

ticular, since it is necessary to prevent the model from switching to LES mode when the mesh is ambiguous, the spatial

extension of the shielding must be independent of the grid. The following section is dedicated to the development of

such a function.

4.2.1 A grid-independent shielding of the viscous wall region

The new shielding function fs is built to provide a constant shielding of the near-wall region, irrespective of the model

or the numerical parameters. Notably, following the previous remarks (deduced from expression 33), the main objective

is to enforce the RANS mode in the viscous wall region, where the LES mode is not desirable, aiming at satisfying the

constraints below:

(i) The RANS mode extends up to the log layer.

(ii) The shielding function involves a quite sharp transition at the beginning of the log layer in order to recover the

decreasing trend defined by Eq. (33).

(iii) The shielding function is independent of grid refinement.

(iv) The shielding function is independent of the closure, to develop a global shielding function, not specifically related

to a RANS model or a hybrid method.

For this purpose, a dimensionless scale ratio is introduced, using a hyperbolic tangent function to provide a continuous

transition from 0 to 1. To ensure the grid independency of the ratio, the comparison is based on the distance to the wall

and a turbulent length scale. Since, as mentioned above, resolved dissipation is negligible, the modeled dissipation rate

is equal to the total dissipation ε and is therefore independent of the grid. Therefore, the Kolmogorov length scale is a

good candidate for defining a grid-independent shielding, in the form

fs(ξK) = 1− tanh
[
ξ p1

K

]
, where ξK =C1

(ν3/ε)1/4

dw

, (35)

with the coefficients C1 and p1. Note that in the log layer, the length scale ratio ξK can be estimated using the standard

relation ε+ = 1/(Cκ y+) in wall units, such that

ξKlog =C1C
1/4
κ y+

−3/4
(36)
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Fig. 7 Profiles of the shielding functions (a), the energy ratios (b) and the mean velocities (c). HTLES model with ICC, with and without the

shielding function fs(ξK). Channel flow at Reτ = 5200.

Fig. 8 Profiles of the shielding functions (a), the energy ratios (b) and the mean velocities (c). HTLES with ICC, with fs(ξK) or fs(ξD).
Channel flow at Reτ = 5200.

in this region. The expected behavior of the length scale ratio ξK is obtained: it goes to infinity at the wall and zero

away from the the wall, and it is independent of the grid step and the model. The analytical relation (36) is useful for

calibrating coefficients C1 and p1, providing an accurate setting of the location and the sharpness of the transition region.

Following the previous specifications (i) and (ii), it seems relevant to enforce the RANS-to-LES switch at the beginning

of the log layer. In that respect, it has been chosen on the basis of a sensitivity study for several Reynolds numbers

between 590 and 20000 (not shown here) to extend the RANS region up to y+ = 100, and to impose a relatively sharp

transition between y+ = 100 and 200. The calibration of the coefficients, based on Eq. (36), leads to C1 = 45 and p1 = 8

(the sensitivity study showed that the results are not sensitive to small variations of these values).

Fig. 7a shows that the length scale ratio ξK (Eq. 35) computed during the calculation matches ξKlog (Eq. 36) in the

log layer. Hence, the shielding function fs(ξK) imposes the desired transition region. In Fig. 7b, applying the shielding

function, it is verified that the RANS mode (r = 1) is enforced up to y+ = 100. In the transition region, the decreasing

trend of the energy ratio is related to the slope of the shielding function until y+ = 200, and the behavior of rK (Eq. 21)

is recovered beyond this location.

Finally, Fig. 7c shows the velocity profile obtained using HTLES with the shielding function fs(ξK). The internal

consistency constraint (Eq. 32) is modified by introducing

cr =

{
0 if r = 1,
fs if r < 1,

(37)

in order to provide a continuous correction of the time scale Tm. On the one hand, the RANS behavior is correctly

recovered in the near-wall region up to y+ = 100, as desired. On the other hand, in the LES region, an overestimation of

the velocity profile is observed, corresponding to the so-called log-layer mismatch [35], which is tackled in the following

section.
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4.2.2 A grid-dependent shielding to address the log-layer mismatch

The log-layer mismatch observed in Fig. 7c has been encountered in many hybrid approaches since the study of Nikitin

et al. [35]. It consists of a shift of the logarithmic profile originating in the transition region, such that the velocity is over-

estimated in the LES region. Some proposals have already been made to address this issue, using an additional shielding

function in IDDES by Shur et al. [42] or applying forcing techniques as discussed by Keating and Piomelli [27]. Ac-

tually, the log-layer mismatch is due to a switch from RANS to LES in a region where the cells are not adequate to

properly resolve the turbulent fluctuations. In the case of the present model, the energy ratio (Eq. 21) depends on the

grid step evaluated as the cubic root of the volume of the cell, which can lead to a switch to LES in a region where the

grid is very coarse in streamwise or spanwise directions.

In that respect, a relevant scale is the maximum dimension of the cell ∆max = max [∆x,∆y,∆z] in order to enforce

the RANS mode where the mesh is too coarse in any of the directions. Notably, following the analysis of Larsson et

al. [28] in WMLES, and Han et al. [21] in IDDES, it is pointed out that to properly capture the large-scale fluctuations

in the near-wall region treated in LES mode, the integral length scale L must be at least greater than twice the maximum

grid size (Nyquist theorem): L ≥ 2∆max. In addition, L can be explicitly related to the distance to the wall dw in the log

layer [36]: L = k3/2/ε = Cκ/Cµ
3/4dw. Based on these expressions, the following criterion is obtained to activate the

LES mode in regions where the grid is fine enough in any of the directions for properly resolving the largest structures:

dw ≥ 0.8∆max. Hence, to address the log-layer mismatch, we propose to introduce a second shielding function, dependent

on a new ratio ξD. This ratio compares ∆max and dw, in order to activate the LES mode from ∆max = dw (satisfying the

previous criterion with a small safety margin), such that

fs(ξD) = 1− tanh
[
ξ p2

D

]
, where ξD =C2

∆max

dw

. (38)

The calibration of the coefficients C2 and p2 is done in order to ensure a similar sharpness for fs(ξK) and fs(ξD).
ξK scales as dw

−3/4 in the log layer according to Eq. (36). In the same way, ξD scales as dw
−1, assuming that ∆max is

constant (usual structured mesh). Since p1 = 8, it is necessary to impose p2 = 6 in order to provide the same decreasing

trend for ξ p1
K and ξ p2

D , with a calibrated coefficient C2 = 1.2.

In Fig. 8a, it is verified that the switch of fs(ξD) occurs just after the location where dw = ∆max, as desired. Hence,

using the mesh C1 defined in Table 1, the RANS mode is extended up to 0.1δ , as shown in Fig. 8b. It is noted that in the

LES region, the energy ratio tends to the same value, regardless of the location or the sharpness of the transition region.

The benefit of the new shielding function is clearly visible in Fig. 8c, showing the velocity profiles. A very satisfactory

agreement with the reference data is obtained in the RANS mode, thanks to the ICC, as well as in the LES mode, since

the RANS-to-LES transition occurs in a region where the cells are suitable to resolve the turbulent structures, using

fs(ξD). In addition, Fig. 8c shows that the introduction of the ICC is essential to recover the correct RANS formulation

when r = 1, notably when the RANS mode is enforced by the shielding functions.

It is important to highlight that, although the largest extent of the shielding is imposed by fs(ξD) for the present

mesh, fs(ξK) is relevant to enforce the RANS mode up to y+ = 100 in all the situations. Indeed, the grid-independent

shielding function fs(ξK) ensures the robustness of the HTLES formulation when the grid is overly refined in the near-

wall region, while the complementary shielding function fs(ξD) protects the regions where the cells are too anisotropic

to properly resolve the turbulent structures.

Finally, the introduction of the two shielding functions is decisive, in order to properly control the RANS-to-LES

transition in the vicinity of the wall. Associated with the ICC, these improvements are effective regarding the predictions

of the velocity profiles, as shown successively in Fig. 6, 7 and 8. Despite involving some empiricism, arguments are

presented to justify the need for these improvements, as well as to explain how a suitable location of the RANS-to-LES

transition is established as a function of physical parameters ( fs(ξK)) and grid characteristics ( fs(ξD)). Once the RANS

zone is sufficiently improved, the log-layer mismatch is largely erased. Extensive validation is continued in the next

section on channel flows at various Reynolds numbers, using different grids, and the periodic-hill test case.

5 Validation of the HTLES approach

The validation process of the k–ω SST HTLES model is now carried out on channel and periodic-hill flows, including

sensitivity study to the grid and the Reynolds number. The Cartesian coordinates x, y, z are aligned with the streamwise,

wall-normal and spanwise directions, respectively. The global formulation of the k–ω SST HTLES model is summarized

in Appendix 7.3, including the internal consistency constraint (Eq. 37) and the two-fold shielding function fs (Eq. 35

and 38), which is written as follows

fs(ξK ,ξD) = 1− tanh
[
max

[
ξ p1

K ,ξ p2
D

]]
. (39)
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5.1 Numerical setup

The calculations are performed using code saturne [3], the open-source CFD software developed by EDF and distributed

under Gnu GPL license (https://www.code-saturne.org). The code is based on a finite-volume method, using a fully co-

located arrangement for all the variables. The velocity-pressure system is solved using a standard predictor-corrector

scheme (SIMPLEC).

The time-marching is based on a second-order accurate Crank-Nicholson scheme. A particular attention is paid to

the convection scheme for the filtered velocity equation since the use of a centered scheme is a key requirement in LES

mode but can lead to numerical instabilities in RANS mode. A hybrid scheme (HYB) similar to the one proposed by

Travin et al. [50] is used: a second-order upwind scheme (SOLU) and a centered difference scheme (CDS) are blended

using the coefficient cr (Eq. 37) to be in line with the switch from RANS to LES, such that

ΦHYB = (1− cr)ΦSOLU + crΦCDS. (40)

For the convection terms of the transport equations of the turbulent variables, a first order upwind scheme is applied to

favour numerical stability, as these terms are less sensitive than for the momentum equation and can be discretized to a

lower order [4,11].

As a practical matter, during the calculations, an exponentially-weighted average [37] is used to estimate the

statistically-averaged quantities (kr, km, ω∗
m, ...). For the statistically stationary flows studied in this paper, the time

filter width is chosen to correspond to several tens of flow-through times, ensuring the convergence of the statistical es-

timates. Note that, for non-stationary flows, Afailal [1] proposed a suitable estimation of the temporal filter width in the

framework of HTLES, and the dynamic time filtering technique developed by Jamal and Walters [24] could also be used.

5.2 Channel flows

Channel flows are investigated to validate HTLES against DNS results at Reτ = 590 (Moser et al. [34]), Reτ = 1000 and

5200 (Lee and Moser [29]), and a RANS k–ω SST computation at Reτ = 20000, where Reτ = uτ δ/ν , δ is the channel

half-width, uτ is the friction velocity and ν is the kinematic viscosity.

Table 2 Numerical settings of the grids for the channel flows in domain Lx ×Ly ×Lz = 6.4δ ×2δ ×3.2δ .

Reτ Grid ∆+
x ∆+

z ∆+
yc

∆+
yw

∆x/δ ∆z/δ Nx Ny Nz

590 A1 60 30 30 1 0.1 0.05 64 96 64

1000 B1 100 50 50 1 0.1 0.05 64 106 64

C0 260 130 260 1 0.05 0.025 128 140 128

C1 520 260 260 1 0.1 0.05 64 140 64

5200 C2 1040 520 260 1 0.2 0.1 32 140 32

C1X 260 260 260 1 0.05 0.05 128 140 64

C2X 520 520 260 1 0.1 0.1 64 140 32

20000 D1 2000 1000 1000 1 0.1 0.05 64 166 64

Grids A1, B1, C1 and D1 defined in Table 2 are characterized by the same number of cells in the x and z-direction,

respectively, i.e. by the same cell sizes: ∆x = 0.1δ and ∆z = 0.05δ are fixed regardless of the Reynolds number. In the

wall-normal direction, ∆+
yw

= 1 at the wall and the cell size increases up to ∆yc = 0.05δ at the center of the channel.

This meshing strategy corresponds to one of the main objectives of hybrid RANS-LES, which is to use a RANS type

mesh in the near-wall region. It is strongly related to the introduction of the second shielding function fs(ξD) (Eq. 38),

since the extent of the RANS region scales with the maximum cell dimension. The sensitivity study to the Reynolds

number is carried out using these grids, which demonstrates that the scaling of the numerical cost drastically decreases

compared to LES (in the x and z-direction, the cost reduction scales with Re2
τ ). Even if these grids are designed within a

particular context, using specific models, numerical methods and software, it is worth noting that the resolution is close

to the one used in most hybrid computations (see, e.g., the IDDES simulations of Shur et al. [42], among others), and

to the streamwise and spanwise resolutions used for wall-modeled LES following the analysis of Larsson et al. [28].

In contrast, grids C0, C1, C2, C1X and C2X are designed to study the sensitivity to the mesh at Reτ = 5200. The

differences between these grids lies in the grid steps and the aspect ratio in streamwise and spanwise directions, while

the cell distribution in the wall-normal direction is preserved.

To begin with, in order to give a point of reference and evaluate the influence of the numerical method, no-model

simulations (i.e. coarse DNS) are performed, using grids A1, B1, C1 and D1. In addition, the standard Smagorinsky
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Fig. 9 Mean velocity profiles, channel flows for different Re.

Smagorinsky LES and no-model simulations using grids A1, B1,

C1 and D1.

Fig. 10 Iso-surfaces of the Q-criterion (Q= 50u2
τ/δ 2) colored by the velocity magnitude, channel flows at (a) Reτ = 1000 and (b) Reτ = 20000,

HTLES calculation using grids B1 and D1, respectively.

model [43] (νsfs = (Cs∆)2S̃ with Cs the usual coefficient) is used as a reference. As shown in Fig. 9, at low Reynolds

numbers, the results are not so discrepant, given that the grid is relatively fine in wall-units (∆+
x = 60 and ∆+

z = 30),

but the overestimation of the velocity profiles is much more pronounced when increasing the Reynolds number (for

Reτ > 1000, large non-physical instabilities are observed for the Smagorinsky LES model, and the results are not added

in Fig. 9). These results demonstrate the relevance of the hybrid RANS-LES approach with a meshing strategy based

on geometric criteria.

In Fig. 10, performing HTLES calculations, iso-surfaces of the Q-criterion at Reτ = 1000 and Reτ = 20000 show

that large-scale turbulent structures are explicitly resolved in the core region of the flow. In this region, the LES mode of

HTLES is activated, sustaining the resolved turbulence during the calculation. In contrast, in the very near-wall region

treated in RANS mode, the turbulent structures are not visible, notably at moderate Reynolds number Reτ = 1000.

Considering the sensitivity to the Reynolds number, Fig. 11 shows that the velocity profiles are well predicted, in

both RANS and LES mode (in contrast with no-model and LES predictions in Fig. 9). In particular, it is remarkable

that the log-layer mismatch is erased over a large range of Reynolds numbers. These satisfactory results are notably due

to the introduction of the ICC (Eq. 32 and 37) and the shielding functions (Eq. 35 and 38) in the HTLES model, as

explained in section 4.

Fig. 12 shows the profiles for fs(ξK) and fs(ξD), as a function of the distance to the wall in wall units (left) or

scaled with the half-width of the channel δ (right), in logarithmic or linear scales, respectively. As observed previously,

fs(ξK) imposes a constant shielding in wall units, but at high Reynolds numbers the shielded region is not large enough.

In contrast, the shielding function fs(ξD) imposes exactly the same transition region from 0.1δ to 0.2δ using standard

grids, regardless of the Reynolds number. Even if the shielding function fs(ξK) is only active for Reynolds numbers

lower than Reτ = 1000 herein (or, in more specific terms, using fine grids for which ∆+
max ≤ 100), it is still a key

requirement since a wide variety of grids and Reynolds numbers can be encountered in industrial applications.
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Fig. 11 Mean velocity profiles, channel flows for different Re.

HTLES results, using grids A1, B1, C1 and D1.

Fig. 12 Profiles of the shielding functions, channel flows for differ-

ent Re. HTLES results, using grids A1, B1, C1 and D1.

Fig. 13 Total shear stress profiles, channel flows for different Re.

HTLES results, using grids A1, B1, C1 and D1.

Fig. 14 Total kinetic energy profiles, channel flows for different Re.

HTLES results, using grids A1, B1, C1 and D1.

Fig. 13 shows that the shear stress profiles closely match the reference data. Regarding the turbulent energy profiles

in Fig. 14, noticeable discrepancies appear in the RANS region. As with all linear eddy-viscosity models, the underlying

k–ω SST closure is calibrated to reproduce the shear-stress and mean velocity profiles, and is not well suited for properly

predicting the turbulent energy in the vicinity of the wall. This behavior is inherited by the hybrid model in regions

treated in RANS mode, as expected. Despite this weakness, the use of the RANS model at the wall is crucial when

using grids for which LES and no-model simulations are severely discrepant (Fig. 9).

Now, the influence of the grid resolution is investigated. In Fig. 15a, it is verified that the shielding function fs(ξK)
is independent of the grid, whereas the switch of the second shielding function fs(ξD) occurs when the distance to the

wall is equal to the largest cell width (∆+
max = 260, 520 or 1040, respectively). In Fig. 15b, it can be seen that the location

of the RANS-to-LES transition is dictated by the parameter ξD. A plateau is reached in the LES region, and as expected,

the value of the energy ratio reached in this region decreases when the mesh is refined.

The way the grid resolution affects the accuracy is underlined by the velocity profiles in Fig. 16. HTLES results using

grids C1X and C2X with the same grid steps in streamwise and spanwise directions show some discrepancies in the

LES region. The log-layer mismatch is not fully reduced. In contrast, HTLES using grids C0, C1 and C2, characterized

by cells elongated in the streamwise direction, show good predictions in both RANS and LES regions. Notably, it is

observed that the results are far better using grid C1 rather than grid C1X, although C1X is refined in the streamwise

direction (the same holds true for C2 and C2X, respectively). Indeed, using grids C1X and C2X, the extension of the

shielding fs(ξD) is reduced by a factor of two (scaling with ∆max), and the LES mode is activated closer to the wall, in

a region where the turbulent structures are smaller. Consequently, the grid is not fine enough to properly capture these

turbulent structures, in particular regarding the spanwise refinement, which is unchanged between C1 and C1X (C2

and C2X). These results suggest that the use of isotropic cells in the x and z-direction is not well suited for properly

resolving the large-scale turbulent structures in the log-layer where the LES mode is activated. Some recommendations
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Fig. 15 Profiles of the shielding function (a) and the energy ratio (b),

channel flow at Reτ = 5200. HTLES results, using grids C0, C1, C2,

C1X and C2X, .

Fig. 16 Mean velocity profiles, channel flow at Reτ = 5200. HTLES

results, using grids C0, C1, C2, C1X and C2X, and RANS k–ω SST

results.

Fig. 17 Shear stress profiles, channel flow at Reτ = 5200. HTLES

results, using grids C0, C1, C2, and RANS k–ω SST results.

Fig. 18 Profiles of the total Reynolds stresses, channel flow at Reτ =
5200. HTLES results, using grids C0, C1 and C2

Fig. 19 Profiles of the modeled (a) and resolved (b) Reynolds stresses, channel flow at Reτ = 5200. HTLES results, using grids C0, C1 and

C2, and RANS k-ω SST results (a).
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are provided for the grid (∆x = 0.1δ , ∆z = 0.05δ ), which are consistent with the WMLES recommendations (∆x =
0.08δ , ∆z = 0.05δ ) by Larsson et al. [28]. Hence, beyond the grid refinement, the shape of the cells has an influence on

the predictions as well.

Using grids C0, C1 and C2, the total shear stress matches the reference data perfectly in Fig. 17. The partition of

energy among modeled and resolved scales fulfills the expected behavior of hybrid approaches: the modeled part is

dominant in the near-wall region and is gradually replaced by the resolved part away from the wall; the contribution of

the resolved part increases when the mesh is refined; and the location where it becomes larger than the modeled part

gets closer to the wall.

In Fig. 18, it is shown that the anisotropic behavior of the total Reynolds stresses is satisfactorily reproduced in

the LES region. The coarser mesh C2 leads to a slight overestimation of the streamwise fluctuations, since the cells

are too large to properly resolve the turbulent fluctuations. In contrast, in the RANS region, noticeable discrepancies

appear. As shown in Fig. 19, these discrepancies are mainly due to the underlying turbulence model, k–ω SST, based

on the Boussinesq assumption. In particular, in the near-wall region where the RANS mode of HTLES is activated, the

modeled stresses do not reflect the turbulence anisotropy. Regarding the resolved components, it is noted that resolved

fluctuations penetrates into the near-wall RANS region, which improves the predictions for the total turbulent stresses

(especially for uu). At the center of the channel, the resolved stresses are in relatively good agreement with the DNS

data, while the modeled stresses go to zero, showing that the HTLES method is well suited for reducing the contribution

of the subfilter model in regions where the large-scale turbulent fluctuations are properly captured.

Finally, the study of the channel flow well supports the analytical development of the HTLES method (section 3),

as well as the efficiency of the near-wall improvement to properly control the RANS-to-LES transition (section 4),

showing satisfactory agreement with the reference data in regions where the LES mode is activated. In RANS mode,

the behavior of the underlying RANS closure is recovered, as expected. Using the k–ω SST model herein leads to some

discrepancies in the near-wall RANS region, notably regarding turbulent energy and normal stresses. To improve the

results, an immediate extension of this work would be to associate the HTLES approach with an eddy-viscosity RANS

model providing an accurate prediction of the turbulent energy at the wall, such as the BL–v2/k [6]. Then, given that

RANS closures based on the Boussinesq hypothesis are not suitable for accurately reproducing the flow anisotropy

in the near-wall RANS region, the combination with Reynolds Stress Transport Models, such as the EB-RSM [31],

would be relevant. In this perspective, additional developments are required to properly conduct the hybridization of the

subfilter stress transport model.

5.3 Periodic-Hill flows

The flow over a periodical arrangement of 2D hills in a plane channel is a standard benchmark case for hybrid ap-

proaches, since the characteristics of the mean flow are governed by large-scale time-dependent phenomena, such as

moving separation and reattachment points, and a recirculation region dominated by large-scale structures generated by

the detached shear layer, such that RANS models are not able to satisfactorily reproduce the statistics of this flow. The

flow configuration is characterized by the Reynolds number Reb =Ubh/ν , where h denotes the hill height and Ub is the

bulk velocity at the hill crest. Two configurations, at Reb = 10600 and 37000, are studied herein. The computational

domain is Lx ×Ly ×Lz = 9h×3.035h×4.5h, and periodic conditions are applied in the streamwise and spanwise di-

rections. The streamwise periodicity avoids issues linked to inlet conditions, and a constant mass flow is imposed via a

source term in the momentum equation.

The periodic-hill flow at Reb = 10600 is studied using 2 grids M0 and M1, which both satisfy ∆+
y ≃ 1 at the wall.

The fine grid M0 (Nx ×Ny ×Nz = 160×160×80) almost exactly corresponds to the mandatory mesh of the ATAAC

project [23]. The coarse mesh M1 (80×80×40) is obtained by reducing the number of cells by a factor of two in each

direction. The dimensionless grid spacing on the lower wall is described in Fig. 20. The LES with 13.1 million cells of

Breuer and Jaffrézic [7] and the PIV measurements of Rapp and Manhart [38] are taken as reference solutions.

To begin with, it is interesting to emphasize the behavior of standard RANS and LES models, by studying the

distribution of skin friction on the lower wall of the periodic-hill in Fig. 21. On the one hand, k–ω SST results show

large differences compared to the reference data, in particular a very late reattachment. On the other hand, using the

standard Smagorinsky model [43], the skin friction distribution is well predicted using the fine mesh M0, but the results

are severely discrepant using M1, since this grid is too coarse compared to the LES requirements. In addition, to assess

the influence of turbulence models and numerical methods separately, no-model simulations are performed. Using the

fine grid M0, no-model predictions fairly well agree with the reference data, showing that a quasi-DNS calculation

could be performed. In contrast, using the coarse grid M1, the no-model simulation shows several disagreements with

the reference data, in the same way as for the LES calculation. These results highlight the interest of introducing a more

advanced modeling of the flow when coarse grids are used.
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Fig. 20 Dimensionless grid spacings in wall units on the lower wall

of the periodic-hill, using grids M0 and M1.

Fig. 21 Skin friction on the lower wall of the periodic-hill at Reb = 10600 - k–ω SST, LES, and no-model predictions (a), and HTLES

calculations (b), using grids M0 and M1.

Hence, in Fig. 21, the upgraded k–ω SST HTLES model fairly reproduces the reference data, using both fine

and coarse grids. Notably, the reattachment location is predicted at x/h ≃ 4.60, which is close to the reference LES

(x/h≃ 4.65). Regarding the location of the detachment point, the use of the coarse mesh M1 leads to some discrepancies,

since the tiny recirculation before the separation location is overestimated. This error underlines the importance of the

grid refinement at the top of the hill (∆x/h > 0.1 for M1), and the results are significantly improved with the fine

mesh M0.

The HTLES model without shielding functions and ICC is also evaluated in Fig. 21. Using the fine grid M0, HTLES

results are in reasonable agreement with reference data. Using the coarse grid M1, the RANS-to-LES switch occurs too

close to the wall, and large errors are observed, which emphasizes the importance of the upgraded HTLES formulation

developed in section 4. In addition, the introduction of the shielding function is necessary to enforce the RANS mode,

but not sufficient to correctly recover the RANS behavior, as illustrated by the HTLES calculation with shielding but

without ICC.

Attention is now focused on various profiles at different streamwise locations (extracted at x/h = 0, 2, 4, 6 and 8).

It can be observed from Fig. 22 that, at Reb = 10600, the global shielding function fs (Eq. 39) is exactly the same for

M0 and M1, since the largest extent of the shielding is due to fs(ξK), which is independent of the grid resolution. It

is interesting to provide the exact same shielding in this case, in order to improve the robustness of HTLES regarding

grid coarsening while preserving the same location of the RANS-to-LES switch. In Fig. 23, it is observed that, without

shielding functions, the energy ratio defined by Eq. (21) drives the simulation towards LES very close to the wall, where

the grid M1 is insufficient to apply the LES mode, which explains why the HTLES model without the shielding function

and the ICC performs badly. In contrast, using the shielding functions, the transition from RANS to LES occurs far away
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Fig. 22 Profiles of the shielding functions fs(ξK) and fs(ξ∆ ),
periodic-hill flow at Reb = 10600.

Fig. 23 Profiles of the energy ratio r with and without shielding

functions, periodic-hill flow at Reb = 10600.

Fig. 24 Streamwsise (a) and normal (b) velocity profiles, periodic-hill flow at Reb = 10600. HTLES results using grids M0 and M1.

from the wall, at the same location for both grids. In the LES region, the energy ratio reaches a plateau at a value that

decreases when the mesh is refined.

For the two grids, the reference data are well reproduced regarding the mean velocity and total shear stress profiles,

as shown in Fig. 24 and 25-(a), respectively. Some minor differences are visible dependent on the grid resolution, but

the results remain in close agreement with each other. In Fig. 25-(b,c,d), by focusing on the total Reynolds stresses, it

is interesting to remark that even if a global overestimation of the turbulent energy is observed, notably in the detached

shear layer, the shape of the profiles is qualitatively reproduced and the anisotropy of turbulence is captured reasonably

well. Some discrepancies appear between grids M0 and M1, but the agreement is encouraging considering the large

difference between the grid resolutions. Moreover, note that when the grid is refined, averaged HTLES results approach

the reference averaged LES solution, as desired, although the near-wall region is still solved in RANS mode.

Finally, the streamlines obtained by averaging the velocity both in the spanwise direction and in time, are shown

in Fig. 26. HTLES predictions using grids M0 and M1 are compared to the reference LES using a very fine grid. The

averaged flowfield is qualitatively well reproduced, notably regarding the shape and the spatial extent of the recirculation

bubble.

To evaluate the sensitivity of the model to the Reynolds number, the validation performed in the case at a higher

Reynolds number Reb = 37000, is shortly presented. The HTLES model is evaluated against the experimental data

of Rapp and Manhart [39], using a relatively coarse mesh N1 (160× 180× 80). As shown by the streamlines of the

averaged flowfield in Fig. 27, the shortening of the recirculation region as compared with the lower Reynolds number

case is reproduced (see Fig 26). The velocity and shear stress profiles agree fairly well with the reference data in Fig. 28

and 29, respectively. In Fig. 30-(a,b), the shape of the turbulent stress profiles shows a correct trend compared with

experimental results, but an overestimation of the peak in the detached shear layer is clearly visible. These HTLES

predictions are similar to the results obtained with other hybrid methods associated with eddy-viscosity closures, as

presented in the review of Jakirlic [23]. To improve the results, the use of a second order closure may bring some benefits,
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Fig. 25 Profiles of the modeled + resolved shear stess (a), streamwise (b), normal (c) and spanwise (d) components of the Reynolds stresses,

periodic-hill flow at Reb=10600. HTLES results using grids M0 and M1.

Fig. 26 Streamlines of the averaged flowfield, periodic-hill flow

at Reb=10600. Reference LES and HTLES results using grids M0

and M1.

Fig. 27 Streamlines of the averaged flowfield, periodic-hill flow at

Reb=37000. HTLES results using grid N1.

notably to reproduce the turbulence anisotropy at the wall. In this regard, note that the reference PITM calculation [12]

provides similar predictions regarding the velocity and shear stress profiles, but the normal turbulent stresses are fairly

well recovered, suggesting that the use of a subfilter stress transport model is relevant. Nevertheless, considering that the

number of cells in the x and z-direction is the same for grids M0 and N1 irrespective of the Reynolds number, the results

remain in satisfactory agreement with the reference. Hence, the validation process of the HTLES model is completed,

using different grid refinements and Reynolds numbers.
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Fig. 28 Streamwsise velocity profiles, periodic-hill flow at Reb =
37000. HTLES results using grid N1.

Fig. 29 Resolved + Modeled shear stress profiles uv, periodic-hill

flow at Reb = 37000. HTLES results using grid N1.

Fig. 30 Profiles of the modeled + resolved streamwise (a) and normal (b) components of the Reynolds stresses, periodic-hill flow at

Reb=37000. HTLES results using grid N1.

6 Conclusion

The present paper describes the development and validation of a continuous hybrid RANS-LES model based on temporal

filtering, ensuring a consistent bridging between RANS and LES modes. The model aims at providing solid theoretical

foundations and sufficient robustness for future industrial applications. Following the work of Fadai-Gothbi et al. [15],

Friess et al. [16], and Manceau [30], a new formulation of the HTLES model is derived from TPITM, ensuring a Hybrid-

equivalence criterion between the approaches. Notably, focusing on the destruction term of the energy equation, it is

noted that the variable transported by the second equation is related the modeled dissipation rate via the hybridization

function. In this context, a theoretical analysis is conducted to show that the hybridization function has to be added in

the definition of the subfilter viscosity. In such a case, a more comprehensive expression of the hybridization function

is obtained compared with the original formulation, showing a better consistency of the assumptions. The development

of the HTLES approach is illustrated using a k–ε closure for the sake of simplicity, before extending the method to the

k–ω SST model. The calibration of the model is performed in decaying isotropic turbulence, showing a good agreement

of the calibrated coefficients with the values obtained from the theory.

A second part introduces several improvements of the model for wall-bounded flows. Notably, a two-fold shielding

function and an internal consistency constraint are introduced.

(i) The shielding function fs(ξK) provides a constant protection in wall units, independent of the grid refinement or the

Reynolds number. It enforces the RANS mode up to the beginning of the log layer, and prevents the model from

switching to LES when the mesh is finer than a RANS mesh but not fine enough for LES.

(ii) The shielding function fs(ξD) depends on the maximum cell dimension, in order to adapt the location of the RANS-

to-LES transition when the grid is too coarse in any of the directions compared to the distance to the wall, in order
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to properly resolve the near-wall turbulent structures in LES mode, thus avoiding the appearance of a log-layer

mismatch.

(iii) The internal consistency constraint is applied in order to disregard the contribution of resolved fluctuations in the

turbulent energy in the RANS region, since the penetration of resolved turbulent fluctuation from the LES region

into the RANS region contradicts the theoretical assumption that the resolved energy is zero in this zone.

The upgraded formulation of the model provides a suitable control of the energy partition in the boundary layer. The

expected outcomes are reached, since in the near-wall region where the activation of the LES mode is not suitable, the

location of the RANS-to-LES transition is appropriately set up and the RANS mode is enforced.

The predictive accuracy of the upgraded formulation of the k–ω SST HTLES model is validated in various configu-

rations. The case of plane-channel flows is investigated over a range of Reynolds numbers, showing the correct behavior

of the model in wall-bounded flows and that no log-layer mismatch is observed. These results highlight the benefit of

the upgraded formulation. Since the near-wall region is solved in RANS mode, the grid resolution in the streamwise and

spanwise directions are determined by the geometry, independently of the Reynolds number, which drastically decreases

the numerical cost compared to LES (the cost reduction scales with Re2
τ ). The grid sensitivity study shows a significant

improvement of the results for grids elongated in the streamwise direction compared to the spanwise direction. These

results suggest some recommendations for designing the grid, in line with recommendations for WMLES [28]. Finally,

in the near-wall region treated in RANS mode, it is worth pointing out that the behavior of the underlying RANS model

is recovered, as expected.

The HTLES model succeeds in simulating the periodic-hill flow at moderate and high Reynolds numbers, providing

accurate estimates of the quantities of interest, using coarse grids for which the LES results are severely discrepant with

the reference data. Hence, it demonstrates the robustness of HTLES regarding grid coarsening.

HTLES appears very promising for industrial applications: benefiting from a solid and general formulation, it offers

a cost-saving alternative to wall-resolved LES, providing unsteady information about the quantities of interest. Although

a significant amount of empiricism is inevitably introduced in the near-wall region by the shielding functions, a theoret-

ical link with the equations of motion is a prerequisite for the improvement of the model based on physical mechanisms.

For example, the introduction of the empirical shielding function (Eq. 38) to avoid the log-layer mismatch could be

avoided in the future by taking into account in an anisotropic manner in the formalism the relationship between the grid

and the turbulent scales. Furthermore, in order to limit the grey area and log-layer mismatch issues, this formalism can

help to identify the terms that should be introduced in the equations that are linked to the noncommutativity of the filter

with the differential operators, as shown for the additive filter [18,20] and the PITM [13].

In practice, this approach bears similarities with DES, as regards the modification of the dissipation term in the

turbulent energy equation, but also significant differences: in particular, it is based on a time rather than a length scale;

it includes an explicit modification of the eddy-viscosity; the switch from RANS to LES is based on comparisons

involving average quantities. This last aspect clearly connects the HTLES to the PITM family [10] from which it is

derived. However, a major difference with the PITM is the control of the transition from RANS to LES via the k-

equation rather than the ε-equation, which avoids, according to our experience, which confirms that of [14], difficulties

in maintaining resolved turbulent structures in certain situations.

Future prospects concern the sensitivity of the hybrid approach to the closure, using RANS models with a particular

modeling effort to reproduce wall-blockage (family of elliptic relaxation models [6,31]). Moreover, it is of interest for

industrial applications to assess the capability of HTLES to resolve wall-pressure fluctuations.

7 Appendix

7.1 Perturbation analysis to ensure H-equivalence between TPITM and HTLES

Postulating that Two hybrid approaches based on the same closure, but using different method of control of the energy

partition, yield similar low-order statistics of the resolved velocity fields provided that they yield the same level of

subfilter energy [16], the H-equivalence between the TPITM system Eq. (9, 10) and the HTLES system Eq. (12, 18)

is ensured if the two methods tend to the same closure when the filter width is going to infinity and lead to the same

energy partition for a particular situation. Hence, using a k–ε closure herein, the objective of the analysis is to identify

the relation between the hybridization functions CP
ε2(r) and ψ(r), to provide the same level of modeled energy km.

Departing from the RANS limit where the H-equivalence is ensured (km = k), infinitesimal perturbations of the

hybridization functions δCP
ε2 and δ ψ are introduced into the TPITM and HTLES systems, which remain H-Equivalent

as long as the same infinitesimal variation δ km of the modeled energy is obtained. The perturbation analysis can be

carried out in some particular situations, following Friess et al. [16]. Calculations are conducted herein in the less

restrictive situation: inhomogeneous turbulence in straight duct flows. In this case, both modeled energy and dissipation
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are in equilibrium along streamlines, which leads to the following system of equations for HTLES,

νm =Cµ
k2

m

ψ(r)ε∗
m

,





0 = Pm +Dkm −ψ(r)ε∗
m,

0 =Cε1
ε∗

m

km
Pm +D∗

εm −Cε2
ε∗

m
2

km
.

(41)

Introducing an infinitesimal perturbation δ ψ of the coefficient ψ(r) in the equation results in infinitesimal variations of

the solution, such that the following relation is obtained,





0 = δ Pm +δ Dkm −
(

δ ψ

ψ(r)
+

δ ε∗
m

ε∗
m

)
ψ(r)ε∗

m,

0 =Cε1
ε∗

m

km

Pm

(
δ Pm

Pm

+
δ ε∗

m

ε∗
m

−
δ km

km

)
+δ D∗

εm −Cε2
ε∗

m
2

km

(
2

δ ε∗
m

ε∗
m

−
δ km

km

)
.

(42)

The diffusion terms are given by the gradient-diffusion hypothesis with the usual coefficients σk and σε ,





Dkm =
∂

∂ xk

(
Cµ

σk

k2
m

ψ(r)ε∗
m

∂ km

∂ xk

)
,

D∗
εm =

∂

∂ xk

(
Cµ

σε

k2
m

ψ(r)ε∗
m

∂ ε∗
m

∂ xk

)
,

such that





δ Dkm

Dkm

= 3
δ km

km

−
δ ε∗

m

ε∗
m

−
δ ψ

ψ(r)
,

δ D∗
εm

D∗
εm

= 2
δ km

km
−

δ ψ

ψ(r)
.

(43)

Moreover, in eddy-viscosity models the production term is given by,

Pm = 2γCµ
k2

m

ψ(r)ε∗
m

S2, (44)

where S is the statistical averaged of the rate of strain, and γ = Psfs/Pm is a correlation coefficient. Then, the perturbation

analysis is applied, leading to
δ Pm

Pm
=

δ γ

γ
+2

δ S

S
+2

δ km

km
−

δ ε∗
m

ε∗
m

−
δ ψ

ψ(r)
. (45)

Finally, the previous equations (43, 45) are introduced into the system of equations (42), which yields

δ ψ =−
(Cε2 −Cε1ψ(r))ψ(r)

Cε2

Pm

ψ(r)ε∗
m

(
δ km

km
−

δ γ

γ
−2

δ S

S

)
. (46)

A similar analysis can be conducted for TPITM (see [16] for details), and the following relation is obtained

δCP
ε2 = (CP

ε2(r)−Cε1)
Pm

εm

(
δ km

km

−
δ γ

γ
−2

δ S

S

)
. (47)

Applying the H-equivalence postulate [16], i.e. the same modification δ km of the modeled energy leads to the same

infinitesimal variation of the low-order statistics (δ S, δ γ), and recalling the equality εm = ψ(r)ε∗
m (Eq. 17), then if

HTLES and TPITM are H-Equivalent for some initial values of ψ(r) and CP
ε2(r), they remain equivalent if the infinites-

imal perturbations of their hybridization functions expressed by Eq. (46) and (47) satisfy the relation

δCP
ε2(

CP
ε2(r)−Cε1

) =−
Cε2δ ψ

(Cε2 −Cε1ψ(r))ψ(r)
. (48)

Lastly, the previous formula is integrated between the RANS state (r = 1, C∗
ε2(1) =Cε2, ψ(1) = 1) and some arbitrary

LES state, such that
∫ CP

ε2

Cε2

1

x−Cε1
dx =−

∫ ψ

1

Cε2

(Cε2 −Cε1y)y
dy, (49)

and simple algebra leads to

ψ(r) =
Cε2

CP
ε2(r)

=
Cε2

Cε1 + r(Cε2−Cε1)
. (50)

In the other situations considered in Friess et al. [16], it is assumed that the modeled dissipation rate is not affected

by the modification of the energy partition, such that δ εm = δ (ψ(r)ε∗
m) = 0 (Eq. 17). Calculations are much simpler in

this way and the same formulation of ψ(r) is obtained (not shown here) .
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7.2 H-equivalence between TPITM and HTLES based on SST closure

In this section, the k–ω SST HTLES formulation is derived from k–ω SST TPITM, while preserving the H-equivalence

criterion. In the k–ω SST TPITM model, developed by Bentaleb et al. [5], the modeled viscosity νm, energy km and

specific dissipation ωm, satisfy

νm =
km

ωm
,





Dkm

Dt
= Pm +Dkm −Cµ kmωm,

Dωm

Dt
= γω

ωm

km
Pm +Dωm −β P

ω ωm
2 +Cωm,

(51)

where Dωm stand for the diffusion of ωm, Cωm is the cross-diffusion term, γω =Cε1 −1 and βω =Cµ (Cε2 −1) are the

usual coefficients, and the hybridization term β P
ω is defined by

β P
ω(r) =Cµ γω + r(βω −Cµ γω ). (52)

The k–ω SST HTLES model is derived by transferring the new hybridization function ψ ′(r) in the modeled energy

equation and introducing a new variable ω∗
m transported by the second equation, in the same way as for the derivation

of the k–ε HTLES in section 3.1, such that

νm =
km

ψ ′(r)ω∗
m

,





Dkm

Dt
= Pm +Dkm −Cµ kmψ ′(r)ω∗

m,

Dω∗
m

Dt
= γω

ω∗
m

km
Pm +D∗

ωm −βω ω∗
m

2 +C∗
ωm,

(53)

where D∗
ωm stands for the diffusion of ω∗

m.

Similar to the case of the k–ε model, the perturbation analysis is carried out to ensure H-equivalence. The cal-

culations (not shown here) are very similar to those presented in Appendix 7.1, leading to the new expression of the

hybridization function

ψ ′(r) =
βω

β P
ω (r)

=
βω

Cµ γω + r(βω −Cµ γω)
. (54)

Again, it is noted that the same formulation of ψ ′(r) is obtained, irrespective of the situations proposed by Friess et

al. [16] to conduct the perturbation analysis (not shown here).

7.3 The k–ω SST HTLES model

The k–ω SST HTLES formulation is given by :

νsfs =
a1ksfs

max
[
a1ψ ′(r)ω∗

sfs,F2S̃

] , (55)





∂ ksfs

∂ t
+Ũ j

∂ ksfs

∂ x j

= Pk +
∂

∂ x j

[(
ν +

νsfs

σk

)
∂ ksfs

∂ x j

]
−

ksfs

Tm
,

∂ ω∗
sfs

∂ t
+Ũ j

∂ ω∗
sfs

∂ x j

= γω
1

ψ ′(r)
S̃2 +

∂

∂ x j

[(
ν +

νsfs

σω

)
∂ ω∗

sfs

∂ x j

]
−βω ω∗

sfs
2

+(1−F1)2
1

σω2

1

ψ ′(r)ω∗
sfs

∂ ω∗
sfs

∂ x j

∂ ksfs

∂ x j

,

(56)

where the production limiter is defined as :

Pk = min
[
νsfsS̃

2,a2Cµ ksfsψ
′(r)ω∗

sfs

]
, (57)

and the function F1 and F2 are the blending functions (not modified in the hybrid context), and γω , βω , a1, a2, σk, σω

are the usual coefficients dependent of the branch of the k–ω SST model.

The hybridization of the model is carried out by the energy ratio r, via the function ψ ′(r) and the time scale Tm,

applying the shielding functions and the internal consistency constraint, such that

Tm =
r

ψ ′(r)

km + crkr

Cµ kmω∗
m

, where cr =

{
0 if r = 1,
fs if r < 1,

(58)
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ψ ′(r) =
βω

Cµ γω + r(βω −Cµ γω )
, (59)

r = (1− fs)×1+ fs ×min[1,rK ], (60)

rK =
1

β0

(
Us√

k

)2/3(
ωc

k

ε

)−2/3

where ωc = min

[
π

dt
,
Usπ

∆

]
, Us =U + γ

√
k and ∆ = Ω 1/3, (61)

where Ω is the volume of the cell,

fs = 1− tanh
[
max

[
ξ p1

K ,ξ p2
D

]]
, (62)

ξK =C1
(ν3/ε)1/4

dw

and ξD =C2
∆max

dw

, where ∆max = max [∆x,∆y,∆z] , (63)

and the statistically-averaged energy and dissipation terms are estimated as

k = km + kr and ε = εm =Cµ kmψ ′(r)ω∗
m. (64)

The estimates of statistically-averaged quantities f are provided by an exponentially-weighted average [37], with a time

filter width ∆T corresponding to several tens of flow-through times herein, such that

∂ f (t,∆T )

∂ t
=

f̃ (t)− f (t,∆T )

∆T

. (65)

Table 3 Coefficients of the k–ω SST HTLES model.

β0 γ C1 C2 p1 p2

0.48 2/3 45 1.2 8 6
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