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Abstract. Next generation, i.e., fifth generation (5G), networks will
leverage both fiber and wireless (FiWi) technology to meet the challeng-
ing 5G traffic demands. Moreover, a Cloud-Radio Access Network (C-
RAN) architecture will be mainly adopted, which places the BaseBand
Units (BBUs) at centralized locations, thus offering cost-efficient energy
supply and climate control. To this end, efficient Medium Transparent-
Medium Access Control (MT-MAC) protocols are needed to ensure the
optimal exploitation of both media. In this paper, we propose a gated
service MT-MAC protocol (gMT-MAC) for Millimeter Wave (mmWave)
Analog Radio-over-Fiber (A-RoF) C-RANs. GMT-MAC grants a trans-
mission window to each user equal to the time needed for its requested
traffic to be successfully sent. A mean packet delay model is also proposed
and verified by means of simulation. The performance of gMT-MAC is
evaluated for different network load conditions, number of Remote Radio
Heads (RRHs) and optical availability values. The provided results prove
the suitability of gMT-MAC to meet the sub-ms delay requirements of
latency-critical 5G services.

Keywords: Fifth Generation (5G) networks · mean packet delay model
· fiber-wireless (FiWi) · millimeter wave (mmWave) · cloud-radio ac-
cess networks (C-RANs) · analog radio-over-fiber (A-RoF) · medium
transparent-MAC (MT-MAC).

1 Introduction

Next generation, i.e., Fifth Generation (5G), networks increase peak data rate
and cell edge data rate needs to 20 Gbps and 1 Gbps, respectively, compared
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to Forth Generation (4G) networks. In parallel, latency-critical 5G applications,
also known as Ultra-Reliable Low Latency Communication (URLLC) applica-
tions, require lower than 1 ms end-to-end delay [1]. In order to meet these ever-
increasing capacity and latency demands, the exploitation of higher spectrum
bands, e.g., Millimeter Wave (mmWave), is expected to play a key role due to
the huge bandwidth availability they offer. This trend is also reflected in Rel.
15 of 5G New Radio (NR) standard by 3GPP, which refers to the exploitation
of spectrum bands up to 52.6 GHz, with Rel. 16 including even higher frequen-
cies [2]. Nevertheless, mmWave bands experience high propagation losses, and
therefore, enable shorter link ranges than traditional sub-6GHz networks. As a
result, when used in the Radio Access Network (RAN) part, they stress the need
for antenna densification.

Hence, centralized architectures are favored, e.g., Cloud-RANs (C-RANs) [3],
which separate BaseBand Units (BBUs) from Remote Radio Heads (RRHs),
placing the former at centralized locations. Thereby, efficient network manage-
ment as well as energy supply and climate control are achieved. Centraliza-
tion, however, sets challenging capacity requirements for the BBU-RRH con-
nection, also known as fronthaul, which should be able to support a massive
number of broad mmWave channels. In parallel, the protocol specification used
for the BBU-RRH communication, also known as Common Public Radio Inter-
face (CPRI) [4], is highly inefficient in this case as it imposes up to two orders
of magnitude bandwidth penalty compared to the IP rate. In this context, the
need to design new efficient protocol solutions is imperative.

To that end, Analog-Radio-over-Fiber (A-RoF) technology has received in-
creased attention from the research community mainly by virtue of its capability
to meet both the centralization and high fronthaul capacity needs [5–8]. This is
achieved by placing all main hardware, i.e., sampling and digital-to-analog con-
version components, within the BBU, hence significantly simplifying the RRHs
compared to Digital-Radio-over-Fiber (D-RoF) technology [9]. As a result, no
bandwidth penalty is imposed on the fronthaul link, since no radio waveform dig-
itization takes place and hence the full fiber bandwidth can be exploited to carry
the mmWave channels [10]. On the other hand, by removing the inter-mediate
digitization at the RRH, the optical and the wireless domains get completely
separated one from the other. Thus, controlling both the optical and wireless
resources from the centralized BBU pool, while meeting the strict 5G C-RAN
delay requirements becomes a challenging problem to face.

A Medium Transparent-MAC (MT-MAC) scheme has been proposed to effi-
ciently manage both the optical and wireless resources in Fiber-Wireless (FiWi)
networks that employ A-RoF [11,12]. In MT-MAC, the users have a direct com-
munication with the BBU, while the RRHs perform solely the Radio Frequency
(RF)/ optical signal conversion. An enhanced MT-MAC version has been also
proposed aiming at optimizing the size of the transmission window allocated to
each RRH. In particular, contrary to the fixed allocation included in the tradi-
tional MT-MAC version, a more sophisticated allocation based on the number
of active users, i.e., users that have traffic to be sent, located in the range of each



RRH is performed. In other words, an RRH with a higher number of active users
will be allocated a longer transmission window. Due to its client-weighted data
wavelength allocation, this protocol version is also known as Client-Weighted
MT-MAC [13, 14]. Client-Weighted MT-MAC was shown to achieve improved
performance in terms of throughput and mean packet delay fairness compared
to the fixed allocation of the traditional MT-MAC. Specifically, the fact that the
size of the transmission window allocated to each user was the same regardless
of the number of users that were sharing the same RRH resources, results in
improved service equalization.

Although the aforementioned schemes achieve fairness either among RRHs
(traditional MT-MAC, where the same transmission window size is allocated to
each RRH), or among users (client-weighted MT-MAC, where the transmission
window size allocated to each RRH is proportional to its number of active users),
more sophisticated schemes are needed that will offer service equalization on a
packet basis. To this end, the gated service scheme addresses this challenge by al-
locating transmission windows proportional to the number of packets located at
the buffer of each user during the reporting phase. This scheme has received great
research attention and has been also studied in the context of the Interleaved
Polling with Adaptive Cycle Time (IPACT) protocol for Ethernet Passive Opti-
cal Networks (EPONs) [15,16]. As shown in [17], gated service IPACT achieves
considerable lower delay compared to fixed-service IPACT. Nonetheless, despite
its unquestionable benefits, to the best of our knowledge, the gated service has
never been exploited to MT-MAC protocol design for A-RoF FiWi C-RANs.

To that end, in this paper, we propose a gated service MT-MAC protocol
(gMT-MAC), i.e., a protocol that grants a transmission window to each user
equal to the amount of time needed to successfully send its reported traffic.
An analytical model for the mean packet delay is also proposed and verified by
means of simulation. The protocol performance is also evaluated for different
network load conditions, number of RRHs and optical wavelength availability
levels. Part of this work is based on the analysis of gated IPACT scheme for
EPONs, presented in [17]. It has been appropriately adapted though for A-RoF
FiWi C-RANs to account for the additional delay induced by the wavelength al-
location and contention periods during the joint optical and wireless gMT-MAC
time cycle. Thereby, the proposed work constitutes the first gated service model
that addresses the joint wireless and optical resource allocation problem for FiWi
C-RANs. On the contrary, the state-of-the-art either consists of RoF models ad-
dressing only the wireless resource allocation problem [18–20] or operates with
fixed transmission window allocation [12]. The proposed model is shown to be in
a very good agreement with the simulation results, thus proving the validity of
both. Our results also prove the suitability of gMT-MAC for 5G C-RANs, since
it is shown to be able to meet the sub-ms mean packet delay requirements of 5G
latency-critical applications.

The rest of the paper is organized as follows. In Sections 2 and 3, the system
model and the gMT-MAC operation are described, respectively. In Section 4,
the mean packet delay analytical model for is presented. Section 5 refers to the



Fig. 1. System model under study composed of a BaseBand Unit (BBU) located at a
distant location and R Remote Radio Heads (RRHs) forming a Passive Optical Network
(PON). Wavelength Division Multiplexing (WDM) is also employed in case more than
one data wavelengths are available.

model validation by means of simulation. Specifically, the simulation scenario as
well as the evaluation results are given, while useful insights are gained for the
performance of gMT-MAC. Finally, Section 6 concludes the paper.

2 System Model

As shown in Fig. 1, the system model under study consists of a C-RAN network,
in which a BBU is placed at a centralized location lf meters away from R
RRHs. A Passive Optical Network (PON) topology is also employed for the
RRH interconnection. The parameter Ur refers to the number of users served by
the RRH r. Poisson packet arrivals are assumed with bit rate equal to λU bps
and a fixed packet length of lp. The buffer size of each user is B packets.

In order to tackle the increased complexity, a symmetric network in terms
of number of users is assumed, i.e., U1=U2=...=Ur=UR=U . Hence, all RRHs
have the same average packet arrival rate (bps), i.e., λ=U λU . Nevertheless,
it is worth pointing out that the number of packets located at the buffer of
each user at a specific instant is a random parameter, although it follows the
same distribution for all users and RRHs. Consequently, the same holds for the
number of active users per RRH. These instantaneous changes are exploited by
gated service schemes, which grant transmission windows proportional to the
number of packets that each user requests at a specific time period.

We also assume W data wavelengths which can be transmitted through the
same fiber link exploiting Wavelength Division Multiplexing (WDM). Another
wavelength is also assumed, which is dedicated for control information exchange.
The BBU-user communication over the FiWi link follows the gMT-MAC proto-



col, which will be detailed in Section 3. Finally, uplink and downlink operate at
different frequencies, i.e., a node can receive and transmit concurrently.

3 Gated Service MT-MAC Protocol (gMT-MAC)

The proposed protocol comprises two parallel procedures, the allocation of data
wavelength to the RRHs with active users and the allocation of resources to their
users. For the data wavelength assignment, the BBU should initially be informed
for the RRHs with users that have traffic to send. Therefore, it transmits a short
pulse which is broadcasted to all users through their RRHs [12]. The users with
pending traffic reply with the same pulse to their respective RRHs and from there
the pulses are transmitted back to the BBU. For the identification of the RRHs
that contain users with pending traffic, the difference in the distance between
the BBU and each RRH is exploited, as it eventually leads to time difference
between the reception of the pulses originated by different RRHs. Once the RRHs
with pending traffic have been identified, a round robin allocation of the data
wavelengths takes place among them. Specifically, a list is created including the
RRHs with active users that have not been served yet. The RRH located first in
the list has the highest priority in case a new data wavelength becomes available.
On the other hand, in case a new RRH becomes active, it will be placed last.

Regarding the resource allocation to the active users of an RRH that has
been assigned a data wavelength, it includes Request Resource Frames (RRFs)
and data exchange frames. The first type of frames refers to the identification of
the active users, while the second to the exchange of data information.

During an RRF, each active user picks up a random number between [0, sRRF−
1], which represents the number of slots it has to wait until it transmits its ID
packet to the BBU. The parameter sRRF denotes the number of RRF slots.
Hence, in each slot, the BBU transmits a POLL and the user with the respec-
tive chosen number replies with its ID, including its buffer (BF) status. Upon
successful reception of the ID packet by the BBU, an ACK packet is transmitted
to the user. In case more than one users choose the same number, a collision
occurs and the BBU does not send an ACK. In this case, the collided users will
participate to another RRF by choosing a new number from the set [0, sRRF −1].
The RRF procedure will be repeated until either the maximum number of RRFs
has been reached or all users have been successfully identified.

As for the data frame exchange process, each one of the identified users is
being sequentially polled by the BBU to send its data. The polling sequence
follows the user identification order. Due to the gated service employed by gMT-
MAC, the transmission window allocated to each user is proportional to the
number of reported packets located at its buffer during the identification process.
Upon successful reception of the data packets of a polled user, the BBU sends
an ACK packet following a procedure similar to the RRF process.



Fig. 2. Example of Request Resource Frame (RRF) process with 3 active users and
sRRF=4 RRF slots.

3.1 Operational Example of gMT-MAC

For a better understanding of gMT-MAC operation, an operational example
referring i) to the RRF process and ii) to the data exchange process is given.

Request Resource Frame (RRF) process As shown in Fig. 2, we consider a
simple example with 3 active users and sRRF=4 RRF slots. At the beginning of
the RRF, each user selects a random number from the set [0,3]. In the considered
example, U1 selected number 3, U2 number 0 and U3 number 1. As a result, U1
will send its ID packet after waiting 3 slots, i.e., at slot 4, U2 without waiting at
all, i.e., at slot 1 and U3 at slot 2. In each slot, the BBU transmits a POLL packet.
Upon receiving the POLL, i.e., after TPOLL + δf + δa, the user that selected the
respective slot replies with its ID packet including its buffer status, BF. The
parameters TPOLL, δf and δa stand for the time duration of a POLL packet and
the propagation delay in the fiber and in the wireless medium, respectively. The
next POLL, which corresponds to slot 2, is scheduled TPOLL+ δf+δa before the
end of slot 1. As a result, U3 that is scheduled to send its ID packet at slot
2, transmits it at the beginning of slot 2. The same procedure is repeated for
the rest of the slots. Notice that slot 3 corresponds to an empty slot, since no
user has selected it. Regarding the acknowledgement of the ID packet reception,
ACK packets are sent together with the next POLL frames for higher bandwidth
efficiency. In particular, an ACK is sent together with the next scheduled POLL
frame as long as i) the ID packet has been successfully received by the BBU, and
ii) there is another POLL packet to be sent. Hence, in the considered example,
the ACK for the ID packet of U2 is sent together with the third POLL, while
the ACK for the ID packet of U3 is sent together with the forth POLL. For
the ID packet of U1, however, the ACK is sent immediately after the ID packet
reception by the BBU, given that there is no other scheduled POLL frame left.

Thus, the RRF process duration can be given by

TRRF = TPOLL + sRRFTID + TACK + 3δf + 3δa, (1)

where TID, TACK is the time duration of an ID and an ACK packet, respectively.



Fig. 3. Example of data exchange process between the BBU and the 3 active users
that have been identified based on the RRF process example of Fig. 2.

Data frame exchange process Regarding the data frame exchange process, a
simple example is given in Fig. 3, assuming the same users that have been iden-
tified in the previous RRF example of Fig. 2. During the data frame exchange,
a POLL packet is transmitted by the BBU for each active user sequentially in
the order that they have been previously identified. Hence, initially U2 will be
polled, then U3 and finally U1. For each user that is being polled, a transmission
window is being granted based on the buffer status it reported during the iden-
tification process. Thus, a transmission window equal to the duration of 4 data
packets is being granted to U2, of 2 data packets to U3 and of 6 data packets to
U1. After each polled user has successfully sent its reported data to the BBU,
an ACK is sent to the user. For higher bandwidth efficiency, similar to the RRF
process, the ACK is sent together with the next POLL packet, as long as there
is one. Hence, the ACK for the data packets of U2 is transmitted together with
the third POLL. In the case there is no other POLL packet left, i.e., after all
identified users have been polled, a single ACK is sent in the end of the process,
which contains acknowledgement information for all the remaining data packets
of the users. Moreover, given that there is no need to wait for the ACK packet
to be received by the users, the duration of the data exchange process equals

TDE = TPOLL +

Uact∑
i=1

TDATAi + TACK + 2δf + 2δa, (2)

with Uact denoting the number of active users that have been successfully iden-
tified in the previous RRF process.

4 Mean Packet Delay Analysis

We focus our analysis on the time period between two successive transmission
windows of a specific RRH, denoted by Tcyc. This parameter increases with the
traffic load, since in gMT-MAC all users send as many data packets as they
requested during the identification process. To calculate the average Tcyc, we



first derive its minimum value that equals a round-trip time in the fiber. Hence,

Tmin
cyc = 2δf , (3)

where δf = lf/cf is the propagation delay in the fiber, with lf denoting the
average fiber length and cf being the speed of light in the fiber.

Thereafter, based on Tmin
cyc calculation, we derive the minimum cycle time

under traffic load as the sum of Tmin
cyc and the amount of time needed to send

the packets that have been generated by all RRHs in a minimum cycle time, i.e.,

Tmin
cyc

′
= Tmin

cyc + (Λ/lp)T
min
cyc Tp + TPOLL + TACK + 2δf + 2δa, (4)

where Λ = (R/W )λ denotes the total packet arrival rate (bps) of all RRHs. The
parameters Tp, TPOLL, TACK refer to the duration of a data packet, a POLL
and an ACK packet, respectively. In general, the duration of a packet x of lx
bits is given by Tx = lx/Du, with Du being the uplink channel capacity (bps).

The properties of the Poisson traffic enable us to derive an approximate dis-
tribution of cycle times. Given that the number of packets is an integer number,
the duration of a cycle m can take solely discrete values, i.e.,

Tm
cyc =

R

W
(TPOLL + TACK + 2δf + 2δa) + TRRF +mTp, m ≥ 0, (5)

with TRRF being the RRF duration, given by (1).

By solving (5) in terms of m and setting Tm
cyc=Tmin

cyc
′
, we derive the mini-

mum value of m, denoted by mmin. We then model the evolution of cycle times
as a discrete Markov chain and calculate the matrix of transition probabilities
from a cycle to another, denoted by P. The longest cycle corresponds to the
case where all user buffers are full. In this case, the total number of packets
is Ball

max=B·U ·(R/W ). Hence, the transition probability to cycle times that are
longer than the minimum cycle time under traffic load can be calculated as

pi,j = Pr[Tmmin+j
cyc |Tmmin+i

cyc ] = e
− Λ

lp
T

mmin+i
cyc

(
Λ
lp
Tmmin+i
cyc

)j

j!
, i ≥ 0, j > 0. (6)

The transition probability to the minimum cycle time under traffic load equals

pi,0 = Pr[Tmmin
cyc |Tmmin+i

cyc ] =
∑

n∈[0,mmin]

e
− Λ

lp
T

mmin+i
cyc

(
Λ
lp
Tmmin+i
cyc

)n

n!
, i ≥ 0. (7)

Thus, we derive the steady state probabilities by solving the following system.

πP = π (8)

Ball
max∑
i=0

πi = 1, (9)



Table 1. Simulation Parameters.

Parameter Value Parameter Value

Speed of light in the fiber (cf ) 2·108 m/s ID packet size (lID) 72 bytes

Air propagation delay (δa) 0.2 μs POLL packet size (lPOLL) 72 bytes

Number of RRF slots (sRRF ) 10 Bit rate per data wavelength (Du) 1 Gbps

ACK packet size (lACK) 16 bytes Maximum consecutive RRF frames 1

Data packet size (lp) 2000 bytes User buffer size (B) 40 packets

where π is the eigenvector reflecting the steady state transition probabilities to
cycle time i, with i ranging from 0 to Ball

max. The average cycle time then equals

Tcyc =

Ball
max∑
i=0

πiT
mmin+i
cyc . (10)

Considering that a packet is more likely to arrive at a longer cycle time, we
can conclude that the probability that a packet arrives at a specific cycle is
proportional to its length. Hence, the steady state probabilities are rewritten as

π̃i =
πiT

mmin+i
cyc∑Ball

max
n=0 πnT

mmin+n
cyc

. (11)

It is also worth pointing out that a packet that arrives on a specific cycle will
not be sent during the first transmission window, given that the user has first
to notify the BBU for its buffer status and successfully receive the POLL packet
before initiating the data transmission. Moreover, packet arrivals take place on
average half-way between two transmission windows due to non-bursty nature of
Poisson traffic. Hence, a packet stays in the queue on average for one-and-a-half
cycles, and consequently the mean packet delay can be approximated by

X =
3

2

Ball
max∑
i=0

π̃iT
mmin+i
cyc . (12)

5 Model Validation

5.1 Simulation Scenario

The proposed mean packet delay model was developed in MATLABR©, whereas
for the simulations the Java discrete-event simulator, presented in [12], was modi-
fied accordingly so as to consider the gated service related features of gMT-MAC.
In our results, we study different R/W ratio values due to the high impact of
this parameter on the system performance. Per RRH, U=5 users are considered,
while the fiber length has a mean value of lf=1 km and variance 5 m. The rest
of the simulation parameters are summarized in Table 1.
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Fig. 4. Mean packet delay versus normalized offered load for different R/W ratio val-
ues: Comparison of analytical model (presented in Section 4) with simulation results
(Section 3).

5.2 Results

In Fig. 4, the mean packet delay versus the normalized offered load is shown for
different R/W ratio values for both the analytical model and the simulations.
Please note that the system operates under stable conditions for normalized
offered load up to 0.8. In other words, the network throughput is equal to the
offered load and consequently there are no dropped packets. However, above this
value, the network becomes unstable, i.e., with non-zero packet drops.

The analytical model is shown to be in a very good agreement with the
simulation results for all R/W ratio values, which proves the validity of both.
Nevertheless, for 0.9 normalized offered load, the network becomes unstable,
making the queues susceptible to small variations caused by the probabilistic
Poisson traffic, which accounts for the small model-simulations gap.

We can also observe that the mean packet delay increases with the offered
load and R/W ratio value increase. It is worth pointing out, however, that in all



cases, when the system operates under stable conditions, the mean packet delay
remains below 1 ms. Thereby, the suitability of gMT-MAC is proved to satisfy
the challenging 5G delay requirements e.g., of URLLC services.

6 Conclusions

In this paper, we proposed gMT-MAC, an MT-MAC protocol for mmWave A-
RoF C-RANs, which employs gated service for maximum bandwidth efficiency.
We also proposed a mean packet delay model, which was verified by means
of simulation for different R/W ratio values and network load conditions. Our
results showed: i) that the proposed model closely matches the simulations, which
proves the validity of both, and ii) that gMT-MAC can be considered a promising
5G protocol able to address the challenging requirements of 5G C-RANs by
offering sub-ms delay performance.
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