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Abstract. A wireless-optical broadband access network (WOBAN) shows 
promise as potential 5G access infrastructure. Since network slicing allows effi-
cient sharing of physical network resources, we consider the provisioning of 
availability-guaranteed slices in a WOBAN supporting mobile edge computing 
(MEC). A new definition for the availability of a slice is proposed accounting 
for a slice that functions only partially because of the failure of a fiber link, a 
microwave link, a base station (BS) node, and/or an optical line terminal (OLT). 
An integer linear programming (ILP) model and a simple but effective heuristic 
algorithm that balances the network traffic load and maximizes the slice availa-
bility are developed to maximally provision availability-guaranteed slices. Sim-
ulation results show the efficiency of the proposed approaches. 

Keywords: WOBAN, MEC, Slice Provisioning, Availability Guarantee. 

1 Introduction 

5G access networks carry various applications that require ultra-fast data transfer and 
flexible device support. WOBAN [1][2] shows promise as potential 5G access infra-
structure. To efficiently share physical resources in such a system, it would be desira-
ble to implement network slicing [3][4] to support diverse applications [5], with each 
slice flexibly running a specific application. Although there have been studies on how 
to efficiently provision slices in a 5G access network [6], how to guarantee the availa-
bility of each provisioned slice is still not well investigated. A guaranteed availability 
is critical for a service provider to meet its service level agreement (SLA) when pro-
visioning slices to its users [7][8][9]. Therefore, it is vital to address this issue for 
slice provisioning in a WOBAN. 

Our earlier work in [10] reported on a preliminary study maximizing the availabil-
ity-weighted slice capacity for a sliceable WOBAN, in which, however, the availabil-
ity of each provisioned slice is not guaranteed. From the SLA point of view, it is more 
practical to consider slice provisioning with a guaranteed availability for each slice. 
Therefore, this study focuses on the problem of provisioning availability-guaranteed 



slices in a sliceable WOBAN. To formulate the slice availability, four failure scenari-
os, including the failures of a fiber link, a microwave link, a BS node, and an OLT, 
are considered. A new definition of availability is made for a slice that functions only 
partially. To maximize the number of slices provisioned with guaranteed availability, 
we formulate the problem into an ILP model and develop a simple but effective heu-
ristic algorithm. Simulation results show the efficiency of the proposed approaches. 

2 Sliceable WOBAN Supporting MEC 

Fig. 1 shows a typical WOBAN example, which contains two passive optical net-
works (PONs) [11][12] and one wireless mesh network (WMN) [13][14]. Each PON 
is composed of an OLT and several ONU-BSs, each of which consists of an optical 
network unit (ONU) and a wireless BS. In the WMN, the ONU-BSs and BSs are con-
nected via microwave links and each BS provides wireless access for local users. 
Unlike a conventional WOBAN, which merely provides communication capacity for 
users, here we also consider the computing/storage (C/S) capacity, measured in units 
of virtual machines (VMs), available at each BS node to support the MEC function 
[15]-[17] that is critical for the 5G access network [18]. 

Fig. 1. Example of a sliceable WOBAN [10]. 

A sliceable WOBAN is a WOBAN that can be divided into multiple slices with 
each provisioning services for different applications. A slice is considered as an inde-
pendent network consisting of multiple virtual nodes and virtual links. Fig. 1 also 
shows the example of a slice, in which virtual nodes are connected via virtual links 
and are assigned with C/S capacities for supporting MEC. Each virtual node is em-
bedded in a physical node and each virtual link is mapped onto a physical path trav-
ersing multiple physical links. 

OLT

ONU-BS

OLT: Optical Lin e Terminal
RN: Remote Node
ONU-BS: Optical Netwo rk 
Uni t-Base S tation
UE: User Equipment

ONU

VM

BS

Fiber Lin k
Microwave  Link

ONU-BS

RN

RN

OLT

UE

BS

BS

ONU-BS

ONU-BS
UE

WOBAN

Slice



3 Maximizing Number of Slices Provisioned with 
Guaranteed Availability 

Based on a sliceable WOBAN introduced in the previous section, our problem is to 
maximize the number of slices provisioned with guaranteed availability subject to 
limited communication and C/S capacities. For this, we first define a new availability 
measure for a WOBAN slice. This is followed by an ILP model and heuristic algo-
rithms that maximize the number of slices provisioned. 

3.1 Definition of Slice Availability 

The availability of a system is generally defined as 𝐴 = 𝑀𝑇𝑇𝐹/(𝑀𝑇𝑇𝐹 +𝑀𝑇𝑇𝑅), 
where MTTF is the mean time to failure and MTTR is the mean time to repair of the 
system [7]. If a system consists of multiple (n) components and the failure of any 
component would cause the failure of the system, then its MTTF and MTTR can be 
derived as 𝑀𝑇𝑇𝐹 = 1 ∑ 𝜆./

.01⁄  and 𝑀𝑇𝑇𝑅 = ∑ (𝜆. ∙ 𝑀𝑇𝑇𝑅.)/
.01 ∑ 𝜆./

.01⁄ , where 𝜆. 
and 𝑀𝑇𝑇𝑅. are the respective mean failure rate and MTTR of the 𝑖56 system compo-
nent. Note that the above equation holds when the probability of a single component 
failure is much higher than that of a two-component simultaneous failure. This condi-
tion is true in most cases since in general 𝑝1 ≫ 𝑝1 ∙ 𝑝9 where 𝑝. is the failure probabil-
ity of a component and is typically very small.  

To calculate the availability of a WOBAN slice, we first define notations as fol-
lows. 
Sets: 

P The set of OLTs, each of which corresponds to a PON. 
N The set of BS nodes, which can be ONU-BSs or pure BSs. 
L The set of fiber links. Each optical distributed network (ODN) of a 

PON is considered as a fiber link between an OLT and multiple 
ONUs. 

M The set of microwave links in the WMN, each of which connects a 
pair of BS nodes. 

S The set of slices. 
𝑽𝒔 The set of virtual links in slice s. 
𝑲𝒗
𝒔 The set of the candidate paths in the physical topology that are eligible 

to establishing virtual link v of slice s. 
Parameters: 

𝐵?@ The capacity required by virtual link v in slice s. 
𝜃?,C
@,D This takes the value of 1 if the 𝑘56 path for establishing virtual link v 

in slice s passes BS node x; 0, otherwise. 
𝜎?,C
@,G This takes the value of 1 if the  𝑘56 path for establishing virtual link v 

in slice s passes OLT p; 0, otherwise. 
α?,C
@,I  This takes the value of 1 if the  𝑘56 path for establishing virtual link v 

in slice s passes fiber link l; 0, otherwise. 
𝜇?,C
@,K This takes the value of 1 if the 𝑘56 path for establishing virtual link v 

in slice s passes microwave link m; 0, otherwise. 



𝑀𝑇𝑇𝐹?,C@  The MTTF of the 𝑘56 path that can be used for establishing virtual link 
v in slice s. 

𝑀𝑇𝑇𝑅?,C@  The MTTR of the  𝑘56 path for establishing virtual link v in slice s. 
Variables: 

𝛽?,C@  A binary variable that equals 1 if virtual link v in slice s is mapped 
onto (or established via) its  𝑘56 eligible path; 0, otherwise. 

𝐴@ The estimated availability of slice s. 
Based on the above notations, we can calculate 𝑀𝑇𝑇𝐹?,C@  for each virtual link in a 

slice, which can be seen as a serial system consisting of multiple components, i.e., the 
physical links and nodes traversed by the virtual link. This is derived as 

𝑀𝑇𝑇𝐹?,C@ = 1
∑ MNO
NPQ

= 1
∑ MQR∈𝑳 U∑ MVW∈𝑴 U∑ MYZ∈𝑵 U∑ M\]∈𝑷

		∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔, 𝑘 ∈ 𝑲𝒗
𝒔 (1) 

where 𝜆1 = α?,C
@,I ∙ 𝜆I ∙ 𝑑I , 𝜆9 = 𝜇?,C

@,K ∙ 𝜆K ∙ 𝑑K ,	𝜆e = θ?,C
@,D ∙ 𝜆D  and 𝜆g = σ?,C

@,G ∙ 𝜆G . Spe-
cifically,	𝑑I and 𝑑K are the physical distances of a fiber link and a microwave link in 
units of km,	𝜆I and 𝜆K are the failure rates (in FIT per km) of the fiber link and the 
microwave link, and 𝜆D and 𝜆G are the failure rates (in FIT) of a BS node and an OLT 
node. Here we assume that a pure BS and an ONU-BS have the same failure rate and 
require the same repair time. Similarly, we can calculate 𝑀𝑇𝑇𝑅?,C@  for each slice vir-
tual link by (2). 

𝑀𝑇𝑇𝑅?,C@ = ∑ MN∙ijjkN
O
NPQ
∑ MNO
NPQ

= lQUlVUlYUl\
∑ MQR∈𝑳 U∑ MVW∈𝑴 U∑ MYZ∈𝑵 U∑ M\]∈𝑷

		∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔, 𝑘 ∈ 𝑲𝒗
𝒔  (2) 

where 𝜑1 = ∑ (𝜆1 ∙ 𝑀𝑇𝑇𝑅I)I∈𝑳 ,	𝜑9 = ∑ (𝜆9 ∙ 𝑀𝑇𝑇𝑅K)K∈𝑴 , 𝜑e = ∑ (𝜆e ∙ 𝑀𝑇𝑇𝑅D)D∈𝑵 , 
and 𝜑g = ∑ (𝜆g ∙ 𝑀𝑇𝑇𝑅G)G∈𝑷 . 𝜆1, 𝜆9, 𝜆e, and  𝜆g have the same definitions as in (1), 
and 𝑀𝑇𝑇𝑅I, 𝑀𝑇𝑇𝑅K, 𝑀𝑇𝑇𝑅D, and 𝑀𝑇𝑇𝑅G are the MTTRs of a fiber link, a micro-
wave link, a BS node, and an OLT, respectively. Therefore, (2) calculates the average 
repair time of a virtual link. 

It is important to note that in a network slice consisting of multiple virtual links, a 
single network failure would not cause all the virtual links to fail as a partial set of 
virtual links may still be functioning. This implies that when calculating the availabil-
ity of a slice, we should not simply consider a zero-one situation, but consider the 
capacities of the virtual links that still functions when a network failure is being re-
paired. This led us to define a new availability, specifically for a partially functioning 
system, given as 

𝐴@ =
nOopWqR
r Un]qpsNqR

r

nsosqR
r 	∀𝑠 ∈ 𝑺 (3) 

Here 𝐶5u5vI@  is the time-weighted total capacity provisioned by a slice, 𝐶/uwKvI@  is the 
time-weighted total capacity provisioned by the slice during the period that the slice 
does not incur a failure, and 𝐶Gvw5.vI@  is the time-weighted total capacity provisioned 
by a partially functioning slice when a network failure is being repaired. The three 
terms are derived as follows. 

𝐶/uwKvI@ = ∑ (𝛽?,C@ ∙ 𝑀𝑇𝑇𝐹?,C@ ) ∙ 𝐵?@?∈𝑽𝒔,C∈𝑲𝒗𝒔 	∀𝑠 ∈ 𝑺 (4)



𝐶5u5vI@ = ∑ (𝛽?,C@ ∙ (𝑀𝑇𝑇𝐹?,C@ + 𝑀𝑇𝑇𝑅?,C@ )) ∙ 𝐵?@?∈𝑽𝒔,C∈𝑲𝒗𝒔 		∀𝑠 ∈ 𝑺 (5) 

In (4), 𝛽?,C@ ∙ 𝑀𝑇𝑇𝐹?,C@  is the MTTF of virtual link v if its candidate path k is used for 
establishing the virtual link. Thus, (4) finds the total time-weighted capacity provi-
sioned by the slice in the period that the slice does not incur a failure. In (5), 𝛽?,C@ ∙
(𝑀𝑇𝑇𝐹?,C@ + 𝑀𝑇𝑇𝑅?,C@ ) is the sum of the MTTF and the MTTR of virtual link v if its 
candidate path k is used for establishing the virtual link. Therefore, (5) finds the total 
time-weighted capacity provisioned by slice s.  

To derive 𝐶Gvw5.vI@ , we need to consider the different network failure scenarios, in-
cluding the failures of a fiber link, a microwave link, a BS node, and an OLT. We first 
define the total time-weighted capacity provided by a partially functioning slice when 
one of the four network failure scenarios occurred and the failure is being repaired as 
follows. 

𝐵Gvw5.vI
@,I = ∑ (𝛽?,C@ ∙ 𝑀𝑇𝑇𝑅I ∙ 𝐵?@ ∙ (1 − α?,C

@,I ))?∈𝑽𝒔,C∈𝑲𝒗𝒔 		∀𝑠 ∈ 𝑺, 𝑙 ∈ 𝑳 (6) 

𝐵Gvw5.vI
@,D = ∑ (𝛽?,C@ ∙ 𝑀𝑇𝑇𝑅D ∙ 𝐵?@ ∙ (1 − θ?,C

@,D ))?∈𝑽𝒔,C∈𝑲𝒗𝒔 		∀𝑠 ∈ 𝑺, 𝑥 ∈ 𝑵 (7) 

𝐵Gvw5.vI
@,G = ∑ (𝛽?,C@ ∙ 𝑀𝑇𝑇𝑅G ∙ 𝐵?@ ∙ (1 − σ?,C

@,G))?∈𝑽𝒔,C∈𝑲𝒗𝒔 		∀𝑠 ∈ 𝑺, 𝑝 ∈ 𝑷 (8) 

𝐵Gvw5.vI
@,K = ∑ (𝛽?,C@ ∙ 𝑀𝑇𝑇𝑅K ∙ 𝐵?@ ∙ (1 − 𝜇?,C

@,K))?∈𝑽𝒔,C∈𝑲𝒗𝒔 		∀𝑠 ∈ 𝑺,𝑚 ∈ 𝑴 (9) 

Here 𝐵Gvw5.vI
@,I  is the total remaining capacity of slice s weighted by the mean time to 

repair the failure of fiber link l that affects the slice. 𝐵Gvw5.vI
@,D  is similar to 𝐵Gvw5.vI

@,I  for 
the failure of a BS node, 𝐵Gvw5.vI

@,G  is for the failure of an OLT, and 𝐵Gvw5.vI
@,K  is for the 

failure of a microwave link. Then, we can derive 𝐶Gvw5.vI@  as 

𝐶Gvw5.vI@ = ∑
MR∙|R∙}]qpsNqR

r,R

~I∈𝑳 + ∑
MW∙|W∙}]qpsNqR

r,W

~K∈𝑴 +∑
MZ∙}]qpsNqR

r,Z

~D∈𝑵 + 

∑
M]∙}]qpsNqR

r,]

~G∈𝑷 		∀𝑠 ∈ 𝑺 (10) 

where 𝑊 = ∑ (𝜆I ∙ 𝑑I)I∈𝑳 + ∑ (𝜆K ∙ 𝑑K)K∈𝑴 + ∑ 𝜆DD∈𝑵 + ∑ 𝜆GG∈𝑷  denotes the mean 
failure rate of a WOBAN. 

Because (3) is nonlinear, we convert it to linear for subsequent ILP modeling. For 
this, we define a new variable 𝜀?,C@  to replace the nonlinear term 𝛽?,C@ ∙ 𝐴@ and convert 
(3) to (11)-(15) as follows.

∑ (𝜀?,C@ ∙ (𝑀𝑇𝑇𝐹?,C@ + 𝑀𝑇𝑇𝑅?,C@ )) ∙ 𝐵?@?∈𝑽𝒔,C∈𝑲𝒗𝒔 = 𝐶/uwKvI@ + 𝐶Gvw5.vI@ 		∀𝑠 ∈ 𝑺 (11) 

𝜀?,C@ ≤ 𝛽?,C@ 		∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔, 𝑘 ∈ 𝑲𝒗
𝒔  (12) 

𝜀?,C@ ≤ 𝐴@		∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔, 𝑘 ∈ 𝑲𝒗
𝒔  (13) 

𝜀?,C@ ≥ 𝐴@ − �1 − 𝛽?,C@ �	∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔, 𝑘 ∈ 𝑲𝒗
𝒔 (14) 

𝜀?,C@ ≥ 0		∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔, 𝑘 ∈ 𝑲𝒗
𝒔  (15)



3.2 ILP Model 

We develop an ILP model to maximize the number of slices provisioned with guaran-
teed availability. In addition to the terms defined earlier, the additional sets, parame-
ters, and variables of the ILP model are defined as follows.       
Sets: 

𝑰𝒔 The set of virtual nodes in slice s. 
Parameters: 
𝐶𝑆.@ The C/S capacity required by virtual node i in slice s in units of VMs (for 

supporting MEC). 
𝐵KvD The maximum transmission capacity of a PON (i.e., the maximum trans-

mission capacity of its OLT). 
𝑇K The maximum transmission capacity of microwave link m. 
𝐶D The total C/S capacity deployed at physical node x. 
𝛾.,D@  This takes the value of 1 if virtual node i in slice s is mapped onto physi-

cal node x, which means that this slice has local users served by the cur-
rent physical node; 0, otherwise. 

Variables: 
𝛿@ A binary variable that equals 1 if slice s is successfully provisioned; 0, 

otherwise. 
The objective and the constraints of the model are as follows. 

Objective: maximize ∑ 𝛿@@∈𝑺  

Subject to: 

∑ 𝛽?,C@ ∙ σ?,C
@,G ∙ 𝐵?@@∈𝑺,?∈𝑽𝒔,C∈𝑲𝒗𝒔 ≤ 𝐵KvD	∀𝑝 ∈ 𝑷 (16) 

∑ 𝛽?,C@ ∙ 𝜇?,C
@,K ∙ 𝐵?@@∈𝑺,?∈𝑽𝒔,C∈𝑲𝒗𝒔 ≤ 𝑇K	∀𝑚 ∈ 𝑴 (17) 

∑ 𝛽?,C@C∈𝑲𝒗𝒔 = 𝛿@	∀𝑠 ∈ 𝑺, 𝑣 ∈ 𝑽𝒔 (18) 

∑ (𝛿@ ∙ ∑ 	𝛾.,D@ ∙ 𝐶𝑆.@.∈𝑰𝒔 )@∈𝑺 ≤ 𝐶D	∀𝑥 ∈ 𝑵 (19) 

𝐴@ ≥ 0.99999	∀𝑠 ∈ 𝑺 (20) 

The objective is to maximize the number of slices provisioned with guaranteed 
availability. In addition to (11)-(15), we also have constraints (16)-(20). Constraint 
(16) ensures that the sum capacity of all the slice virtual links that share a common
PON should not exceed the maximum transmission capacity of the PON. Constraint
(17) ensures that the sum capacity of all the slice virtual links that traverse a common
microwave link should not exceed its maximum transmission capacity. Constraint
(18) means that a slice is fully provisioned only if all of its virtual links are estab-
lished. Constraint (19) ensures that the sum C/S capacity required by all the slice
nodes should not exceed the C/S capacity at each physical node. Constraint (20) en-
sures the availability of each slice.



3.3 Heuristic Algorithms 

We have developed two heuristics for the above slice provisioning problem which are 
expected to be computationally easier than the optimization described earlier. Specifi-
cally, we consider two types of link metrics when searching for a path for establishing 
a slice virtual link. The first metric is based on the length of each physical link, re-
ferred to as Heu_length. Note that the physical length of a link essentially corresponds 
to the unavailability of the link since they hold a linear relationship. The second met-
ric considers the load of each physical link in addition to its unavailability, referred to 
as Heu_load. The steps of these two algorithms are the same except for the metrics 
adopted, which include the steps of virtual node mapping and virtual link mapping.  

Specifically, in the Heu_load algorithm, the metric for the shortest path route 
searching is defined as follows. 

𝑐I = 𝑢I ∙ 𝑈I (21) 

Here as shown in Fig. 2, 𝑢I is the capacity utilization or load on link l, which is de-
fined as the ratio of the capacity used to the total capacity of the link. 𝑈I is the una-
vailability of link l, which jointly considers the availability of the source node of the 
link and the availability of the link itself and is defined as  

𝑈I = 1 − 𝐴@ ∙ 𝐴I (22) 

where, as shown in Fig. 2, 𝐴@ is the availability of the source node of the link and 𝐴I 
is the availability of the link itself. For a path traversing k links, we have the follow-
ing approximation when the unavailability of each link is very small. 

Fig. 2. The link metric calculation. 

𝑈G ≈ 𝑈1 + 𝑈9 +⋯+𝑈C (23) 

where 𝑈C is the unavailability of the kth link, calculated by (22). Therefore, using 
(21) as a metric to search for the shortest route is essentially to minimize the unavail-
ability of a found route, weighted by the traffic load on each of the traversed links. As

1.𝑼𝒍 = 𝟏 − 𝑨𝒔 ∙ 𝑨𝒍

2. 𝒖𝒍 =
𝒄𝒖𝒔𝒆𝒅
𝒄𝒕𝒐𝒕𝒂𝒍

3. 𝒄𝒍 = 𝑼𝒍 ∙ 𝒖𝒍

𝑈𝑙 : The unavailability of the physical link l. 
𝐴𝑠: The availability of the source node s. 
𝐴𝑙 : The availability of the physical link l. 
𝑢𝑙 : The capacity utilization of the physical link l. 
𝑐𝑢𝑠𝑒𝑑 : The used capacity of the physical link l. 
𝑐𝑡𝑜𝑡𝑎𝑙 : The total capacity of the physical link l. 
𝑐𝑙 : The cost of the physical link l. 

Link l Link l+1 Link l+2
s l d



such, the found route can simultaneously balance its traffic load and maximize its 
availability, thereby achieving efficient provisioning performance. 

Based on the above route-searching metric, we next present the detail of the 
Heu_load algorithm.   
Algorithm Heu_Load 
Step 1 For a slice request s, map its virtual nodes onto corresponding physi-

cal nodes, and judge whether the remaining C/S capacity of each 
mapped physical node is sufficient to satisfy the demand of the virtual 
node. If not, fail to provision the slice and stop; otherwise, move to the 
next step. 

Step 2 For each virtual link in s, try to employ the shortest path algorithm to 
establish the virtual link along physical links with sufficient remaining 
capacity. The algorithm uses the metric in (21) as the cost of each 
physical link l for shortest path searching. 

Step 3 Repeat Step 2 until either all the virtual links in slice s are established 
or any one of the virtual links cannot be established due to the lack of 
link capacity. For the former, move to the next step; for the latter, fail 
to provision the slice and stop. 

Step 4 Compute the availability of slice s; if its availability is no less than 
0.99999, the slice is provisioned successfully; otherwise, fail to provi-
sion the slice and stop. 

The overall computational complexity of the proposed algorithm is at the level of 
𝑂(‖𝑽𝒔‖ ∙ (‖𝑵‖ + ‖𝑷‖)9), where ‖∙‖ finds the size of the set. Although straightfor-
ward, the algorithm is efficient to jointly consider both the capacity utilization and the 
unavailability of each physical link, which can balance the traffic load of the system 
and maximize the availability of each provisioned slice simultaneously. 

4 Simulations and Performance Analyses 

We use Fig. 1 and Fig. 3 as our test networks for the following performance evalua-
tion. Fig. 1 consists of two PONs with 10 ONU-BSs, and 2 BSs function as relay to 
connect the two PONs, between which there are 22 microwave links. Fig. 2 contains 
66 ONU-BSs and 9 BSs, placed on a real geographic information system (GIS) map. 
These ONU-BSs and BSs are shown to be clustered into 5 PONs. Note that for the 
sake of clarity, we only draw representative links in Fig. 2. 



Fig. 3. Test network 2 in a GIS map [10]. 

The system parameters for the simulations are as follows. We set  𝜆I, 𝜆K, 𝜆D, and 
𝜆G  to be 200 FIT/km, 2000 FIT/km, 20 FIT, and 2 FIT, respectively. We also set the 
MTTRs of a fiber link, a microwave link, a BS node, and an OLT to be 6, 3, 2, and 1 
hours, respectively. For each slice, different numbers N of virtual nodes (ranging from 
4 to half of the total number of physical nodes) and virtual links (ranging from N to 
1.5×N) are randomly generated, and each virtual link in a slice requests for a random 
bandwidth within the range of [50, 100] Mb/s. The maximum transmission capacity 
of each PON is assumed to be 10 Gb/s. The maximum transmission distance of a 
microwave link is 20 km, and its actual transmission capacity depends on its distance. 
Specifically, for a distance shorter than 10 km, the transmission capacity is assumed 
to be 3 Gb/s. For a distance (d) between 10~20 km, the transmission capacity is esti-
mated as 3.6-0.06×d Gb/s. The number of microwave links established from/to each 
physical node is at the most 4. The C/S capacity at each physical node is limited to 
100 VMs and each slice node needs 4 VMs. Based on these parameters, we ran simu-
lations to show the following results. 

Fig. 4 shows the results of the small network. Specifically, Fig. 4(a) shows the 
number of availability-guaranteed slices provisioned. With an increasing number of 
slices requested, the maximum number of slices provisioned increases accordingly, 
but is eventually saturated when the number of slices requested exceeds a certain 
threshold. This is because of the limited communication and C/S resources in a physi-
cal system. Whenever the physical resources are exhausted, no more slices can be 
provisioned. In addition, the Heu_load algorithm can provision more slices than that 
of the Heu_length algorithm. The Heu_load algorithm performs closer to the ILP 
model. When the number of slices requested is small, they perform similarly and only 
when the number of slices requested becomes larger that they perform differently. 
This is because of the extra load-balancing effort by the Heu_load algorithm. The 
Heu_length algorithm uses the route that has the maximum availability to establish a 
virtual link, which however ignores the impact of unbalanced load in a network, lead-
ing to the blocking of many slices due to insufficient capacity. In contrast, the 
Heu_load algorithm can balance both the aspects, and therefore demonstrates more 
efficiency in availability-guaranteed slice provisioning. 
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PON4PON3
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ONU-BS

BS
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Microwave Link



(a) Number of slices provisioned. (b) Impact of C/S capacity at each physical node.

Fig. 4. Results of the small network. 

(a) Number of slices provisioned. (b) Impact of C/S capacity at each physical node.

Fig. 5. Results of the larger network. 

Fig. 4(b) shows how the C/S capacity at each physical node affects the number of 
slices provisioned when there are 50 slices to be provisioned in the small network. 
With an increasing C/S capacity at each physical node, the maximum number of slic-
es provisioned increases, and reaches a saturation level when the C/S capacity ex-
ceeds a threshold. This is because, before the threshold, the availability of VMs is 
more critical in limiting the success of slice provisioning, whereas after the threshold, 
with sufficient VMs, the link capacity of the system starts to play a more critical role. 
Again, in Fig. 4(b), we observe that the Heu_load algorithm is efficient to perform 
closer to the ILP model and outperforms the Heu_length algorithm. 

Similar results were obtained for the larger test network shown in Fig. 5. Here due 
to the computational intractability, we do not provide the result of the ILP model, but 
show the results of the two heuristic algorithms. We can see that the Heu_load algo-
rithm is more efficient to outperform the Heu_length algorithm to provision more 
availability-guaranteed slices. This is again attributed to the load-balancing effort 
made by the Heu_load algorithm. 
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5 Conclusion 

We maximize the number of availability-guaranteed slices provisioned in a sliceable 
WOBAN that supports MEC. By considering different failure scenarios, a new defini-
tion of availability is made for a slice that functions only partially. We formulate the 
slice provisioning problem using an ILP model, and also develop two heuristic algo-
rithms based on different link cost metrics. Simulation studies show the efficiency of 
the proposed heuristic algorithm that jointly considers capacity utilization and una-
vailability of a physical link when provisioning availability-guaranteed slices. 
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