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On Real-time Management of On-board Ice Protection
Systems by means of Machine Learning

Bárbara Arizmendi 1 and Tommaso Bellosta2 , Anabel del Val 3 , Giulio Gori4

and João Reis5 , Mariana Prazeres6

1. Introduction

In-flight ice accretion represents a serious threat to passengers safety and
it usually results in a sharp drop of the aircraft performances. Current reg-
ulations impose strict requirements to manufacturers which must guarantee
safety against atmospheric hazards for a broad range of conditions. Crystals
are typically formed when the aircraft is flying through clouds in cold weather.
According to [20], in rime icing conditions water droplets are suspended in the
atmosphere at a supercooled metastable equilibrium. When particles impact the
aircraft surface, their unstable equilibrium is perturbed and the phase change
is triggered causing the instantaneous formation of ice.

Given the very short time scale characterizing the phase change dynamics,
the ice layer can reach a critical thickness within a very short amount of time,
namely in a few minutes. Aircraft are equipped with on-board Ice Protection
Systems (IPS) aimed either at avoiding the formation of crystals, anti-ice sys-
tems (e.g. electro-thermal system, bleed-air systems and fluid-based ice protec-
tion system), or at removing a certain amount of ice which has already formed,
de-icing systems (e.g. pneumatic boots or electro-mechanical systems). Note
that the purpose of anti-icing and de-icing systems are different: de-icing sys-
tems aim at removing ice from the airframe whereas anti-icing systems prevents
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water from freezing.
Typically, protection systems are activated whenever the risk of ice forma-

tion is detected, requiring a considerable amount of power since the surface
exposed to icing, and for which the presence of crystals is critical, is generally
large. Moreover, the broad range of conditions included in the flight envelope,
for instance the diverse aircraft attitudes and the different type of clouds the
plane is flying through, force manufacturers to apply conservative strategies thus
preventing an efficient management of the on-board power.

An accurate and computationally cheap way of predicting ice formation at
diverse locations over the aircraft is key to improve the real-time management
of the on-board power addressed to protection systems, to ultimately increase
the overall aircraft efficiency. Currently, there exist computational software
specifically developed to predict the formation of ice in aeronautical applica-
tions. Examples of these suits are Ansys Fensap-Ice [14], CANICE [25], PoliMIce
[13] from Politecnico di Milano, NASA LEWICE [24] and LEWICE3D [4] and
ICECREMO [27]. These software are able to identify portions of the domain
prone to ice accretion but, given the complexity of the underlying mathematical
models, predictions are computationally expensive, especially when dealing with
three-dimensional geometries. This makes the available software unsuitable for
real-time anti-icing applications.

This work is a proof of concept aimed at assessing the potential of Machine
Learning (ML) techniques for an efficient real-time management of on-board ice
protection systems. In this contribution, ML tools are applied in the aim of sub-
stituting the full computational framework with predictive models trained on a
representative data base. Once trained, ML models can be used to dramatically
hasten the prediction of the impingement points of water droplets, at several
flying conditions, ultimately providing information fundamental to an efficient
real-time management of on-board ice protection systems. In this paper, several
different algorithms are selected and evaluated in terms of their performance in
identify critical regions prone to ice formation.

The use of ML technique in aeronautic icing applications is a quite unex-
plored field. Indeed, in the past year only a limited number of works concerning
the topic were published. Among them all, it is worth to recall Ref. [28] and
Ref. [29] in which the authors present a preliminary attempt to apply Proper
Orthogonal Decomposition techniques and clustering algorithms in the context
of icing certification procedures.

Due to the serious hazard entailed by conducting experiments during actual
flights, literature is in short supply of data collected in real icing scenarios. For
safety reasons, experiments are carried out in expensive cryogenic wind tun-
nels and they are devised to investigate the icing phenomenon on only small
portions of the real geometry. Although these data are very valuable to air-
craft certification and to research purposes, they are often incomplete and they
usually suffer from quite large uncertainties. For this reason, in this paper a syn-
thetic data set is generated numerically, to avoid dealing with any issue related
to measurements. The data set is obtained using a framework that couples a
Computational Fluid Dynamics (CFD) solver and an in-house Lagrangian par-
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ticle tracking solver. Nevertheless, this synthetic data set is expected to be
substituted, once available, by a comprehensive experimental data set.

The article is structured as follows: Sec. 2 describes the physics involved in
the ice accretion problem. In Sec. 3, a summary of the main characteristics of the
ML models employed in the paper, as well as the definition of the metrics used
to assess their performances, is provided. Sec. 4 briefly describes the procedure
followed to generate the synthetic data, presenting the underlying hypotheses
and the numerical set up to carry out simulations. In Sec. 5 the results are
presented: the ML algorithms performance are investigated and reported for
comparison. Eventually, Sec. 6 summarizes the findings and provides future
perspectives in the field of ML for the real-time management of on-board ice
protection systems.

2. In-flight Icing Physical Modelling

According to [20], in the rime ice limit supercooled water droplets freeze
upon impact against the surface of the aircraft. Therefore, knowing the droplets
impinging points gives a way of identifying regions of the geometry subject to
ice accretion. The prediction of droplets impinging points involves a complex
procedure in which a demanding multi-physics problem needs to be solved.

Numerically, this information can be obtained by tracking droplets from an
initial upstream position to their impact point over the frame. Practically, the
trajectory of a particle dispersed in a fluid depends mainly on aerodynamic,
buoyancy and inertial forces. For the considered application, additional contri-
butions such as the Magnus, the Saffman and the Basset forces are negligible.
An uncoupled kinematics is assumed, meaning that no interaction of any kind
is considered among particles. Droplets are modeled as perfect rigid spheres
that completely stick to the surface upon impact, meaning that no bouncing is
accounted for. Aerodynamic forces depend on the relative velocity between the
droplet and the fluid, on the properties of the fluid (i.e. air density and viscosity)
and on the dimension of the droplet. The buoyancy force depends on the rela-
tive density difference among the particle and the fluid surrounding it whereas
the inertial forces depend on the mass of the droplet. Since water is assumed to
have a constant fixed density, buoyancy and inertial forces are ultimately pro-
portional to the volume. Therefore, the motion of a droplet ultimately depends
on its diameter, on the air viscosity and on the velocity and density relative of
the flow field surrounding the particle. Moreover, surface portions prone to ice
accretion differ significantly depending on the aircraft attitude i.e., the angle of
attack.

Fig. 1 reports a comparison of the trajectories of droplets of different di-
ameter where, Fig. 1(a) represents the trajectory of particles with a diameter
of 20µm while Fig. 1(b) depicts particles with a diameter of 100µm. One can
see that the value of the diameter utterly dominates the droplet motion within
the air stream. Small particles can follow the air streamlines more closely and,
consequently, trajectories are significantly deflected in the close proximity of the
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airfoil leading edge. However, droplets of larger diameters are associated with
larger inertial forces that make the particles follow a straighter trajectory.

[a] [b]

Figure 1: Trajectory (dark grey lines) of water droplets of different diameter and mass. Light
gray lines correspond to air streamlines. (a) 20µm diameter; (b) 100µm diameter.

Clouds are large clusters of water particles of different sizes suspended in the
atmosphere. A probability density function is assigned to describe the droplets
diameter distribution and to characterize the cluster. Typically, such distribu-
tions are different for different cloud types (fog, stratus, nimbostratus, etc.). In
icing applications, the full probabilistic characterization of clouds is dropped in
favor of the Mean Volume Diameter (MVD), a parameter representative of the
whole particle size distribution spectrum. In Ref. [10] the authors reconstruct
the water distribution over a two-dimensional geometry and they show that con-
sidering a collection of droplets of same size, equal to the MVD, leads to similar
results as if one considers the full diameter spectrum. Though the referred work
treats a cylindrical body, the latter assumption may be reasonably extended to
an airfoil profile, as the region affected by ice accretion basically corresponds to
the round leading edge. According to this research, a cloud can be modelled as
a set of droplets of constant size equal to the MVD.

The in-flight measurement of the cloud properties, and in particular the
MVD, requires special airborne probes [2], such as the Forward Scattering Spec-
trometer. The accuracy of these devices is rather limited, which adds uncer-
tainty to the experimental data recorded. Due to the use of synthetic data,
uncertainty is assumed negligible. However, uncertainty should be addressed
when dealing with experimental data.

3. Machine Learning Algorithms

The real-time prediction of ice accretion is a challenging and very expensive
task, especially when dealing with a fully three-dimensional description of the
aircraft. In this context, the present work proposes to bypass this numerical
barrier by taking advantage of the now-ubiquitous ML techniques.

In particular, ML algorithms are trained to predict which parts of the wing
surface are prone to ice formation during the flight. The prediction is achieved
by means of classification algorithms that evaluate the flight conditions to iden-
tify the different surface regions as a binary scenario where there will be or
there will not be ice. In this section, the algorithms considered are outlined, as
well as the reasons for their choice. Fig. 2 sketches the input/output workflow
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corresponding to the conventional and the ML approaches. The ML approach
trains on the input data used for the two solvers of the conventional approach
and learns to predict ice formation. The input comprises an array of 5 scalars:
Mach number (M [-]), angle of attack (α [deg]), density (ρ [Kg/m3]), atmo-
spheric temperature (T [◦C]) and median volume diameter of the impinging
droplets (MVD [µm]). The output consists of a binary vector of size equal to
the surface grid points where the risk formation is be evaluated. Each element
of this binary vector can take a 0/1 value, depending whether ice will or will
not be formed at that specific location under the input conditions.

Selecting the most appropriate ML algorithm is not straightforward due
to the bias-variance trade-off [15]. The bias-variance trade-off prevents the
minimization of both the error of the algorithm on its training data and the
sensitivity to small changes in the input. Hence, for the ice formation problem,
several algorithms are considered training the models using the generated data.

In this work, the performance of both simple and complex ML models is as-
sessed in order to find the strengths and the weaknesses of each approach. Note
that the input and output distributions might not be a faithful representation
of reality. Hence, the selected algorithms should not rely on any assumption
regarding input/output distribution.

First, the focus is on less sophisticated ML models which are expected to
be of easier implementation and interpretation, providing valuable insights to
the problem. Nevertheless, the selected algorithms should be flexible enough
to allow for the capturing of non-linearities. In [11], several techniques which
are deemed suitable for ice prediction applications are presented and compared.
Besides the recommendations of [11], the use of decision trees is also explored
[15]. Among others, in this work the scikit-learn library (v0.20.0) is exploited
[23] due to its flexibility, open-access, and easy usability. Scikit-learn is a python-
based library implementing various ML models and training routines.

Furthermore, more complex deep learning models are also considered. De-
spite being available since a long time [19], the advent of big data sets and pow-
erful hardware lately boosted the growth of Artificial Intelligence (AI) models
based on deep learning artificial neural nets. For example, in 2012, human-like
accuracy was achieved in recognizing digits and traffic signs [7, 6], being able
to generalize to unseen data while fitting the given data. In spite of this ex-
traordinary ability, the field still lacks interpretability and understanding. Due
to the proved capabilities of the technique, deep learning techniques are also
considered. In doing so, the pytorch library is used [22] since it implements all
the necessary routines and algorithms. In order to implement test as for the
ML models, a pytorch wrapper compatible with scikit-learn is used, skorch [1].

A summary of the main features of all the considered ML models is found
next.

3.1. Decision Trees

Decision Trees (DT) are ML models used to predict the target value or
label of an item based on specific observations of certain features [15]. For
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the purpose of this study, some of the advantages of decision trees over other
models include the fact that they are easy to use, requiring little, if none, data
preprocessing. Moreover, they can be easily interpreted and can accommodate
non-linearities. On the other hand, some disadvantages have to be taken into
account when dealing with decision trees. For instance, the number of samples
is logarithmic in tree depth, they are unstable (meaning they can be easily
perturbed with small differences in data), they are excellent overfitters and,
since they only consider a single feature at a time, they have difficulty handling
model additivity.

In the particular case of ice-accretion prediction, the fact that they account
for non-linearities is a strong motivation to use them as well as the fact that they
are easily interpretable. Overfitting issues must be taken care of by limiting the
maximum depth of the trees used. Due to their unstable nature and the fact
that a robust model is desirable for this application, decision tree classifiers and
regressors are considered as base estimators for some ensemble methods to re-
duce their variance and improve the model performance. The ensemble methods
considered are Random Forest, Extremely Randomized Trees, AdaBoost (from
now on referred to as Boosting) [12] and Bootstrapped Aggregation or Bagging
[5]. There is extensive literature about each of these ensemble methods as well
as the scikit-learn library page. The performance of each of these methods is
assessed in the results section of this work through a comparative study.

3.2. Support Vector Machines

Support Vector Machines (SVM) are both supervised and unsupervised
learning models that fit both classification or regression tasks. In this manuscript,
SVM are considered for classification problems only, therefore they are referred
to also as Support Vector Classifiers (SVC). Among others, in the scikit-learn
library two main algorithms are available and employed in this work namely
C-SVC and ν-SVC. In this work we use C-SVC. These algorithms are rooted
in the idea of separating data points using an hyperplane which maximizes the
distance to all the data points, see [8]. In supervised learning, the algorithm gets
a set of labeled training points x in a d-dimensional space and computes a hy-
perplane (or a set of hyperplanes) of dimension d− 1 that separates the classes.
Usually, the hyperplane is computed so that it maximizes the gap, or margin,
between two classes i.e., the distance of the nearest points in both classes from
the hyperplane. The parameter C quantifies how much this margin is. For
example, large values of C yield small margins, and vice versa. Consequently,
large/small values of C can lead to over/under fitting. Once the hyperplane
is defined, new queries are classified according to the side in which they fall.
This approach would generally limit the suitability of SVMs to linear classifica-
tion problems. Nevertheless, SVMs can also deal with non-linear classification
problems by means of what is commonly referred to as kernel trick. Kernel
trick consists in mapping points into a space of higher dimension in the hope
that the augmented space could possibly lead to an easier, but computationally
more expensive, training process. Different kernel k(x1,xj) functions may be
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employed, the best one depending on the considered training data set. Namely,
in this paper we considered

Polynomial (γx1 · xj)
p p > 0

Radial Basis Functions (RBF) exp(−γ||x1 − xj ||2) γ > 0

The p parameter in C-SVC can be set to one (or higher values) to obtain a
linear (or a non-linear) kernel. Note that the training of the ML model becomes
generally more and more expensive as the degree of the polynomial increases.
Indeed, for p = 3 the C-SVC training w.r.t. the synthetic data is found to be
computationally too demanding. Therefore, in this work non-linear C-SVC are
limited to p = 2. γ is instead an additional parameter that allows tuning for
better data fitting. Specifically, the parameter γ for the quadratic kernel (p = 2)
determines the shape of the parabola fitting the data. The higher the γ, the
sharper is the parabola. Therefore, finding the right gamma obviously depends
on the structure of the data.

On the other hand, the RBF kernel depends on a single parameter γ which
is usually defined as γ := 1/(2σ2) whereas σ2 is the variance of the data. The
parameter γ therefore measures the influence of a training point on the remain-
ing ones. A large γ means small variation of the data, meaning that we expect
the nearby points to give similar classifications. This may lead to underfitting.
On the other hand, small values of γ imply large variations, which may lead
to overfitting. In a very natural way, the γ parameter must be tuned to avoid
either overfitting or underfitting. The difference between C and γ is that the
former influences on the margins of the hyperplane, whereas the latter governs
the the importance of each point.

For the sake of completeness, SVMs may also be used as unsupervised learn-
ing models in clustering problems. Indeed, SVMs can separate data into clus-
ters by using, for instance, support vectors statistics. Nevertheless, in this work
SVMs are considered for classification purposes only.

3.3. k-Nearest Neighbors

K-nearest neighbors (k-NN) is an instance-based algorithm typically em-
ployed for classification and regression. It belongs to the lazy learning tool
family, therefore, no explicit training step is required. The algorithm takes an
integer parameter k as input and searches the training data set on the fly, to
find the k elements closest to the query point. Usually, distance is intended
in the Euclidean sense, but different metrics may apply. This results into a
high-sensitivity of the k-NN w.r.t. to the local structure of the data.

In classification problems, the algorithm outputs a label corresponding to the
most recurring one among the k samples nearest the query point. In regression,
the output is given by an average of the value of the k closest elements. In both
cases, one could assign a weight to each of the neighbors, usually the distance
itself, so that nearer neighbors contribute more than the distant ones. k is a user-
defined parameter and, in binary classification problems as the one investigated,
it must be an odd number so to avoid tied votes. Usually, k is selected via an
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heuristic procedure aimed at optimizing the parameter w.r.t. the considered
data set. On one hand, large k values result in blurred boundaries, which lead
to the misclassification of a query point located in the close proximity of class
borders. On the other hand, a small k yields a classification based on a small
number of elements which may be poorly representative of the local structure
of the data.

3.4. Deep Neural Networks

Deep Neural Networks (DNNs) are a supervised ML tool. A DNN is a
parameterized function that can be represented as a graph of connected neurons.
When taking a set of N labeled training data points of the form (xi, yi), the
DNN should be a function fw such that fw(x) = y for all x in the data-space.
The function fw is defined a priori, but the weights w must be found via the
following minimization problem,

min
w

1

N

∑
i

lossi(f(xi;w), yi) =: min
w
loss(f(x;w), y).

The loss function much be chosen in such a way that prevents the memorization
of the training set, learns the underling distributions and leads to good gen-
eralization on testing data sets. For classification problems, a popular choice
also employed in this paper is the Cross Entropy Loss. To solve the above min-
imization problems, gradient-based stochastic optimizers are used. The most
common choice is stochastic gradient descent with momentum, but here the
Adam [17] optimization algorithm is deemed a better option due to its adaptive
nature (simplifies the tuning). Here, the word stochastic stands for stochastic
gradients, usually referred to as mini-batch gradient. A mini-batch consists of
evaluating the loss or its gradient on only a subset of the training data. Usu-
ally, the minimization problem is trained over epochs, as opposed to iteration
steps. In one epoch, the training data is shuffled, divided into similar sized
batches (default=128) and the optimizer takes each approximated gradient one
at a time. Hence, one epoch is in fact data size/batch size iterations.

As for the structure of function fw, it includes multiple hidden layers between
the input x and the output y. DNN layers can be connected in multiple ways
(linear, convolutions, pooling, etc) and each neuron has an associated activation
function (sigmoid, rectified linear unit, tanh, etc). A fully connected DNN
(FNN) is composed of only linear layers. Convolutional neural networks (CNNs)
are composed of convolutional, pooling and linear layers. Generally, CNNs
require relatively little pre-processing compared to other algorithms but, due to
their particular structure, these networks suffer from data over-fitting.

The main advantage of DNNs is detecting unusual and difficult behaviours
of the data. However, it suffers from long training times, difficult implemen-
tation and low interpretability as opposed to simpler, less informative models.
Moreover, when faced with simple data, it can easily over-fit the training set.
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3.5. Error Metrics

The performance assessment process of ML algorithms requires providing an
additional validation data set, different than the one exploited in the learning
stage. Commonly, predictions from the trained ML model are compared against
the validation data, to quantify the performance of the resulting model and to
evaluate the effectiveness of the training strategy. To achieve these goals, one
needs first to define a suitable metric to compare the model against.

The ice accretion problem investigated in this paper consists of a binary
scenario already described in previous sections. Given that the superscript ∗
indicates the prediction from the ML algorithm, the performance of diverse
ML models in retrieving the positive labels + (i.e., if there is ice at a selected
location) is assessed within our synthetic validation data set.

In binary classification problems, it is common to define precision as the
fraction of true positives over the total number of positives (i.e, the sum of true
positives and false positives) returned by the trained algorithm. That is, the
percentage of correct predictions among the positives ones returned

P =
{+∗} ∩ {+}
{+∗}

. (1)

In other words, a precision score of 100% means that every item labeled as
positive effectively belongs to the positive class.

Similarly, recall is defined as the number of true positives divided by the total
number of positives effectively included in the validation data set. Namely, the
recall metrics provides information about the amount of items that should have
been labeled as positive but were instead misclassified as negative and it reads

R =
{+∗} ∩ {+}
{+}

. (2)

A recall equal to 100% points out that every positive item included in the
validation set was identified by the ML model.

Each metric alone is only providing partial information. Precision alone does
not allow to quantify the number of positive elements in the validation set that
were not identified whereas recall misses indications about the false positives.
Sometimes, precision and recall scores are merged into a single metric to provide
a combined perspective on the ML algorithm performances. Here, precision and
recall are assessed separately, in order to highlight different aspects of each of
the considered ML models.

To compare the performance of the regression models against that of the
classification ones, the continuous output from regressors is converted to a bi-
nary condition (1/0) through a round up operation. Namely, any output larger
than zero is rounded up to unity. This procedure allows the application of the
very same P/R metrics adopted in binary classification problems.

For both the P and theR, it is also defined an integral metric F to assess the
gap of each algorithm w.r.t. the optimal behavior and to provide a quantitative
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comparison between algorithm performances. Given that G stands for either P
and R, the integral metric reads

F =

∫ 1

0
f ′(s)ds∫ 1

0
f ′′(s)ds

, f ′(s) =

{
G(s) if G(s) > 0,

0 otherwise,
, f ′′(s) =

{
1 if G(s) > 0,

0 otherwise,

(3)
or, in the discrete form,

F ≈
Ne∑
i=1

Gi

∆si
, for Gi > 0, (4)

being s the curvilinear abscissa, Ne the number of panel included in the surface
grid meshing the airfoil and ∆si the length of the single panel. Clearly, a very
low integral metric F is an indication that the ML model is scoring very low
P, or R, in a vast portion of the domain, at worse in the whole domain if the
integral is equal to 0. On the other hand, values of F close, and ideally equal,
to 1 indicate a good performance. Note that the metric is not defined if no ice is
predicted over the entire profile. Indeed, this would lead to the undefined case
0/0 and hence the performance F can not be estimated.

Additionally, a statistical error metric is defined to assess how the trained ML
models generalize to an independent sampling of the observation data set. The
so-called k-fold cross-validation procedure is exploited to estimate the average
performance of each ML model we train. In k-fold cross validation, the data set
is randomly partitioned in complementary subsets of equal size k, with k ≤ n
being n the total number of observation available. Note that, if k = n, we
refer to the procedure as the leave-one-out cross-validation. Once the random
partitioning is carried out, it is possible to consider k diverse combinations of
training/testing data sets from the same set of observations i.e., k − 1 subsets
are used to train the model whereas the remaining data serve for validation
purposes. Therefore, the selected ML model is trained k times, considering all
the diverse training/testing sets combinations at separate times.

The overall performance of the selected ML model is then obtained by com-
bining results from each of the k training processes, for instance through simply
averaging the P and R metrics. In this paper, the average (Ḡ) and the stan-
dard deviation (σG), where G stands again for either P and R, are computed
according to

Ḡ =
1

k

k∑
i=1

Gi, σ2
G =

1

k − 1

k∑
i=1

(Gi − Ḡ)2. (5)

The strength of this approach lies in the fact that all the observations (or the
vast majority of them, depending on the value of k) are employed both in the
training and in the validation process, so the final result is independent from the
data partitioning. For this particular application, the cross-validation is done
with k = 10 with equally-sized groups.
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Figure 2: Comparison between the conventional and the ML learning approach. The ML
approach takes significantly less time.

4. The Synthetic Data Set Generation

In this work, the classic NACA0012 airfoil is considered. The observations
data set is generated using a computational framework that couples two dif-
ferent pieces of software. The upper part of Fig. 2 reports the flowchart of the
computational framework with the inputs required by each block. First, the flow
field around the airfoil is reconstructed using the open-source CFD solver SU2
[21]. The aerodynamic field is reconstructed under the inviscid and adiabatic
flow assumptions, to reduce the computational cost of simulations. The inviscid
flow assumption is justified by the large Reynolds number associated to tests.
Viscous effects are limited to the thin boundary layer surrounding the airfoil
and therefore play a minor role. Once the CFD step is carried out, the numeri-
cal solution of the flow field is passed to the PoliDrop, an in-house Lagrangian
particle tracking software developed at Politecnico di Milano [3]. Differently
than the CFD model, which does not account for viscosity, Polidrop accounts
for viscous effects acting on droplets. Namely, the air viscosity is computed
locally based on the temperature field available from the CFD solution and by
taking advantage of the Sutherland’s law.

The sequential evaluation of the CFD and the particle tracking models allows
to retrieve an estimation of the distribution of water collected over the airfoil.
In this work, a synthetic data set is generated including 1000 observations. Each
observation corresponds to a deterministic evaluation of the full computational
model obtained considering a random combination, sampled uniformly and in-
dependently from the flight envelope, of the five input values (M , α, ρ, µ(T ),
MVD).

4.1. Numerical set up

The CFD solution of the flow field around the airfoil is obtained using an Ap-
proximate Riemann Solver (ARS) of Roe type employing a Monotonic Upwind
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Figure 3: Sensitivity analysis of the aerodynamic pressure coefficient Cp w.r.t. selected grid.
(a) Cp on the pressure and suction sides; (b) Enlargement of the Cp distribution in the close
proximity of the leading edge, on the suction side.

Scheme for Conservation Laws (MUSCL) [26] coupled to the Venkatakhrishnan
flux limiter. The solution convergence criteria was the reduction of the residuals
by 5 orders of magnitude from their initial value.

Unstructured grids of triangular elements are built using an in-house mesh
generator tool implementing an advancing-front/Delaunay algorithm [9]. A sen-
sitivity analysis, based on four meshes of increasing spatial resolution, led to the
definition of the baseline grid employed to run all the simulations needed to gen-
erate the synthetic data set. The results of the sensitivity study are reported in
Fig. 3(a-b).

According to the aforementioned analysis, the coarsest mesh was selected,
counting 7.6k points. Though the CFD solutions relative to meshes of higher
resolution are slightly different in some regions, discrepancies are minimal and
they do not justify the significant higher computational cost associated to finer
grids. Moreover, this work is a proof of concept aimed at exploring the poten-
tial of ML techniques for ice-accretion applications. Since the goal is not to
reproduce the physics of the problem with a high level of fidelity, but rather
to generate a synthetic data set to be exploited for the training of ML model,
a certain loss of accuracy is accepted as long as the general behavior is fairly
reproduced. At the same time, a rough approximation of the actual physics
introduces errors and uncertainties that can mimic the role of noise in real ex-
perimental measurements.

Sensitivity studies were also carried out to define the appropriate integra-
tion time-step for the reconstruction of particle trajectories, using the PoliDrop
solver, see Fig. 4(a). According to the analysis, a time-step corresponding to
10−5 [s] was selected. Furthermore, studies were performed to assess the min-
imum number of droplets needed to obtain a converged solution. Fig. 4(b)
reports the latter analysis obtained considering a 10−5 [s] time-step. Here, the
ratio between the local density of water (over the surface elements) and the den-
sity of the cloud, in other words the collection efficiency, is reported. That is,
the number of droplets impinging on the surface element divided by the number
of droplets per unit length characterizing the cloud. According to the study, a
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Figure 4: Sensitivity analysis of the airfoil collection efficiency w.r.t selected parameters.
(a) Integration time step for the particle trajectory reconstruction. (b) Number of particles
injected in the flow field.

Figure 5: Temperature vs altitude flight envelope from [16]. Each point represents an ob-
served icing event occurring when flying in layer clouds at the corresponding temperature and
altitude.

total number of 50k droplets was chosen.
Note that the curves reported in Fig. 4(a-b) were regularized by means of the

Kernel Density estimation algorithm, for smoothing purposes. This also applies
to the whole synthetic data set. Nevertheless, the same conclusions regarding
the sensitivity of the collection efficiency curve to the selected time-step and to
the number of droplets hold for the non-smoothed data.

4.2. Envelope Characterization

Over the past 40 years, the icing envelopes reported in [18] have been widely
exploited to define the meteorological scenarios considered in the design of in-
flight protection equipment for aircraft. In this work, it is considered the up-
dated icing envelopes reported in [16]. The envelopes help setting the boundaries
of our investigation and delimit the conditions faced by the aircraft during the
typical mission. Based on these boundaries, see Fig. 5, the air temperature and
density ranges can be set.
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T [C] AoA [] M [-] MVD [µm] ρ [Kg/m3]
Upper bound 0.0 0.8 10 50−6 0.400
Lower bound -40 0.3 0 10−6 1.225

Table 1: Table reports the upper and lower bounds of the uniform probability distributions
employed to sample the random inputs for the generation of the synthetic data set.

As described in Sec. 2, each simulation considers a droplet distribution with
null standard deviation, meaning that the droplet size is uniform in the domain.
According to the considered envelopes, the minimum MVD value is 10 [µm]
whereas, to define the upper limit, a worse case scenario approach is adopted
by considering 50 [µm], the maximum value reported in the prevailing icing
regulation. As reported in [16], droplets of larger diameter usually precipitate.
However, the methodology presented in this paper can be applied considering
any values for the MVD. The Mach air speed value spans from the approaching
to the cruising flight segments of a typical commercial aircraft. In the same
manner, also the angle of attack of the airfoil is considered in between the
neutral position and a high lift configuration typical of the runway approach
phase. Summarizing, the synthetic data are generated by randomly sampling
the 5 inputs from 5 independent uniform probability distribution, see Tab. 1.

In this scenario, a data point consists in the collection efficiency correspond-
ing to a random combination of five random parameters i.e., the inputs of our
computational framework previously described. Note that the prediction of an
accurate value of the collection efficiency is not relevant. Indeed, the sought
information is the true/false condition that points out the presence (or the ab-
sence) of water at a selected element. Given the underlying rime ice hypothesis,
the presence of water necessarily implies the formation of ice crystals. Neverthe-
less, we still consider the actual value of the collection efficiency in regression
problems, in the hope of improving model predictions performance. Indeed,
in this way we train the algorithm on a continuous problem rather that on a
discrete set of data. In regression, a discrete sets of training data may lead to
inaccuracies because values very close to, but larger than, zero must still be
classified as belonging to the true ice condition.

5. Results

5.1. Decision Trees and Ensemble Methods

In the quest for finding a suitable machine learning algorithm that fits the
purposes of this paper, the first choice was to start by studying the application
of decision trees and ensemble methods. From Sec. 3, decision trees can be
a powerful way to generate cheap and efficient models for classification and
regression.

In this case, the binary classification problem was carried out as well as the
regression of the collection efficiency with the five input parameters defining the
local flow conditions. Regression results are then converted to binary values of
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1 and 0 depending whether the predicted efficiency is other than 0 or if it is 0,
respectively. The binary values obtained in regression are the ones compared
against the ground truth of the synthetic data to compute the different metrics
considered. Regression is expected to provide improved performances since it
approximates a smooth curve in place of just binary values (i.e., a step function).
All the ensemble methods have been trained with a sufficiently large number of
decision tree estimators (100) which gives the best possible training.

The left half side of Fig. 6 reports a comparison of the P metric performance
of decision trees and ensemble methods considering different depths. In all
plots, the shady curve denotes the probability of having ice at every location
over the airfoil computed w.r.t. the whole conditions included in the synthetic
data set. In other words, the curve plots the number of times ice is detected
on a panel over the total number of data points sampled from the envelope.
This information helps assessing the performance of the algorithms since the
precision metric must drop to zero at locations in which no ice formation is ever
predicted for the whole envelope. Indeed, whenever the panel never collects
water, the corresponding location over the airfoil is undoubtedly free of risk for
ice formation. In such locations, P is always zero since there are no real positive
items to retrieve and {+∗} ∩ {+} = ∅. Therefore, an acceptable estimator is
the one that gives a jump from 0 to 100 % as soon as the amount of collected
water differs from zero. That is, the algorithm is supposed to classify a location
as prone to ice formation as long as it collects any water, at any point of the
whole envelope.

One can then see from the pictures on the left half side of Fig. 6 that the
different algorithms manage to get closer or further from this ideal scenario.
Particularly, classifiers seem to improve their precision as the depth of the trees
is increased. Here, the maximum considered depth is equal to 9, increasing
this parameter may lead to overfitting issues. Indeed, a depth of 10 layers
would result in a number of classification groups larger than the actual data
points, therefore making the models lose generality and significantly dropping
the algorithm performance for unseen data classification.

On the right half side of Fig. 6, the P performance of decision trees in the
regression problem is presented. The trend of improving predictions along with
tree depth is observed also for regression and the very same considerations apply.

The comparison between the precision score obtained in the context of a
binary classification problem and the one from regression prior to metric eval-
uation is evident from Fig. 6. One can conclude that, in most cases, binary
classifiers based on decision trees perform better than regressors in terms of
precision. The recall metric R for both the classification and the regression
problems is reported in Fig. 7, respectively on the left and on the right hald
sides. In binary classification, recall improves as the depth of the trees increases
whereas an inverted trend for regression is observed. Note that, in any case,
the bagging ensemble performance appears to change fairly little despite the
number of levels employed. This can be due to the fact that for single trees
the variation with depth from 3 to 9 is also very small. One can say that the
performance of the trained models can already achieve good scores with small
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Figure 6: Decision Trees and Ensemble Methods precision comparison for binary classification
and regression prior to error metric evaluation
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Table 2: Comparison of the precision and recall metric integrals for decision trees and ensemble
methods in binary classification

Metric Decision Tree Extremely Randomized Trees Random Forest Boosting Bagging
Precision 0.86 0.88 0.88 0.89 0.49

Recall 0.82 0.72 0.75 0.84 0.37

depths of 3. The ensemble of these trees in a bagging algorithm presents the
same trend as single trees with even more reduced variability as it is the average
performance what it is evaluated.

Generally, R is larger for regression than for classification confirming that
the former approach helps improving predictions. Nevertheless, regressors scores
very poorly in the precision metric, indicating that they are over predicting the
amount of positives in a given location on the airfoil. In other words, this
means that regression models tend to be more pessimistic in their predictions
thus resulting into a very conservative approach for icing applications. Though
this over protection would make regressors very safe ML models to fly with,
it would defeat the purpose of designing an efficient control strategy for the
anti-ice system.

To better assess the performance of the different algorithms in terms of the
P and theR metrics, the normalized integrals of the metric curves are compared
along the curvilinear abscissa, see Tab. 2. All the integrals are evaluated for
decision tree models with depth of 9 except for boosting, which shows a better
performance for depth 6. In Tab. 2, one can see that boosting with maximum
tree depth of 6 is the best performing algorithm, followed closely by decision
tree of depth 9. On the other hand, bagging is by far the worst performing
algorithm.

In Fig. 8, the performance of boosting is assessed in terms of the statistical
error metric resulting from the application of the k-fold cross-validation with
k = 10. Overall, this is the best that can be done by means of the considered
decision trees and ensemble methods. On average, the precision and recall mean
performance scores are quite high, but both metrics show a large variability
w.r.t. the training data. In particular, this occurs for values of s larger than
0.7.

In general, results show that all the considered performance decay in the
region included in between s = 0.7 and s = 1. In this area, corresponding
to the aft section of the airfoil pressure side, the presence (or absence) of ice is
utterly dominated by the value of the Angle of Attack (AoA) α and by the Mach
number. Indeed, for neutral AoA the formation of ice is practically limited to the
airfoil leading edge. This causes the data relative to the mentioned locations
to be quite scattered for certain regions of the flight envelope. Possibly, the
inclusion of additional points might help improving the DT performance.

A more advanced approach combining boosting technique to other ML mod-
els in regions of the airfoil characterized by large standard deviations might also
help increasing our confidence in predictions, but this is left for future investi-
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Figure 7: Decision Trees and Ensemble Methods recall comparison for binary classification
and regression prior to error metric evaluation
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Figure 8: Statistical error metrics, score average and standard deviation, related to the boost-
ing method implementing decision trees of depth 3 for binary classification problems.

gations.

5.2. Support Vector Machines

In this section the performance of SVMs for the classification problem is
analysed. A SVC is trained for each airfoil panel i.e., for a fixed location along
the curvilinear abscissa, to predict the presence of ice according to the inputs
provided.

First, the performance of SVCs is assessed considering a linear kernel (p =
1). Fig. 9 reports, respectively on the left and on the right half sides, the
P and the R metrics. Results show that linear SVCs score poorly, especially
when compared to ML models considered in previous sections, in the region
corresponding to the aft part of the airfoil pressure side.

Then, the performance of non-linear SVCs i.e., SVCs employing a quadratic
kernel (p = 2), are assessed. Fig. 10 reports the analysis of the precision and
recall metrics for diverse values of γ and C. In particular, non-linear SVCs
are found to perform rather similarly w.r.t. linear ones. The linear kernel gives
good performances for C = 10, see Fig. 9. Although integrals are similar for
C = 20, there is more variation, which decreases a potential generalisation
of this algorithm to other testing sets. Eventually, SVCs models are trained
based on the RBF kernel. The analysis of the P and the R scores for diverse
kernel parameters is reported in Fig. 11. Clearly, the RBF SVCs deliver very
poor performances: despite a significant variation of the C and γ, the models
return quite low scores, especially in the critical area in the proximity of the
airfoil trailing edge. According to the results shown so far, a good performing
algorithm is, for examples, SVC based on a polynomyal kernel of order 2, with
C = 0.1 and γ = 1. In Fig. 12, the average metrics P̄ and R̄, computed via the
k-fold approach, are reported respectively on the left and on the right hand side.
The two quantities are characterized by a very limited variability indicating a
loose dependency on the training data set of choice. Eventually, the integrals
of the precision and recall metrics are computed for the linear and quadratic
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Figure 9: Performance analysis of C-Support Vector Classifiers with linear kernel (p = 1) for
binary classification.
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Figure 10: Performance analysis of C-Support Vector Classifiers with polynomial kernel (p =
2) for binary classification.
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Figure 11: Performance analysis of C-Support Vector Classifiers with RBF kernel for binary
classification.
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Figure 12: Statistical error metrics, score average and standard deviation, related to the
quadratic C-SVC with C = 0.1 and γ = 1.

Table 3: Comparison of the precision and recall metric integrals for C-SVC. The right handside
table gives the results for linear kernel with C = 10. The left handside one gives results for
quadratic kernel with C = 0.1.

Metric γ = 10 γ = 30 Metric γ = 10 γ = 30
Precision 0.68 0.69 Precision 0.66 0.7

Recall 0.61 0.62 Recall 0.6 0.63

C-SVCs, and they are reported in Tab. 3 for comparison. Unsurprisingly, the
integral scores increase, once again asymptotically, up to a limiting value.

5.3. k-Nearest Neighbors

The performance of the k-NN algorithm for the classification and the regres-
sion problems are here assessed. The ML model is trained for different values
of the user-defined parameter k, see Sec. 3.3.

Fig. 13 reports parametric studies, w.r.t. k, concerning all the considered
metrics, for the binary classification problem. Once again, results show that
both the precision and the recall scores decrease significantly with k, in particu-
lar in the region included in between s = 0.7 and s = 1. Again, that is possibly
due to the fact that the presence of ice in panels located in such position, cor-
responding to the aft region of the airfoil pressure side, suffers from a strong
dependency on the angle of attack. In such region, the presence of ice is quite
rare, occurring only at very large α, and hence the related data will include a
large number of negative labels. Since the algorithm assigns a label to a query
according to the majority of the neighboring elements, in regions not prone to
ice accretion the model will likely return a negative label even though it is sup-
posed to make a positive prediction. In other words, a single element belonging
to class A surrounded by a multitude of B items will labeled incorrectly. Large
values of k will make the model account for more neighbours, thus worsening
the issue in case of highly scattered data. Therefore, the ML model assigns a
negative value also to a positive element compromising the overall model per-
formance to the point that a very small k provides better scores. Possibly, a
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data set enriched with additional points sampled in this portion of the envelope
might lead to notable improvements.

Consistently with the parametric studies presented earlier, the integral met-
ric F , reported in Fig. 13, confirm a dramatic general loss of performance with
increasing k. The stochastic metrics computed via the 10-fold approach, re-
ported for k = 1 only, point out poor averaged performance in a large part of
the domain interested by ice formation. At the same time, the variability of
both curves i.e., the standard deviation w.r.t. the diverse training sets used for
cross validation, is significantly large in the critical area past s > 0.7.

On the other hand, better performance was attained considering the imple-
mentation of the k-NN algorithm for the regression problem. Fig. 14 reports
the metric scores, which indicate a significantly better performance in terms of
recall. In particular, R increases with k and also the related integral is shown
to converge asymptotically to a steady value. On the other hand, the integrated
P metric decreases with k, thus forcing a trade-off between precision and recall
when selecting the parameter k.

Moreover, stochastic metrics related to recall are also very encouraging, as
the score is the highest in terms of average and it is characterized by a very
low variability. Additionally, the metrics seems to score good even in the aft
portion of the airfoil. Nevertheless, the algorithm still performs poorly in terms
of average precision. The stochastic metrics again return an indication of a poor
average precision and a large variability in the region past s = 0.7. Possibly, at a
large AoA the algorithm over estimates the number of positive items therefore
scoring low in precision. As pointed out before, this would lead to a very
conservative, but quite inefficient, strategy.

Overall both classification and regression produce similar performances for
k = 1. Nevertheless the k-NN ML models, in particular the classifiers, are
found to be poorly predictive and, therefore, they are deemed not suitable for
ice accretion applications.

5.4. Neural Networks

Finally, neural nets, which are considered a more sophisticated algorithm
than those presented above, are deployed. As for implementation, the Pytorch
library was exploited for the elaboration of neural nets and the wrapper sktorch
was included to bridge scikit-learn to Pytorch.

In this section, the metrics for DNNs generally indicate very poor per-
formance. Moreover, DNNs training time is much longer and require time-
consuming hyperparameter search. Furthermore, taking into account the rel-
ative small size of the input and output, a neural network is much likelier to
overfit or train to poorly generalizing models. Two types of neural nets are
considered: FNN and CNN, as defined in Sec. 3.4. The FNN has two hidden
linear layers of 10 neurons and activations functions of ReLU and sigmoid type
in the first and second layer, respectively. The FNN was chosen according to
deep learning intuition such that it had enough neurons and connections to
capture the behaviour of the data. The CNN model was deployed including
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Figure 13: Performance analysis of k-NN models for binary classification.
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Figure 14: Performance analysis of k-NN models for regression.
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Figure 15: Discrete neural network precision and recall comparison for binary classification

two convolutions layers and two hidden linear layers with standard amounts of
neurons and connections.

First of all, for each surface location, the same model is trained, obtaining
several networks with different parameters. At the training stage, the loss and
optimizer are implemented as described in Sec. 3.4. Moreover, the number of
epochs is 50 and the initial learning rate is 0.01 (the learning rate is the multiplier
for the gradient descent step on the optimizer). In Fig. 15, the performance of
the algorithms is similar in both cases, it presents many peaks. This could be
caused due to the limited amount of training data for neural nets and that could
potentially lead to overfitting, having poor performance. In addition, during the
training stage, the model parameters can find a model with a local minimum of
the error rather than the global one. Considering the total score presented in
the Tab. 4 the performance of CNN is better than FNN. This can significantly
compromise their accuracy and prediction performance.

Then, a unique model was trained, considering the value of the curvilinear
abscissa as an input parameter rather than one model per area. FNN and CNN
are adapted accordingly to take in this extra parameter so the training paradigm
remains unchanged. This data arrangement, rather than training one model
for each location, seems more appropriate which is reflected in the increased
performance in Fig. 16. It can then be concluded that having neighbooring
information can be informative in regards to ice prediction, which would be
seems to agree with the real world phenomena. Owing to the complexity of
CNN, good hyperparameters of the training stage are harder to find than any
other algorithm. This can be due to the creation of a new loss surface with
multiple local minima when introducing the curvilinear abcissa variable. It is
reasonable to assume good hyperparameters exist and the correct choice would
allow AllCNN to exihibit the better behaviour.

The overall score of Neural Nets is lower when compared to simpler models.
Due to their complexity and the apparent simplicity of the model, the use of
Neural Nets is not the best option in this problem, since the training is hard and
the results produced are not worth the effort. The overall results are present in
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Figure 16: Abcissa continuous neural network precision and recall comparison for binary
classification

Table 4: Comparison of the precision and recall metric integrals for different neural networks
in binary classification

Metric FNN CNN AllFNN AllCNN
Precision 0.31 0.44 0.51 0.07

Recall 0.35 0.46 0.40 0.07

Tab. 4. Although CNN exihbits the best behaviour for recall and AllFNN the
best precision, the average of the two metrics is similar. Since roughness is not
desirable, as small vsariations along the curvilinear abcissa shouldn’t change
greatly the model metrics, the best model is AllFNN. It is plotted in Fig. 17
with the variance arising from cross-validation.

6. Conclusions

The goal of this contribution is to evaluate the potential of ML techniques in
the context of ice accretion in aeronautical applications. It has been presented
here a proof of concept for the future real-time management of ice protection
systems.

In this work, we rely on a synthetic data set for the training of ML models.
This is to avoid dealing with issues related to experimental measurements such
as inaccuracies or incompleteness. In the future, synthetic data are expected to
be substituted with measurements from real experiments.

A comparison between performance of different binary classification and re-
gression algorithms shows that regressors usually return improved, though too
conservative, icing predictions. For this reason, binary classification offers a
better scenario where ensemble methods, consisting of decision trees as base
estimators, score the best among all the considered algorithms. In this case,
both the precision and recall metrics score reasonably well.

Almost all the considered algorithms perform poorly in predicting the ice
formation in the aft portion of the airfoil pressure side, namely for values of the
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Figure 17: Statistical error metrics, score average and standard deviation, obtained with the
best performing neural network.

curvilinear abscissa included in between 0.7 and 1. The inclusion of additional
data, especially concerning flights with large AoA, Mach number and MVD,
might help improving performances in such areas, to ultimately increase the
confidence in this approach.

Next, the model could be extended to 3D wings, generating synthetic data for
impingement in a similar way as described throughout the paper. In addition,
the identified uncertainties concerning the measuring of the input data must be
addressed. In this case, ML models could be trained to predict the probability
of ice formation rather than a 1/0 value. Towards the implementation of the
system into aircraft, test campaigns are crucial to produce real training and
testing data sets.

The advantage of using ML algorithms in this context lies in the fact that,
once the algorithms are trained, predictions can be obtained at an insignificant
computational cost. Indeed, it takes approximately 20 minutes to carry out
a complete simulation of a two-dimensional airfoil whereas an almost imme-
diate evaluation is possible using ML tools. Furthermore, the gap is destined
to explode when dealing with a fully three-dimensional aircraft configuration.
Therefore, the reduction of the computational time granted by ML techniques
in predicting ice formation makes real-time applications a closer reality.
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