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Abstract

The real-time simulation of human crowds has many applications. Simulating how the people in a crowd move through an
environment is an active and ever-growing research topic. Most research focuses on microscopic (or ‘agent-based’) crowd-
simulation methods that model the behavior of each individual person, from which collective behavior can then emerge.

This state-of-the-art report analyzes how the research on microscopic crowd simulation has advanced since the year 2010. We
focus on the most popular research area within the microscopic paradigm, which is local navigation, and most notably collision
avoidance between agents. We discuss the four most popular categories of algorithms in this area (force-based, velocity-based,
vision-based, and data-driven) that have either emerged or grown in the last decade. We also analyze the conceptual and
computational (dis)advantages of each category. Next, we extend the discussion to other types of behavior or navigation (such
as group behavior and the combination with path planning), and we review work on evaluating the quality of simulations.
Based on the observed advancements in the 2010s, we conclude by predicting how the research area of microscopic crowd
simulation will evolve in the future. Overall, we expect a significant growth in the area of data-driven and learning-based agent
navigation, and we expect an increasing number of methods that re-group multiple ‘levels’ of behavior into one principle.
Furthermore, we observe a clear need for new ways to analyze (real or simulated) crowd behavior, which is important for

quantifying the realism of a simulation and for choosing the right algorithms at the right time.

CCS Concepts

e Computing methodologies — Motion path planning; Real-time simulation; Intelligent agents;

1. Introduction

A human crowd is a gathering of many humans in a particular place.
Crowds are studied in several research disciplines, from social to
natural sciences. Researchers are particularly interested in how the
humans in a crowd move through space over time; we will refer to
this as the behavior of a crowd. Crowds exhibit interesting kinds of
collective behavior that emerges from the behavior of (and interac-
tions between) individual people.

The research area of crowd simulation concerns the design and
use of simulation algorithms to understand, predict, or reproduce
the behavior of human crowds. Realistic computer simulations of
human crowds have many applications, ranging from entertainment
(such as computer games and movies) to safety and security (such
as crowd management and evacuation studies). This research lies at
the intersection of many domains, such as computer science, graph-
ics, robotics, physics, cognitive science, traffic theory, civil engi-
neering, and mathematics. The research output can be roughly sub-
divided into at least three categories: experiments for understand-
ing human behavior, algorithms for simulating this behavior, and
applications of these algorithms for specific purposes.

This survey reviews the research developments on crowd simu-
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lation algorithms since the year 2010. Many of these algorithms
have been presented in the communities of computer graphics and
robotics. We focus on the class of algorithms known as microscopic
or agent-based, which has received a particular amount of research
attention. In a microscopic crowd simulation, each person is mod-
elled as an individual unit (called an agent) with its own properties
(such as size and walking speed) and motivations (such as a goal
position to reach). Thus, microscopic crowd modeling follows a
bottom-up approach where the behavior of the crowd follows from
the behavior of individuals. To this end, in each simulation step, ev-
ery agent updates its velocity (i.e. its speed and direction of motion)
based on the neighboring agents and obstacles that it observes, and
based on certain rules that dictate its local behavior. We will give a
more precise outline of this simulation approach in Section 2.

By contrast, a macroscopic algorithm models the crowd as one
matter and not as a set of individuals. In this paradigm, the crowd’s
motion is a vector field where each position prescribes a velocity,
determined by physical principles such as the conservation of mass.
The motion of a person then depends purely on its position in this
field. From a modeling perspective, microscopic and macroscopic
methods respectively use a Lagrangian and Eulerian description of
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the crowd. In traffic theory, the term ‘macroscopic’ can refer to
even more abstract models that do not simulate the traffic itself,
but only the relations between statistics such as density and flow.
Macroscopic methods are ideal for dense crowds where the differ-
ences between individual people are not noticeable. Microscopic
methods are preferred whenever these differences are important.

In microscopic crowd simulation, it is common to distinguish
between different ‘levels’ of navigation, such as global path plan-
ning (where an agent plans a ‘rough’ path to its goal that avoids
obstacles in the environment) and /ocal behavior (where an agent
follows its path while adhering to certain local rules). The latter is
also often referred to as ‘steering’. By far, the most frequently stud-
ied category of local behavior is collision avoidance: ensuring that
an agent avoids collisions with other (moving) agents. Other exam-
ples of local behavior include the behavior of small social groups
and the waiting and following behavior in a queue.

The terminology used in this article follows the conventions from
computer-graphics literature. Unfortunately, the term ‘microscopic
crowd simulation’ itself has been used ambiguously for several
things: the combination of local behavior and global path planning,
or local behavior only, or even collision avoidance only. This survey
will use the broadest definition, where ‘microscopic’ concerns the
behavior of individual agents at all levels. We will discuss many as-
pects of microscopic simulation, but with an emphasis on the most
active research subtopics: local behavior and collision avoidance.

1.1. Motivation and positioning

Crowd simulation continues to grow as a research topic. Many al-
gorithms are presented each year, especially for collision avoidance
and other local behavior, and sometimes there are only small con-
ceptual differences between these algorithms. We therefore see an
increasing need for a state-of-the-art review that categorizes recent
work and analyzes the (dis)advantages of each category. This can
help identify the remaining challenges in this research area, as well
as the most promising directions for overcoming them.

We believe that it is particularly interesting to present a sur-
vey that focuses on the last decade. Since 2010, a new category
of collision-avoidance algorithms has arrived that simulates human
vision, and another category of algorithms (‘velocity-based’) has
matured. There have also been many developments regarding data-
driven methods, partly related to the rise of deep learning.

Several books and surveys give an overview of crowd simulation
in its entirety [KPAB15,PAKB16,TM13,XJJD14,YLG*20]. These
sources usually also include other subtopics such as global path
planning, 3D body animation, real-time rendering, and extracting
crowd behavior from video data. As such, they offer a useful broad
overview for newcomers to the field, but they are not necessarily
meant to give a critical analysis of specific subtopics. In compari-
son, we will zoom in on microscopic crowd simulation (and local
navigation in particular), and we critically discuss its developments
in last decade. This will yield more insight into the differences and
similarities between recent algorithms, and into the most important
future challenges and research directions. There are similar surveys
for some of the other subtopics mentioned earlier, including crowd
rendering [BPA16] and video analysis [GF17,LCW*15].

An extensive and valuable survey of pedestrian navigation mod-
els was presented by Duives et al. in 2013 [DDH13] from the per-
spective of traffic theory. However, their survey eventually com-
pared methods for different purposes in one table, ‘ranking’ algo-
rithms by their capability to perform tasks for which they were not
always intended. For example, the survey could give a collision-
avoidance algorithm the annotation that it does not support global
planning, except if its corresponding publication happened to in-
clude a separate global-planning algorithm in its experiments.
Therefore, the survey strongly focused on whether each publica-
tion offers a complete implementation of a crowd-simulation sys-
tem. By contrast, our state-of-the-art review will deliberately focus
on local navigation within the microscopic paradigm, with a deeper
discussion of the conceptual differences between the algorithms in
this area. We will also assess the general (dis)advantages of cat-
egories of algorithms, but we do not aim to conclude which spe-
cific publication provides the best off-the-shelf solution. Instead,
our main goal is to objectively evaluate how the research area has
evolved, and to estimate how this evolution will continue.

1.2. Bibliographic data

As explained earlier, crowd simulation contains aspects of many
research domains. However, new algorithms for crowd simulation
are often presented in the area of computer graphics, with robotics
in second place. Other areas tend to see more literature on the anal-
ysis of crowd behavior, or on applications and case studies. Since
this survey concerns the algorithmic side, many of our references
are from the computer-graphics community, and we consider it to
be the most logical community for publication of this survey.

To estimate the growth in research activity regarding this topic,
we have performed Google Scholar searches over the keywords
‘crowd simulation’ limited to each individual year since 2000. Fig-
ure 1 shows a growth from very few articles (e.g., 23 in the year
2000) to hundreds per year, with a maximum of 699 results in
2019. (At the time of writing, it is possible that not all publications
from the year 2020 can be found yet.) Furthermore, Figure 2 shows
the yearly number of publications that contain specific keywords
in their title or abstract. For all keywords, the past decade has seen
the most publications. Although these numbers are by no means a
completely accurate representation of research activity, they clearly
illustrate that the topic of crowd simulation has gained significant
attention over time.

The literature used for this survey is based on these keyword
searches and on the other surveys mentioned in Section 1.1. From
this collection of literature, we have selected the papers that in-
troduce new concepts or algorithms, thus filtering out the litera-
ture that applies existing algorithms to case studies. Among the
remaining papers, we will focus on the most influential ones from
the 2010s, meaning the work that has been frequently cited or that
is fundamental for a particular category of methods. We will also
refer to earlier work if this is useful for the overall discussion.

1.3. Outline

The structure of this article is based on a categorization of the stud-
ied literature. We devote multiple sections to local navigation, with
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Figure 1: Number of scientific publications per year that men-
tion the term “crowd simulation”, according to a Google Scholar
search on January 4, 2021.
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Figure 2: Number of scientific publications per year that contain
certain domain-specific terms in their title or abstract, according
toa dimensions.ai search on January 4, 2021.

a strong emphasis on collision avoidance between agents. This is
the most active subtopic of research, and its algorithms can clearly
be subdivided into categories. Next to this, we treat other subtopics
of the microscopic paradigm in separate sections. Overall, the re-
mainder of this article is structured as follows:

e Section 2 provides definitions of concepts that are commonly
used in this research area. This facilitates the discussions in the
rest of this article.

e Sections 3-5 describe the main categories of collision-avoidance
algorithms from the 2010s: force-based, velocity-based, and
vision-based. Each section starts by introducing the category and
then zooms in on specific publications from the last decade.

e Section 6 discusses data-driven methods for local behavior.
These methods do not necessarily focus on collision avoidance,
but on replicating any behavior that occurs in input data.

e Section 7 briefly treats two other types of local behavior that are
frequently studied: grouping and following behavior.

e Section 8 extends the discussion to navigation algorithms that
play a different role in the overall crowd simulation, such as path
following and the combination with global path planning.

(© 2021 The Author(s)
Computer Graphics Forum (©) 2021 The Eurographics Association and John Wiley & Sons Ltd.

e Section 9 gives an overview of the frameworks and implementa-
tions that have appeared in the research community.

e Section 10 treats topics related to evaluating the quality or real-
ism of a crowd simulation.

e Finally, Section 11 summarizes this survey, and Section 12 gives
an outlook of future research on microscopic crowd simulation.

2. Definitions and preliminaries

This section introduces the terminology and symbols that we will
use throughout this article, as well as certain general concepts that
are useful to summarize beforehand.

2.1. Domain: Environment, obstacles, agents

In most research on microscopic crowd simulation, the environ-
ment in which the crowd moves is simplified to a plane with polyg-
onal obstacles, and the people in the crowd are simplified to disk-
shaped particles. All coordinates are specified in meters. Formally,
there is a set of m obstacles OBS = {0;}"";! where each obstacle
0; is a simple 2D polygon, and different obstacles do not overlap.
Furthermore, there is a set of n agents AG = {A j};:()l where each
agent A is usually represented by a disk with radius r;. Each agent
also has a preferred walking speed spref,j (in meters per second)
that is typically constant during the simulation.

Let p; and v; respectively denote the current position and veloc-
ity of agent A ;. In every step of the simulation, the task of local nav-
igation is update each v; so that agents can progress while avoiding
collisions. An agent always has a preferred velocity Vpes that it
would like to attain, e.g. because this velocity leads to a goal posi-
tion or because it follows a precomputed path. Collision-avoidance
algorithms assume that these preferred velocities are given.

In this article, whenever we describe how an algorithm works
for a given agent, we will omit the subscript j from the proper-
ties mentioned earlier. We will only use these subscripts when it is
important to distinguish between different agents.

We acknowledge that not all methods use this particle approx-
imation of agents. Many vision-based and data-driven algorithms
(see Sections 5 and 6) do not explicitly rely on it. There is also work
that extends the agent representation to capsules [SMTTvdS16], or
to a lower-body representation where motion follows from foot-
steps [SKRF11], or even to a full-body humanoid that can respond
to detailed physical interactions [HBM*20]. We will get back to
some of these detailed models in Section 8.2. In general, though,
the simplifications outlined here are common in our domain.

2.2. Simulation overview

Before we zoom in on the differences between local navigation al-
gorithms, it is essential to understand their position in the overall
crowd simulation. In this section, we provide an overview of a typ-
ical microscopic crowd simulation, and we make clear on which
aspect our survey will focus.

A microscopic crowd simulation consists of discrete timesteps or
frames, where each frame typically simulates 0.1 seconds. In every
frame, each agent A ; performs (at least) the following steps:
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1. (Neighbor search) Find the neighboring agents and obstacles
within in a certain range. This range is usually a disk with a pre-
defined radius, or a disk section that only considers neighbors
within a certain (viewing) angle. In this survey, we will treat this
step as being completely detached from the collision-avoidance
algorithm itself. Therefore, we will not compare navigation al-
gorithms by how they choose neighbors, but purely on what they
do with this information.

2. (Preferred velocity) Based purely on the environment’s geom-
etry, compute a preferred velocity Vprr that would send A; to-
wards its goal if there were no other agents. This can be a veloc-
ity that simply points straight to the goal position, or a velocity
that lets A; proceed along a (previously computed) global path
around obstacles. In the latter case, this step is also referred to
as path following.

3. (Local navigation) Based on the neighbor information and on
Vpref> COmpute a new velocity Vnew (Or an acceleration vector
a) that satisfies certain local criteria. The minimum demand is
that the agent’s velocity should be close to Vpr while avoiding
collisions with neighbors. However, other criteria can be added
as well, such as the desire to stay in a social group.

4. (Movement) Update the agent’s position based on its new accel-
eration or velocity. Most simulations do this via forward Euler
integration.

It is common practice to perform one step for all agents before pro-
ceeding with the next step. This way, all agents use the same infor-
mation (i.e. it does not matter in which order they are processed),
and each step can easily be parallellized for optimal performance.
Many modern implementations (see Section 9) use this principle.

In step 2, the preferred velocity Vprer depends on whether or not
the system includes global path planning. Either way, the usual as-
sumption in step 3 is that vyt is a good indication of how A ; should
navigate amidst the environment’s obstacles. Thus, local navigation
is mostly concerned with responding to neighboring agents. Obsta-
cles are still included for completeness, but the input velocity Vprer
is already assumed to take them into account to some extent.

This survey focuses on the minimal version of step 3: letting each
agent A; find a new velocity (or acceleration) that is close to Vper
while avoiding collisions with neighboring agents and obstacles.
Sections 3—6 revolve fully around this topic. We will mostly discuss
collision avoidance between agents; for almost all algorithms, the
avoidance of obstacles uses very similar equations with small adap-
tations. Also, many collision-avoidance algorithms can be adapted
or extended to model other kinds of behavior, such as grouping or
following behavior. We will briefly discuss such additional topics in
Section 7. After that, Section 8 will extend the discussion to other
aspects of the simulation loop.

At this point, we should note that several recent papers ex-
plore alternatives to the simulation loop presented here. Weiss et
al. [WJLT17] have simulated crowds using position-based dynam-
ics, which directly works with the positions of agents without using
the concept of velocities. Karamouzas et al. [KSNG17] have pre-
sented a different velocity-optimization scheme based on energy
functions, which allows for stable simulations even at very large
timesteps. These types of developments are very interesting as they
simulate crowds in creative new ways. On the other hand, this con-

ceptual difference makes them difficult to combine with other re-
search that still has the classical simulation loop in mind. Future
work will have to point out how popular these alternative simula-
tion techniques will become. The remainder of this survey will be
based on the traditional simulation loop, also because this leads to
the clearest categorization of literature.

2.3. Collision-prediction concepts

Many modern collision-avoidance algorithms use similar principles
for predicting future collisions between agents. It is useful to list
these principles here before discussing each algorithm individually.
In recent work, van Toll et al. [vTGL*20] have listed the following
four concepts, which are also visualized in Figure 3:

Time to collision #c(v', A j»Ag) The time (in seconds) after which
an agent A ; will collide with another agent Ay, assuming that A
uses v’ and A, keeps using its current (observed) velocity v;. The
time to collision is infinite if no collision will occur.

Distance to collision dc(v',A;,A;) The distance to the point
where A; and Ay will collide under the same assumptions, i.e.
tte(v',Aj,Ay) - ||V'||. It is infinite if no collision will occur.

Time to closest approach ttca(v',A;,A;) The time at which the
distance between A; and Ay will be smallest. This is equal to
ttc if the agents are expected to collide. Unlike the time to colli-
sion, it is never infinite, and it can also be negative, namely if the
agents are moving away from each other.

Distance of closest approach dca(v',A j»Ax) The predicted
smallest distance between A; and Ay, i.e. their distance after
ttca(v/,Aj,Ak) seconds. This is zero if the agents will collide.

These concepts can all be computed analytically by solving
quadratic equations. Each concept can also be defined for a neigh-
boring obstacle instead of a neighboring agent. Also, we can
define versions that take the minimum time or distance among
all neighboring agents and obstacles. We will denote these by
TTC(V' ,Aj), DC(V',A}), TTCA(V',A;), and DCA(V',A;). For ex-
ample, TTC(V',A;) is the time to A ;s first predicted collision with
any object if A uses velocity V.

Certain vision-based collision-avoidance algorithms (Section 5)
use an alternative concept that is worth mentioning here. The bear-
ing angle a(v' A j»Ag) is the current angle between the vectors v
and py — p;. Its time derivative g—toc(v’,A j»Ag) is the amount by
which o will currently start changing per second, again assuming
that A; and Ay will respectively keep using v/ and vy. If the agents
are going to collide, this gradient is (close to) zero. Otherwise, it
is positive or negative; Figures 3(c) and 3(d) show two examples.
Compared to the concepts mentioned earlier, the bearing angle cor-
responds more closely to what a human pedestrian sees (namely an-
other pedestrian moving through its field of view). It can be applied
more easily to vision-based methods (Section 5) without requiring
perfect information about the positions and velocities of all agents.

These concepts all assume that the velocities of agents remain
constant for some time, i.e. they assume that each agent will follow
a linear trajectory in the near future. This is a generally accepted
assumption. Its simplicity is balanced out by the fact that all agents
compute a new velocity in every frame of the simulation; in other
words, their collision predictions are re-considered several times
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Figure 3: Overview of collision-prediction concepts between two agents A; (in orange) and Ay (in purple). v/ is a hypothetical velocity for
Aj, and vy is the current observed velocity of Ay. (a) The time and distance to collision. In this example, the agents collide. (b) The time to
and distance of closest approach. In this example, the agents do not collide. (c) A bearing angle that decreases over time. (d) A bearing angle

that increases over time.

per second. Still, some algorithms exchange this linear-trajectory
prediction with something more advanced, as we will see in Sec-
tion 8. Also, several data-driven methods (Section 6) base their pre-
diction on input data without making an explicit assumption about
linearity. However, most ‘classical’ collision-avoidance algorithms
use the prediction concepts summarized here.

3. Force-based collision avoidance

In 1995, the social-force model (SFM) by Helbing and Molndr
[HMO5] was the first model specifically designed for collision
avoidance in crowds. This model treats each agent A; as a parti-
cle that experiences two main types of forces: an attractive force
Far towards the goal position, and repulsive forces from obstacles
and other agents. For neighboring agents, A ; experiences a separate
force F j per neighbor Ay, and this force depends on the positions
and velocities of A; and Ay in a certain way. Thus, although the
original SFM does not yet explicitly use the concept of ‘time to
collision’, it already bears similarities to it.

The term ‘social force model’ has been almost synonymous with
‘collision avoidance’ for a long time, at least until the introduction
of velocity-based algorithms in the late 2000s (which we will dis-
cuss in Section 4). Even today, the SFM is still widely used. The
concept is easy to implement, it works sufficiently well for many
applications, and it is intuitive to extend with extra agent behaviors
simply by introducing new forces. In fact, based on in Figure 2,
the term ‘social force model” has been roughly equally popular as
‘crowd simulation’ when it comes to its usage in titles and abstracts.
Its popularity has even grown relatively fast in recent years, despite
the introduction of other (more advanced) algorithms for local be-
havior. However, most of these recent publications apply the stan-
dard social-force model to a particular case study, or they add new
forces to simulate particular effects, such as groups, panic propaga-
tion, waiting behavior, lateral motion, or pushing behavior.

In this section, we will review the evolution of force-based col-
lision avoidance throughout the past decade. As mentioned before
in Section 2.2, we focus on collision avoidance among agents to
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explain the differences between methods. All methods use a very
similar force to let agents avoid static obstacles. Note that we will
only treat articles that apply fundamental changes to the concept
of collision avoidance. This excludes the aforementioned work on
other local behaviors (some of which we will briefly treat in Sec-
tion 7) and any case studies that use the standard SFM.

The most important conceptual improvement upon the standard
social-force model has been the introduction of collision predic-
tion. In these models, the force F j; that an agent A receives from a
neighboring agent A does not simply depend on the agents’ current
velocities and positions, but also on whether these actually lead to
a collision in the future. We identify two noteworthy publications
from the 2010s based on this concept, which we will discuss in the
next two subsections.

Although technically not within our decade of focus, the ‘pre-
dictive collision-avoidance model’ by Karamouzas et al. from 2009
[KHvBOO09] is worth mentioning here, as it was (to our knowledge)
the first force-based method to use the concept of time to collision.
In their work, the force Fj; is a simple function of the predicted
time to collision between A; and Ay, ie. of rrc(vj,Aj,Ay). The
magnitude of F j; depends on when this collision will occur, and
the direction of F j; depends on how the agents will be positioned
with respect to each other at that time. If no collision is expected
(ttc(vj,Aj,Ar) = 00), then F j = 0.

3.1. SFM with time to collision (Zanlungo et al. 2011)

In 2011, Zanlungo et al. [ZIK11] compared the equations of the
most common SFM variants that existed up until then. They ob-
served that several models used a (constant) ‘time window’ pa-
rameter T indicating how far an agent A; looks into the future to
compute its forces. The force F j; (exerted on A; by a neighboring
agent Ay) is then based on the predicted positions of A; and Ay af-
ter T seconds. Zanlungo et al. replaced this parameter by the time to
collision. More specifically, they used TTC(v;,A;), i.e. the time to
the first predicted collision if A ; keeps using its current velocity v;.
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Consequently, agents automatically adapt their amount of ‘looka-
head’ based on the first problem that they expect to encounter. The
authors finally showed that this improved model could be calibrated
to match real-world data more closely than previous SFM variants.

This differs from the model by Karamouzas et al. [KHvBOO09] in
a number of ways. Most importantly, Karamouzas et al. use F j; = 0
if Aj and A, are not on collision course. In such cases, the force F j;
by Zanlungo et al. is still non-zero, so agents may display avoid-
ance behavior when it is not necessary. Another difference is that
Karamouzas et al. [KHvBOO09] use the specific time to collision
1te(vj,Aj,Ay) to scale the force per neighbor Ay, whereas Zanlungo
etal. [ZIK11] use the overall time to collision TTC(v,A ) to scale
the forces of all neighbors. Overall, the approach by Karamouzas
et al. [KHVBOO09] seems more intuitive: it treats the avoidance of
each neighbor as an independent task, and it ignores neighbors for
which no problems are expected. On the other hand, the model of
Zanlungo et al. [ZIK11] is a direct extension of the SFM and may
be preferred in its corresponding community.

Unfortunately, to our knowledge, a direct comparison between
these models has not been performed. In literature, a new collision-
avoidance algorithm is usually compared to the standard SFM
[HMO95] (a ‘baseline’ upon which it is easy to improve) or to RVO
or ORCA [vdBLMO08, vdBGLM11] (two popular velocity-based
methods that do not necessarily aim for ‘human-like’ results).

3.2. Universal Power Law (Karamouzas et al. 2014)

In 2014, Karamouzas et al. introduced the popular ‘Universal
Power Law’ method [KSG14]. Compared to other force-based
models with collision prediction, this paper builds its explanation
on a different principle: pedestrians attempt to minimize the energy
they spend on interactions, knowing that a predicted collision has a
lower probability of actually occurring if it is farther away. The au-
thors show that real-world data supports this theory to some extent.

This argumentation results in an equation for F j; that conceptu-
ally fits between the SFM extension of Zanlungo et al. [ZIK11] and
the previous predictive force by Karamouzas et al. [KHvBOO09].
Just like in these two models, F j; depends on the time to collision
between A and Ay based on their current velocities. The model is
‘Helbing-like’ because it is based on energy, and it is ‘Karamouzas-
like’ because F j; = 0 when there is no predicted collision.

This method has become very popular, possibly because it
is conceptually simpler (and computationally lighter) than the
velocity-based methods that already existed at the time, such as
RVO and ORCA. Thus, after years of increasingly complex solu-
tions, this work seemed to bring collision avoidance ‘back to ba-
sic’ with good results. However, in theory, a velocity-based model
should be able to handle more complicated scenarios than a force-
based model, as we will explain in Section 4.

3.3. Summary

The force-based models discussed in this section explicitly use the
concept of ‘time to collision’ for the force Fj that an agent A;
receives from a neighbor Ay. The exact equation for F j; differs per
method: it is either a direct extensions of the social-force model

[ZIK11] or a new equation that ignores Ay if it is not on collision
course with A; [KHvBO09, KSG14].

Compared to the regular SFM, these models are more adaptive
to what an agent perceives. They also remove a ‘time window’
parameter from the system. Having to compute the time to col-
lision does increase the method’s computational overhead. How-
ever, force-based methods remain faster than velocity-based meth-
ods (Section 4), which usually involve more of these computations.

4. Velocity-based collision avoidance

Since 2007, the field of crowd simulation has seen the development
of so-called velocity-based algorithms for local navigation. Com-
pared to force-based models with collision prediction (Section 3),
velocity-based models take the concept of prediction even further.
Their general principle is to let each agent actively choose its next
velocity (i.e. a speed and direction) by considering many possi-
ble velocities, evaluating each option according to certain criteria
(including whether they successfully avoid collisions), and finally
choosing the best option.

This principle fundamentally changes how an agent moves in
interaction with its neighbors. By actively considering multiple
velocities and by predicting what their consequences will be, an
agent can adjust its trajectory in an anticipated way. By contrast,
force-based methods only update an agent based on how it is cur-
rently moving; they do not actively consider what would happen
if this agent did something else. One consequence of this differ-
ence is that velocity-based methods are computationally heavier
than force-based methods. However, they also tend to yield better
results, and they are considered to better reflect human behavior.

On a more detailed level, two main types of velocity-based meth-
ods can be distinguished. Let the velocity space V be the (contin-
uous) set of possible velocities that an agent can use, as shown in
Figure 4(a). The first type of velocity-based method defines a cost
Sunction C that assigns a scalar cost to each velocity in V, where a
lower cost indicates that a velocity is a ‘more attractive’ option to
choose. Methods of this type differ in how they define the cost func-
tion C itself, but also in how they search through V to find a good
velocity to use. The second type of velocity-based method decom-
poses V into two parts: a set of admissible velocities VT that allow
a collision-free path within a certain time window, and a set of in-
admissible velocities V™ that will lead to a collision in the near
future. These methods then look for the best velocity inside V7.
This final step is again done by optimizing over a cost function C.
Figure 4(b) summarizes this idea.

Conceptually, the line between these two types of algorithms is
blurry. After all, having two subspaces V™ and V™ is technically
equivalent to having a cost function C that assigns an infinite cost
to inadmissible velocities. The largest remaining difference is that
methods based on an explicit V™ have an analytical solution for
the optimal velocity. Other methods do not have this: they simply
try out many ‘sample’ velocities v/ and choose the sample with the
lowest cost. This latter approach is computationally heavier. On the
other hand, it also offers more flexibility for the cost function C,
which can then have any form. By contrast, an analytical solution
relies on very specific choices for V™ and C.
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Figure 4: (a) The velocity space V is the set of all velocities that
an agent A can use. It can be visualized as a disk with radius Smax
(the agent’s maximum walking speed). (b) Velocity-based collision
avoidance defines a cost function over V (shown here via blue iso-
lines), or possibly over a subset V' of admissible velocities.

In 2007, Paris et al. [PPD07] were the first to present a velocity-
based collision-avoidance algorithm. This model defines the inad-
missible velocities induced by each neighboring agent, and it uses a
cost function to choose among the remaining admissible velocities.
Due to a somewhat cumbersome formulation and due to missing
details, the method has never become commonly used, but it re-
mains the first model that can be categorized as velocity-based.

In 2008, the RVO (Reciprocal Velocity Obstacles) method of van
den Berg et al. [vdBLMOS] truly popularized this category. This
work formulates V™ as a union of velocity obstacles (VOs), where
each VO has an explicit cone-like shape. The ‘reciprocal’ aspect of
the method lies in the assumption that any two agents will always
spend an equal amount of effort on avoiding each other. This makes
the behavior of agents smoother and less indecisive. Interestingly,
the original implementation of the RVO algorithm uses a cost func-
tion and sampling, without making use of the analytical form of
VOs. Still, the article contains mathematical foundations that have
frequently been re-used and enhanced since then. The RVO method
therefore continues to be highly influential to this day. Figure 5
shows a simple example of RVO in practice, with only one neigh-
boring agent (and thus only one velocity obstacle).

Velocity-based approaches have continued to develop in the
2010, but they are all based on the core principles that we have
described here. This section reviews the developments in this cat-
egory. We will first discuss methods that use cost functions and
sampling, followed by methods with an analytical solution.

4.1. Methods with a cost function and sampling

The original RVO implementation [vdBLMO0S8] was the first exam-
ple of sampling a cost function in velocity space. In the early 2010s,
two other methods based on this principle have been developed.

4.1.1. First method (Karamouzas and Overmars 2010)
In 2010, Karamouzas and Overmars introduced the term ‘velocity-

based approach’ in the title of their article [KO10]. They described
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Figure 5: Example of the RVO collision-avoidance algorithm. An
agent A (in orange) wants to walk to the green circle on the right.
The cost function C for the entire velocity space V is drawn around
Aj, at a scale from blue (low cost) to pink (high cost). The agent’s
preferred velocity is shown as a gray circle. However, a neighbor-
ing agent Ay, (in purple) induces a cone-shaped range of velocities
for Aj that will lead to a collision in the future. To avoid this colli-
sion, Aj chooses a slightly different velocity, shown in white. RVO
finds this velocity by evaluating random samples in V.

the concept of evaluating many ‘candidate’ velocities for an agent
and computing a cost for each candidate. Although this concept was
used before in the implementation of RVO [vdBLMOS], this paper
was the first to revolve fully around it. In this method, agents try
out various speeds and directions via regular sampling. The range
of allowed speeds and directions depends on the time to collision
for the agent’s preferred velocity, i.e. on TTC(Vpef,A ;). In particu-
lar, if Vper does not lead to a predicted collision, then this velocity
will always be chosen. Limiting these ranges mostly improves the
method’s computational efficiency.

For each sample velocity v/ in the allowed range, the cost de-
pends on three factors: the difference between v’ and the current
velocity, the deviation from the preferred velocity Vpf, and the
time to collision TTC(v' A ;)- Each component of this cost func-
tion has its own weight that can be tuned.

A conceptual strength of this algorithm is that it is based on real-
world data. The authors have conducted experiments in which two
humans were instructed to walk forward while avoiding collisions.
The results of these experiments have led to specific equations and
parameters in the algorithm.

In line with this, the authors argue that their algorithm yields
smoother and more human-like behavior than RVO [vdBLMOS],
which treats collision avoidance purely mathematically. They also
claim that agents respond to collisions sooner than RVO, which
would imply that agents do not need to stand still to avoid colli-
sions at the last moment. However, this comparison is theoretically
questionable if we look at the details. Both algorithms rate a candi-
date velocity v’ based on its time to collision TTC(v') (among other
factors), and both algorithms technically allow agents to stand still.

4.1.2. Simplified variant (Moussaid et al. 2011)

A year later, Moussaid et al. [MHT11] presented a similar method
with a few conceptual differences. First, the ranges of speeds and
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directions that an agent can use remain constant; these do not
depend on the agent’s current situation. Second, their cost func-
tion only depends on the time to collision and the angular devi-
ation from the preferred velocity. There is no ‘energy term’ that
uses the difference with the agent’s current velocity. Third, when-
ever an agent does collide with another agent or an obstacle, the
method applies a contact force using existing equations by Helbing
et al. [HFVO00]. By contrast, Karamouzas and Overmars [KO10]
used a special cost function for agents in a colliding state. Forces
are an easier way to ensure that collisions get resolved.

Finally, Moussaid et al. assume that a person always walks at its
preferred speed sprer unless a collision is bound to happen soon.
In their method, an agent first finds an optimal direction of motion
(via regular sampling), assuming that it will walk at its preferred
speed. Given this optimal direction, it then computes a matching
speed, which is usually sper except if this speed would lead to col-
lision. Consequently, agents prefer directional changes over speed
changes, and they walk at full speed as much as possible.

The method by Moussaid et al. is conceptually simpler than the
one by Karamouzas and Overmars [KO10], with fewer parameters
to tune and without adaptive sampling ranges. It can also be com-
putationally more efficient because it only samples a 1D range of
directions, and not a 2D range of speeds and directions combined.
However, this difference in performance is scenario-dependent as
as the sampling range of Karamouzas and Overmars is adaptive.
Finally, it is not clear which method yields more realistic behavior.
While Moussaid et al. do compare their simulations against empir-
ical data, the method itself is not based on real-world observations.

4.2. Methods with an analytical solution

The research group behind Reciprocal Velocity Obstacles (RVO)
has created several variants or successors of their algorithm in the
2010s. Some of these are logical extensions of RVO for particu-
lar purposes, such as the inclusion of acceleration constraints for
robots [vdBSGM11], the inclusion of psychological factors to sim-
ulate e.g. escape panic [GKLM11], or modelling agents as ellipses
(instead of disks) to handle high-density scenarios [NBM17]. Sim-
ilarly to extensions of the social-force model for these purposes, we
will not treat such work in this survey.

Instead, we will focus on two other RVO-inspired methods that
treat the ‘standard’ collision-avoidance problem in fundamentally
new ways. We believe that these methods are the most important
ones for describing the evolution of this category of algorithms.

4.2.1. ORCA (van den Berg et al. 2009-2011)

The main successor of RVO, named Optimal Reciprocal Collision
Avoidance (ORCA), was presented at a conference in 2009, but
its official corresponding publication is from 2011 [vdBGLM11].
Compared to RVO, ORCA transforms the mathematical definition
of the collision-avoidance problem, so that an agent can compute
its optimal velocity analytically, i.e. without the need for sampling.
Recall that RVO was effectively a sampling-based algorithm, de-
spite its underlying mathematical concepts.

In the original RVO formulation, each neighbor Ay of an agent A ;

induces a velocity obstacle with a truncated cone shape, represent-
ing a set of ‘forbidden’ velocities that would lead to a collision in
the near future. In ORCA, each neighbor instead induces a line that
separates the velocity space V into two half-planes, containing ‘op-
timal’ and ‘non-optimal’ velocities. The ‘optimal’ velocities avoid
a collision with A; while staying close to a given optimization ve-
locity v?p[, which is typically equal to the current velocity v;. An
ORCA line can always be obtained analytically from an RVO cone.
The ORCA lines of all neighbors combined induce an intersection
of half-planes, constituting the admissible velocity space V. If this
intersection [ is not empty, then A ; should find the velocity inside /
that is closest to its preferred velocity Vprer. If I is empty (which can
happen in densely packed conditions), A ; should find the ‘least for-
bidden’ velocity according to a geometric definition. In both cases,
the answer can be computed via linear programming, because the
velocity constraints are now lines instead of more complex shapes.

Like other velocity-based methods, ORCA optimizes a cost
function in velocity space, but this time the optimization has an
analytical solution. This makes ORCA computationally more ef-
ficient than RVO and other sampling-based methods. In fact, the
authors have released the source code of ORCA under the name
‘RVO2’, suggesting that they consider ORCA to be a direct suc-
cessor and improvement of RVO. On the other hand, ORCA’s solu-
tion exists thanks to a very specific geometric interpretation of the
collision-avoidance problem. It is relatively difficult to extend this
interpretation to other types of behavior. By contrast, a sampling-
based solution can theoretically use any cost function, which makes
it easier to combine different behaviors with their own weights or
priorities. Thus, ORCA can produce one type of behavior very ef-
ficiently, whereas other methods can be adapted more easily in ex-
change for a higher computational load.

4.2.2. PLEdestrians (Guy et al. 2010)

The PLEdestrians method by Guy et al. [GCC*10] has many simi-
larities to ORCA, but it is presented from a different angle, focusing
on obtaining a similarity to human behavior. It combines ORCA
concepts with a cost function comparable to those of Section 4.1.
For this combination, the optimal velocity for an agent can (again)
be computed analytically in a specific way.

The cost function C of PLEdestrians is based on the concept of
energy minimization, i.e. on the ‘principle of least effort’ (PLE).
The authors propose an energy function that captures how much
energy (or ‘effort’) a pedestrian spends over time. An agent A; at-
tempts to minimize this effort by selecting a suitable velocity in
each frame. The effort of a candidate velocity v depends on the
time to the first collision TTC(A j,V' ) and on the estimated ‘detour
length’ for steering the agent back to its goal later. This is conceptu-
ally very similar to the cost function that Moussaid et al. [MHT11]
would present one year later.

This method uses the same definition of the admissible velocities
V1 as ORCA, and then it finds the velocity in V' that minimizes
the mentioned cost function. Guy et al. show that this optimal ve-
locity either is the agent’s preferred velocity Vpef itself, or it lies on
the boundary of V. In the second case, the solution can be found
by solving a quadratic equation for each ORCA line.

The authors show that PLEdestrians yields more energy-efficient
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paths than several other methods, including the standard social-
force model (from Section 3) and RVO. They also show that, in
certain scenarios, the simulated agents match real humans in terms
of the fundamental diagram (the average relation between crowd
density and walking speed). Implementation details aside, PLEdes-
trians is essentially ORCA with a different cost function that is
potentially more human-like and less ‘robotic’. However, the cost
function is still quite specific, to ensure that the optimization prob-
lem has a closed-form solution. For any other cost function (e.g. to
capture other types of behavior), such a closed-form solution may
not exist, and sampling may be necessary.

4.3. Summary

Research on velocity-based collision avoidance thrived around the
year 2010. Velocity-based methods differ from force-based meth-
ods in that they let an agent analyze all possible velocities that it can
use, instead of anticipating the effects of only one velocity. Conse-
quently, a velocity-based algorithm is computationally heavier, but
also theoretically capable of handling more difficult scenarios.

Overall, we can distinguish between sampling-based algorithms
that can use any cost function [KO10, MHT11], and ‘closed-form’
algorithms that are faster but that rely on specific mathematical def-
initions [vdBGLM11, GCC*10]. Next to extensions for modelling
specific effects, this category has not seen any substantial improve-
ments later in the 2010s. However, the basis has remained highly
popular, also thanks to the freely available source code of RVO
and ORCA. In terms of research, the focus seems to have shifted
to vision-based and data-driven methods, which we will discuss in
the next two sections.

5. Vision-based collision avoidance

The category of vision-based navigation algorithms is based on
the fact that the locomotion of humans is primarily controlled by
their sense of vision. These algorithms attempt to replicate how hu-
mans navigate literally based on what they see, and not on perfect
‘global’ information about the positions and velocities of all agents.

The term ‘vision-based’ has also been used in some of the
collision-avoidance literature from Sections 3 and 4. For example,
Moussaid et al. [MHT11] use this term because agents only con-
sider neighbors inside a certain field of view. However, the algo-
rithms from Sections 3 and 4 are all purely geometric. In this sur-
vey, we reserve the term ‘vision-based’ for methods that actually
attempt to replicate visual perception.

Within the vision-based category of methods, we can again iden-
tify two subcategories. The first, which we call visually-driven
steering, defines behavior based on variables close to what peo-
ple visually perceive, i.e. objects moving through their field of
view, without perfect information in world coordinates. This type of
methods was founded before 2010 by Warren et al. [War06, FW07,
WFO08], a group of psychology researchers who combine modeling
with real-world experiments. Their work also introduced collision
prediction based on the bearing angle, which we summarized ear-
lier in Section 2.3. In the 2010s, this concept itself has not funda-
mentally changed. Park et al. [PRY13] have presented a collision-
avoidance method based on the ‘gaze movement angle’, which is
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essentially the same idea using different terminology. Apart from
this, Warren et al. have extended visually-driven steering to other
behaviors, such as following behavior in unidirectional and bidirec-
tional crowd flows. We will revisit this topic in Section 7.

The second category takes visually-driven steering one step fur-
ther by equipping the agents with a virtual retina: an image onto
which visual information is projected, inspired by the human eye.
We therefore refer to this as retina-based steering. Although this
idea was already implemented in 1990 by Renault et al. [RTT90],
it took until the 2010s to be applied to crowds.

In more detail, the main principle of retina-based approaches
is to equip agents with a ‘synthetic vision’ that is intended to re-
semble human visual perception. Rather than using the simplified
representation of disks and polygons on a plane, each agent uses a
graphical rendering of its field of view. The behavior of an agent is
then based on the pixel information in this ‘virtual retina’. In other
words, interaction with other agents or objects is abstracted to inter-
action with a matrix of pixels. The methods of this category differ
in what exactly they render onto the virtual retina, and in how they
use this information to steer an agent.

Retina-based algorithms are computationally more expensive
than velocity-based or force-based algorithms, simply because they
do more work per agent. In exchange, they aim to represent human
perception more accurately. These methods are usually designed
with low to medium crowd densities in mind, for which perfor-
mance then remains manageable. On a related note, the ‘retina-
specific’ parts of such a method can sometimes be seen separately
from the other components. That is, some concepts can also be ap-
plied to the simpler ‘geometric’ domain from Sections 3-5, result-
ing in higher performance and suitability for large crowds. This is
the case for the first two methods that we will discuss next.

5.1. First retina-based method (Ondiej et al. 2010)

To our knowledge, the first retina-based navigation algorithm for
crowds was presented by Ondiej et al. [OPOD10]. Just like several
force-based and velocity-based methods, this algorithm is based on
collision prediction, and it is reactive in that an agent only changes
its velocity when a future collision is predicted. However, there are
three important differences to previously discussed methods.

First, and most obviously, an agent A ; now uses information that
is projected onto a virtual retina. Neighboring agents are rendered
as cones onto the retina, and obstacles are rendered with their origi-
nal 3D shape. For each non-empty pixel in the corresponding retina
image, A; computes if a collision with the corresponding agent or
obstacle will happen. Thus, the collision avoidance is handled ‘per
pixel” instead of per object.

Second, the collision prediction itself is based on different indi-
cators: the time to closest approach and the time derivative of the
bearing angle; see Section 2.3 for a summary of these concepts.
The method uses the bearing-angle derivative instead of (for exam-
ple) the time to collision because it is directly linked to changing
the agent’s angle of motion.

Third, namely, this algorithm controls an agent’s speed and di-
rection separately. From the agent’s retina image, the algorithm
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determines the pixels that yield the highest risk of collision. The
agent’s motion is then adjusted to avoid this ‘primary threat’. Over-
all, agents will furn to avoid a collision in the near future, and
decelerate only for imminent collision cases. (The velocity-based
method by Moussaid et al. [MHT11] is based on the same idea:
agents will primarily change their direction and not their speed.)

Note that the second and third differences can also be applied
to a ‘retina-less’ domain. Although the virtual retina was the most
innovative component of this method at the time, the concept of
adjusting the direction and speed separately would be re-used by
future vision-based methods as well.

5.2. Using gradients (Dutra et al. 2017)

In 2017, Dutra et al. [DMCN*17] continued with the idea of steer-
ing an agent based on the information on its virtual retina. However,
whereas Ondfej et al. [OPOD10] directly updated an agent’s angle
and speed according to certain rules, Dutra et al. [DMCN*17] de-
fine a navigation function C and steer an agent according to the
gradient of C. Just like in the velocity-based methods of Section 4,
the domain of C is the agent’s velocity space V. In other words,
the function (theoretically) assigns a cost to each possible velocity
v/ for the agent, based on certain quality criteria such as whether
v’ avoids future collisions. However, this time, the cost function is
based on the agent’s virtual retina, and not on the ‘clean’ geomet-
ric information used by force-based and velocity-based algorithms.
Another difference is that this algorithm does not actively explore
the entire velocity space. Instead, it computes the gradient of C at
the agent’s current velocity, i.e. VC(v), and it steers the agent in the
opposite direction, so as to ‘greedily’ move to a lower-cost velocity.

Collision avoidance is based on two variables here: the time
and the distance to closest approach, i.e. TTCA(V',A;) and
DCA(V',A}). The navigation function C penalizes low perceived
values for both variables, so an agent will try to keep its neighbors
far away in both space and time. For goal reaching, C contains a
component that penalizes the angle to the preferred velocity Vppet.
The gradient of C is computed along two axes: the agent’s speed
and direction. (In both axes, VC(v) has a closed form that is easy
to evaluate at runtime.) Thus, the algorithm effectively controls the
speed and direction separately, but based on the same function.

It is interesting to note that the navigation function does not de-
fine a precise threshold for the risk of collision. Thus, agents will
adjust their separation distances depending on the case at hand. At
a low crowd density, even low collision risks (i.e. for which there
are already margins of distance between agents) will influence the
value of the navigation function, and its gradient will cause the
agents to deviate as much as possible. At a higher density, closer
obstacles take up more space in the agent’s retina, and the algo-
rithm implicitly gives more weight to avoiding them.

Again, the retina-related aspects of this method can be seen sep-
arately from the navigation aspects. The function C, as well as
the concept of gradient-based steering, can also be applied to the
simpler domain of disk-shaped agents in 2D. In 2020, van Toll et
al. [vTGL*20] have suggested such a ‘retina-less’ variant of this
navigation algorithm, where the costs per neighboring agent are

scaled to mimick the effect of pixel occupancy. This variant is eas-
ier to implement and computationally more efficient, while still
capturing most of the essence of the original algorithm.

On a more critical note, gradient-based steering is algorithmi-
cally less ‘intelligent’ than exploring the full velocity space. An
agent will make only ‘greedy’ decisions to change its current ve-
locity, without actively considering velocities that are very differ-
ent. However, it may be that this seemingly imperfect navigation
approach is actually closer to human behavior. More experimenta-
tion and analysis is required before any conclusions can be drawn.

5.3. Using optical flow and light (Lopez et al. 2019)

So far, we have seen that it is possible to simulate the local naviga-
tion behavior of agents by equipping them with a virtual retina. This
retina defines how interactions with surrounding obstacles are se-
lected, combined, and weighted. However, the variables associated
with its pixels are not always quantities that would be directly per-
ceptible to the human eye. Both Ondfej et al. [OPOD10] and Du-
tra et al. [DMCN™17] trace each occupied pixel back to the corre-
sponding agent or obstacle, from which they can then extract ‘per-
fect” information like the velocity or the time to closest approach.

In contrast to this, Lépez et al. have presented two navigation
methods [LCMP19b, LCMP19a] that aim to get even closer to how
the human brain directly processes visual information. These algo-
rithms steer an agent based on the (RGB) images that it perceives,
as well as on the dense optical flow generated by the succession of
these images. Optical flow is the apparent movement of pixels in an
image, and the term ‘dense’ means that this apparent motion is es-
timated for each pixel separately. Lopez et al. first used a synthetic
optical flow that was still based on knowledge of the underlying
objects [LCMP19b]. Later, they used a digital optical flow based
purely on the differences between images [LCMP19a]. The second
article also introduced a way to attract agents towards lighter areas,
where this optical flow can be more accurately obtained.

The agents finally navigate by following the gradient of a cost
function, similarly to Dutra et al. [DMCN™*17]. However, the func-
tion itself is now based on more ‘raw’ visual information. Lopez et
al. show how to use this information to achieve various behaviors
such as goal reaching, collision avoidance, and following. For ex-
ample, the risk of collision with an object can be estimated based on
that object’s focus of expansion in the image. Collision avoidance
can thus be achieved by steering the agent away from this point.

This approach has interesting potential for robot navigation in a
crowd. If a robot should make decisions based on what it perceives
with a camera, it is useful for the algorithm to be purely based
on visual data. On the other hand, it remains to be seen whether
this ‘lack of interpretation’ makes sense for simulating ~uman nav-
igation. Although the algorithm is theoretically closer to reality,
it may over-complicate the original navigation problem, as it ab-
stracts away useful information. Finally, on a practical level, this
method is not yet suitable for large crowds in real-time, due to the
computational load of calculating the optical flow for each agent.
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5.4. Summary

Vision-based collision avoidance has evolved significantly in the
2010s. The main development was the introduction of retina-based
algorithms that literally try to simulate how the human eye works.
Within this category, research has moved to the use of visual infor-
mation only, without any reasoning about objects in world coordi-
nates. This development is also useful for the navigation of robots
equipped with cameras. For real-time crowd simulation, though, it
remains to be seen whether this is the ideal angle of approach.

Compared to velocity-based methods that explore an entire space
of possible velocities, vision-based methods use gradient-based
steering which seems more limited. It is interesting that some as-
pects of retina-based algorithms could also work in the ‘classical’
domain of disk-shape agents in 2D. This brings vision-based and
velocity-based algorithms closer together, which will allow for bet-
ter comparisons between the two categories.

6. Data-driven local behavior

All methods discussed so far model human behavior via a set of
concrete ‘hand-made’ rules or functions. By definition, these rules
can only replicate the behavior of an individual person to a certain
extent. In contrast to this, data-driven methods are directly based
on input data, which is usually a set of trajectories obtained from a
real human crowd. These methods aim to replicate their input data
in a more abstract sense, without explicitly defining the behavioral
rules themselves. As such, a data-driven crowd simulation can (in
theory) produce more specific or subtle behaviors that are difficult
to capture in simple rules. Another motivation is that a data-driven
model will automatically behave differently when the input data
changes, without requiring explicit knowledge of what these be-
havioral differences are. Research in this area started before 2010,
but it has gained popularity in the last decade, partly thanks to the
recent developments in deep learning.

Note that data-driven methods do not focus specifically on col-
lision avoidance, but simply on reproducing any behavior that they
receive as input. Still, we can identify different ‘levels’ of agent be-
havior in the same way as in other models: for example, data-driven
crowd simulation keeps the traditional distinction between global
paths and local behavior. In this section, we discuss algorithms that
produce local behavior, i.e. an agent’s short-term decision-making
that is repeated at a certain frequency. We will refer to this col-
lectively as data-driven local behavior. This excludes work that at-
tempts to reproduce higher-level motion patterns in the crowd, such
as the distribution of paths throughout an environment.

Like in many other research areas, a large amount of recent work
on crowd simulation has a data-driven or (deep) learning-based as-
pect to it. We emphasize again that this section focuses on data-
driven models for local navigation. Articles that apply data-driven
or learning techniques to other aspects of crowd research (e.g. user-
controlled motion editing, global navigation, parameter calibration,
tracking, or the evaluation of results) are out of scope. Data-driven
evaluation work will be discussed in Section 10.

The main idea of data-driven local behavior is to base the behav-

ior of each individual agent on input data. Early work following this
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idea was published in 2007 by Lerner et al. [LCLO7] and by Lee et
al. [LCHLO7]. These two methods both use a database of examples
of pedestrian interactions, in which each entry is a short fragment of
crowd motion centered around one particular pedestrian (say A ).
An entry describes the state of the surrounding people and obstacles
relatively to A; (such as their relative positions and velocities), as
well as the way in which A ; continues moving in response to this.
At runtime, each agent in the simulation compares its surroundings
to the database, searches for the most similar entry, and uses the
behavior stored in that entry. Thus, at a given moment in time, the
behavior of each agent is a copy of the behavior in the most similar
input record. The two methods from 2007 differ, for instance, in
how exactly they search the database for an entry to use.

These early models cannot guarantee that agents will avoid all
collisions. In that sense, they are not exactly ‘collision-avoidance-
like’ algorithms to be performed at a high framerate, but rather al-
gorithms for reproducing input behavior on a slightly longer term.
Also, the models are strongly limited by the available input data. It
may be that no suitable database entries exist for a particular sce-
nario. On the other hand, if a database is too large, searching for
the right entries may be too time-consuming.

The improvements developed in the 2010s aim to alleviate these
issues. The first category of work is a continuation of the tradi-
tional techniques mentioned just now. The second category uses
deep learning (DL) to create a more abstract behavioral model.

6.1. Using databases and searching

Following the ideas of Lerner et al. [LCLO7], Charalambous and
Chrysantou introduced ‘PAG crowds’ in 2014 [CC14]. This tech-
nique clusters database entries to enable faster querying. At its core
is a ‘perception-action graph’ (PAG) where each vertex is a cluster
of similar database entries, and each edge is is an observed trajec-
tory by which an agent transitions between two clusters. During
the simulation, agents query this clustered data rather than the full
unordered database. Also, the method uses a separate database of
entries where there is no agent interaction at all. These improve-
ments lead to a faster simulation that is qualitatively on par with
the method’s predecessor.

The idea of clustering input data is also explored by Zhao et
al. [ZTC13]. The main difference to the PAG method is that this
work uses a trained artificial neural network (ANN) to determine
which cluster is the best match for an input situation. Also, this
work actually uses simulated data as input instead of real-world
data. As a result, Zhao et al. obtain a model that can reportedly
reproduce the behavior of a simulation algorithm (in this case
ORCA [vdBGLM11]). The same ANN-based approach could ap-
ply to non-synthetic input data as well, although it will likely re-
quire a lot of input before it can make reliable decisions.

A database of agent-centric behavioral data requires a way to
summarize each entry, i.e. to describe the local ‘context’ of an agent
Aj;. Boatright et al. [BKSB15] experimented with a different con-
text description, based on the local crowd density and crowd flow
in four main directions around A;. They used a crowd-simulation
algorithm to generate synthetic data, which they grouped into ex-
amples of similar contexts. They then used this grouped data to
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learn (via machine learning) a behavioral policy that replicates the
initial algorithm. Thus, instead of querying a database of entries
at runtime, they only queried a behavioral model that was learned
from all entries beforehand.

Ren et al. [RXX*21] have recently formulated crowd simula-
tion as a data-driven optimization problem. Their method uses a
database where each record contains the velocity (and several other
properties) of one agent. In each simulation frame, the task per
agent is to find a velocity among input data that optimizes certain
criteria. These criteria are modelled via an energy function with
components for e.g. collision avoidance and goal reaching. Note
that the interactions between agents follow purely from this energy
function and not from the input data itself. Thus, the method is con-
ceptually close to a velocity-based algorithm with a cost function
(as in Section 4), with the main difference that input data now de-
termines which velocities are considered as candidates.

6.2. Using data and deep learning

For methods that use a database of crowd motion, a recurring prob-
lem is that the chosen input record will be used with little to no
adaptation, thus requiring suitable records for each possible occa-
sion. A recent trend for addressing this is to use the generalization
capabilities of deep learning (DL), to learn a more abstract model
of agent behavior that can theoretically be applied to new situa-
tions as well. This also resolves the issue of having to search in a
database at runtime, because the agent’s action is now determined
by the behavioral model. The work of Boatright et al. [BKSB15]
was a first step in this direction, but the rise of DL techniques made
this angle of approach much more popular.

This section will zoom in on the use of recurrent neural networks
(RNNs), a data-driven DL technique that has recently proven to be
useful for local navigation. Generally, an RNN learns to compute
an expected future state relative to recent observations. In our case,
an RNN estimates the next position(s) of an agent in response to
its neighbors and its own past motion. Most RNN-based models
come from the field of computer vision, where the purpose is track-
ing or human-trajectory prediction (HTP) rather than crowd simu-
lation. However, these models are also usable for our purpose. Once
trained, the RNN can immediately serve as an agent-navigation
model in a crowd simulation. The navigation itself will be com-
putationally efficient and can be used for many agents in real-time.

Research on HTP is advancing rapidly, and it seems very much
detached from traditional crowd-simulation research. For example,
one of the most-cited papers in the domain [AGR*16] only men-
tions social forces as the main method for crowd simulation, seem-
ingly unaware of all the other developments that we are discussing
in this survey. Conversely, it is possible that we (coming from the
computer-graphics area) are also missing a higher-level overview
of their domain. To the best of our ability, we will now briefly dis-
cuss a number of publications that appear to be particularly useful
for crowd simulation, and we will mention their overall advantages
and disadvantages. For a more complete overview of HTP research,
we refer the reader to a recent survey by Rudenko et al. [RPH*20].

The Social-LSTM approach by Alahi et al. [AGR*16] uses
LSTMs (Long Short-Term Memory), a type of RNN that can learn

both long-term and short-term patterns in data. Using several pop-
ular real-world datasets, the authors show that their LSTM-based
method is good at predicting how the input trajectories of people
will continue, and that it is (understandably) more accurate than
force-based methods that are not based on this input data.

A downside of LSTMs is that they always make one single pre-
diction, which roughly corresponds to the average behavior that has
been observed among input samples. One way to overcome this is
to use a Generative Adversarial Network (GAN), a type of model
that can generate a multitude of outcomes (or more specifically, a
probability distribution of results). In general, a GAN consists of
two parts: a generator that should generate new data based on in-
put data, and a discriminator that should assess whether any given
data is real or fake. Both of these parts are based on neural net-
works, and more specifically on LSTMs in our case. The generator
and discriminator ‘compete’ during the training phase, which ide-
ally results in a generator that is increasingly convincing.

Gupta et al. [GJF*18] and Amirian et al. [AHP19] have recently
presented GAN-based methods for trajectory prediction, with mi-
nor differences between them that are too subtle to discuss here.
Compared to an LSTM-only approach, these methods can generate
a greater variety of trajectories using the same input. On the other
hand, the training process of GANSs is time-consuming and hard to
control. Both articles describe to some extent how the results im-
prove during training, and how the model is affected by parameters.
Still, the training process and the optimal parameter settings may
be different for each dataset.

6.3. Using reinforcement learning

In reinforcement learning (RL), a system learns to achieve an ob-
jective via trial and error. The two key components of an RL system
are the state description that encodes an agent’s current situation,
and a reward function that rewards or penalizes certain actions (that
lead to a change in state). By learning how these rewards accu-
mulate, the system learns what the best short-term actions are to
achieve long-term goals. RL is traditionally used for tasks where
the goal is clearly defined (e.g. reaching a target position or win-
ning a game) but where reference data does not necessarily exist.

Compared to LSTMs and GANs, RL produces models that opti-
mize objective criteria, instead of models that produce similar be-
havior to input data. Thus, RL is not generally seen as ‘data-driven’,
except for instance if ‘similarity to input data’ is part of the objec-
tive (and therefore part of the reward function). Despite this con-
ceptual difference, we still treat RL in this section, also because we
expect that future work along these lines will become more data-
driven. (For example, there is an upcoming subdomain of inverse
RL where the purpose is to infer an RL model from data.)

We will briefly discuss recent articles that apply RL to local nav-
igation. Note that the subdomain of multi-agent RL, where agents
collaborate to achieve a task, is beyond the scope of our survey.

In 2015, Casadiego and Pelechano [CP15] showed preliminary
results of an RL method for agent navigation. Their state descrip-
tion encodes the relations between an agent, its goal, and its neigh-
bors in a discretized way. Their reward function rewards getting
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closer to the goal, and it penalized getting too close to obstacles.
This already leads to promising results, but the authors note that
finding the ‘best’ problem design is difficult, and that this design
process should preferably be automated.

In light of this, deep reinforcement learning simplifies this mod-
elling by using a deep neural network (DNN). Although a ‘hand-
made’ reward function remains necessary, the state description can
now be raw data (e.g. the relative positions and velocities of neigh-
bors) instead of a tailor-made summary. After training, the DNN
can compute the attractiveness of any candidate action in a given
state. In 2017, Chen et al. [CLEH17] implemented such a system in
the context of robot navigation. Given a state, their DNN estimates
the time to the goal for any candidate velocity v'. The network is
trained using trajectories produced by ORCA [vdBSGM11] as in-
put. After training, the method often sends agents to their goals
more efficiently than ORCA itself. The resulting model is actually
close to a velocity-based method (Section 4), but with the velocity
cost function ‘hidden’ inside a DNN that has been trained via RL.

Lee et al. [LWLI18] applied a similar technique specifically to
crowd simulation. Haworth et al. [HBM*20] have explored a dif-
ferent learning mechanism, and they applied it to footstep-based
navigation. Although their state descriptions and reward functions
are slightly different, the shared conclusion is that deep RL with a
simple reward function can outperform traditional methods.

6.4. Summary

Data-driven crowd simulation started by simple ways to automati-
cally copy and paste the ‘best’ input behavior into a given context.
This was followed by new ways to search the input database and
to reason about its patterns. Most recently, the rise of deep learning
(DL) has led to more abstract data-driven or learning-based models
that do not explicitly reason about behavior anymore.

A recurring point of criticism regarding DL (in any application
area) is that the trained model is a black box that no longer has
any intuitive meaning in the original domain. A DNN may pro-
duce convincing results, even in unforeseen scenarios. However, it
is not intuitive why such a model behaves the way it does, and it
is not possible to make any adjustments to improve the behavior in
individual cases. Also, it may be difficult to combine DL models
to achieve combined effects, in contrast to e.g. combining colli-
sion avoidance with group behavior in a traditional way. To make
DL-based crowd simulation more promising on the long term, re-
searchers need to find ways to interpret the produced models.

On the other hand, DL can be a powerful way to simulate those
behaviors that cannot be captured in rules alone. We also believe
that DL can and will play other important roles in future crowd-
simulation research, outside the context of learning a behavioral
model. We will return to this matter in Section 12.

7. Other types of local behavior

Section 1 explained that microscopic crowd simulation divides the
behavior of an agent into multiple ‘levels’. Most research has fo-
cused on the local level: the tasks that each agent executes in every
frame of the simulation, such as collision avoidance. This has been
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the primary focus of our survey so far. Still, for completeness, it
is useful to reflect on how the other aspects of microscopic crowd
simulation have evolved in the 2010s. In this section, we will look
at two other types of local behavior that have received substantial
research attention in the 2010s: group behavior and following be-
havior. Compared to the data-driven models of Section 6 (where all
types of local behavior were merged into one), we now return to
‘traditional’ modelling based on rules and functions.

7.1. Group behavior

A popular type of additional behavior for crowd simulation is group
behavior: the formation and motion of (small) groups resulting
from the social relations between people in the crowd. In a crowd
simulation with both global and local planning, a group typically
shares a common global path, and the group’s behavior is then mod-
elled purely locally. With his pivotal work on flocking and steering
behaviors, Reynolds [Rey87,Rey99] was potentially the first to de-
scribe simple ways to model how moving entities stay together.
Later, more methods appeared that are designed specifically for so-
cial groups in human crowds.

Force-based modelling of groups is particularly popular be-
cause force-based simulation models are already the most common
choice in applied literature. Generally, agents can receive an addi-
tional force that attracts them to the center of a group or that makes
them follow a leader. There are many articles that present slight
variants of this concept. In line with the rest of this survey, we will
not discuss such literature, and we will instead focus on work from
the 2010s that models groups in significantly new ways.

The work of Moussaid et al. [MPG*10] and of Karamouzas and
Overmars [KO12] aims to model the formations of small groups of
typically 3 or 4 pedestrians. In the real world, such groups often
take a V or U shape to facilitate communication. Moussaid et al. do
empirical observations to reach this conclusion, and they present a
way to model such shapes such via forces. Karamouzas and Over-
mars let a group evaluate (in each simulation frame) the possible
formations that it can attain, so that this formation can change dy-
namically whenever this is necessary due to other agents or obsta-
cles. Their method first chooses an optimal formation and velocity
for the whole group. Next, they compute a preferred velocity for
each agent so that this formation is maintained. These preferred
velocities are then used as input for collision avoidance.

In the context of slightly larger groups, Qiu and Hu [QH10]
introduced a new way to define the relations inside a group of k
agents. Their method uses a k X k matrix where each cell contains
a scalar between 0 and 1. The number in a cell (i, j) indicates how
strongly the jth agent in the group wants to follow the ith agent.
Different (user-specified) matrices will lead to different kinds of
group formations, such as a linear chain of agents or a cluster of
agents following a leader. This can be seen as a generalization of
one of Reynolds’ steering behaviors [Rey99], with more control
over exactly which agents influence another agent. The same con-
cept can also be used to define relations between groups.

In 2017, Ren et al. [RCB*17] translated group behavior to the
paradigm of velocity obstacles. Recall from Section 4 that, in the
context of collision avoidance, a velocity obstacle (VO) is a set



W. van Toll & J. Pettré / Algorithms for Microscopic Crowd Simulation: Advancements in the 2010s

of ‘forbidden’ velocities that will let an agent A; collide with a
particular neighbor Ay, in the near future. To model how agents stay
together, Ren et al. introduced the converse concept of a velocity
connection (VC): a set of velocities that will let A stay sufficiently
close to a neighbor A;. By combining VOs and VCs, A can look
for a velocity that avoids imminent collisions and satisfies grouping
constraints. In practice, this is implemented via a cost function and
sampling (as in Section 4.1), where the cost of a velocity v/ now
also depends on the distance of v’ to all VCs. Thus, the result is
a velocity-based algorithm that combines collision avoidance and
group behavior in one function.

Kremyzas et al. [KJG16] focused on scenarios with dense
crowds or obstacles that can (temporarily) break the coherence of
a group. Their method roughly defines a group as coherent if all
members can see each other and if they are all moving in the same
direction. The method uses a notion of leaders and followers, but
the leader is dynamically defined as the agent who has progressed
furthest along the group’s global path. Agents switch between spe-
cific behaviors based on the cohesion state of their group. For ex-
ample, if the group gets disconnected, the leader can wait and the
followers can plan a personal global path to the leader’s position.
As such, group behavior can also affect the global paths of agents,
so grouping now acts on multiple levels of navigation. In theory,
any crowd simulation with ‘classical’ group behavior can be ex-
tended with this functionality. In exchange, of course, the model
becomes more complicated overall.

Finally, a slightly different line of work is to model how groups
of agents emerge automatically, without explicitly modelling be-
forehand which agents belong together. Lemercier and Auber-
let [LA15] empower agents with higher-level reasoning to let them
choose specific interactions with their neighbors (such as avoidance
or grouping) according to the situation at hand. He et al. [HPNM16]
explored the same idea specifically for the emergence of groups.
For any groups that are formed dynamically, their method adds
collision avoidance between these groups using a velocity-obstacle
approach. Both of these articles show that dynamic grouping can
make the crowd’s motion more efficient or more human-like ac-
cording to certain metrics. However, note that they model a dif-
ferent kind of grouping than the other articles in this section. For
social groups of agents that stay together during the simulation, it
is more intuitive to model these groups explicitly.

7.2. Following behavior

Another frequently-studied aspect of human locomotion is how
people follow each other in (for example) a corridor or a queue.
Specifically, a person controls its speed in a particular way when
it is walking behind another person. This speed control can lead
to a typical higher-level ‘stop and go’ phenomenon of acceleration
and deceleration that propagates through a crowd. Standard local-
behavior algorithms do not explicitly model this speed adaptation;
they simply let each agent move towards a goal while avoiding col-
lisions, and any acceleration or deceleration that follows from this
is implicit. In the 2010s, several researchers have studied following
behavior experimentally, and they have attempted to translate their
findings to extra rules for a crowd-simulation model.

Lemercier et al. [LJK*12] describe controlled experiments in a

circular queue, where they have measured the speed adaptations
of individual people. They summarize this in an equation where
a person’s acceleration depends on the crowd density, the differ-
ence in speed with the person in front, and a delay time. Finally,
they show that this additional rule brings a crowd simulation (using
RVO) closer to these real-world measurements.

Rio et al. [RRW14] extended the view from ‘one-dimensional’
queuing to ‘two-dimensional’ following behavior where the fol-
lowed person moves freely through space. They describe an ex-
periment where one person (the leader) walks around in an empty
space, and another person (the follower) is instructed to follow the
leader while keeping a fixed inter-personal distance. They also per-
form an experiment in virtual environment where the follower is
a real person and the leader is artificial. For one-dimensional fol-
lowing (as in queuing), they show that a simple speed-matching
model matches their data sufficiently well; more complicated mod-
els do not give better results. For two-dimensional following, they
suggest to control the speed and angle separately, just like in sev-
eral collision-avoidance algorithms. Recent retina-based methods
[DMCN*17, LCMP19b] also show (as a side result) that they can
achieve following behavior with a slightly adapted cost function.

In 2018, Warren et al. [Warl8] studied following behavior in
larger crowds where leaders and followers are not pre-defined. Us-
ing a virtual-reality set-up, this work empirically explores the ques-
tion of ‘who follows who’. This leads to a more detailed simulation
model where an agent A; chooses specific neighbors to follow.

8. Advanced navigation models

In this section, we discuss various other models that aim to im-
prove the navigation of agents in crowds. In a multi-level crowd
simulation, the methods in this section do not (only) operate on the
local level of agent behavior. Instead, they deal with other concepts
such as path following, more detailed navigation around agents, or
global path planning around obstacles.

The methods discussed here are more dispersed and more diffi-
cult to categorize, and a full analysis can quickly get lost in details
and disrupt the focus of this survey. We believe that it suffices to
give a broad overview of each method and its position in the over-
all concept of microscopic crowd simulation.

8.1. Detailed collision prediction

Collision-avoidance algorithms usually assume that agents will fol-
low a linear trajectory for some amount of time, and they focus only
on the avoidance of agents that are nearby. As mentioned earlier,
these limitations are compensated by the fact that the algorithms are
re-performed in each simulation frame. However, some scenarios
may still require a more advanced type of collision prediction. Sev-
eral researchers have addressed this in the 2010s. Note that some
data-driven algorithms from Section 6 also revolve around detailed
trajectory prediction. We will not discuss these methods again here.

Golas et al. [GNCL13] have explored the concept of long-range
collision avoidance. Here, an agent A; performs collision avoid-
ance at different levels of detail for different amounts of time in
the future. For the levels that are further away, agents are clustered
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into larger abstract entities to avoid, and the radii of these clusters
are reduced to represent the uncertainty of the crowd’s future state.
This technique can improve a simulation where agents would oth-
erwise respond too late to large groups of agents that are far away.
The authors perform experiments with RVO as the main collision-
avoidance algorithm, but the level-of-detail concept can be applied
to other algorithms as well.

The “WarpDriver’ method by Wolinski et al. [WLP16] improves
upon the collision-avoidance assumption that agents follow linear
trajectories. Based on the layout of the environment and on the
movement of agents in the recent past, the method can make more
advanced predictions of where all agents will end up at certain mo-
ments in the future. These predictions are done via so-called ‘warp
operators’ that map the motion of agents to ‘collision probabil-
ity fields’, which indicate how the risk of collision with an agent
spreads throughout the environment over time. The authors show
that this technique can handle many scenarios for which traditional
collision avoidance is too simplistic, including crowd simulation in
curved corridors and the avoidance of zig-zagging agents. So far,
WarpDriver appears to be one of the last ‘non-deep-learning-based’
methods to reach this level of abstraction.

8.2. Detailed navigation around agents

A related but slightly different idea is to change the way in which
an agent moves around its neighbors. In earlier work by Kapadia et
al. [KSHF09], each agent computes a short-term motion plan where
the speed and direction can change over time. Likewise, in the same
group’s work on footstep-based planning [SKRF11], agents plan a
short-term sequence of footsteps, which may contain more complex
interactions than in a simple collision-avoidance algorithm.

A method by Godoy et al. [GKGG14] lets an agent try out mul-
tiple directions of motion and estimate a future scenario for each
direction. The agent then chooses the best direction based on ‘hind-
sight optimization’ (HOP), using a reward function that prefers
both progress towards the goal and low energy consumption. Tech-
nically, this algorithm updates the preferred velocity Vper of an
agent, which can then be fed to any collision-avoidance algorithm.
The inclusion of HOP can improve the results in (for example) sym-
metric scenarios where collision avoidance only would lead to in-
decisive behavior or deadlocks.

Bruneau and Pettré [BP17] have presented another algorithm
that operates on the preferred-velocity level. They consider so-
called mid-term planning where an agent A; explicitly plans a se-
quence of upcoming avoidance actions around other agents. An
avoidance action can be to move around an agent along the left or
right, or to speed up or slow down. By planning multiple of these
actions in a row, A; can (for example) navigate through a dense
crowd with a non-linear ‘corridor’ of free space inside it. Such a
scenario cannot be resolved by a collision-avoidance algorithm that
only extends the motion of A; linearly.

Recent work by Mavrogiannis et al. [MTK18,MK19] also mod-
els explicitly how an agent avoids another agent along either the left
or right side. Furthermore, agents can communicate this topologi-
cal decision to each other, so that they can quickly agree on a com-
bined strategy. For scenarios with more than two agents, the authors
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study all possible combinations of topological decisions based on
braid theory. This rapidly increases in complexity, which makes it
less suitable for real-time simulations of large crowds. However,
just like retina-based collision avoidance, it is very useful in the
context of robot navigation and human-robot interaction, which is
the context on which Mavrogiannis et al. focus.

The work on ‘torso crowds’ by Stiivel et al. [SMTTvdS16] fo-
cuses on navigating through dense crowds of (mostly) stationary
agents, such as in an elevator or in a crowded bus. This method
models agents as 2D capsules and uses a Voronoi diagram (VD) to
describe the free space between agents. A moving agent repeatedly
looks for a path through this VD that is either short or comfort-
able. Meanwhile, stationary agents can move and rotate to make
space for the moving agent, or to improve their own comfort in the
crowd. Compared to classical crowd simulations, this is a more de-
tailed representation of the agents and of the space between them.

Most of these methods blur the traditional line between local and
global behavior, by modelling explicitly how to navigate around
agents, thus almost treating agents at the same level as obstacles.
This may be more reliable than repeated local decision-making
only. Of course, it comes at a computational cost, which limits the
number of agents that can be simulated in real-time.

8.3. Path following

Section 2.2 explained that the preferred velocity Vprr of an agent
is not necessarily a velocity that points straight to the goal. It can
also be a velocity that lets the agent follow a path that has been
computed via global path planning. This is crucial in complex en-
vironments with obstacles (such as the interior of a building) where
navigation is not a purely local concept.

The idea of path following was already described informally by
Reynolds in 1999 [Rey99]. In 2009, Karamouzas et al. [KGO09]
made this more formal with their Indicative Route Method (IRM),
where an agent A; always computes an attraction point Par along
the path w that can be reached by a straight line. The preferred
velocity Vprer is then the vector that sends A; to pae at a certain
preferred speed. However, this method relied on a particular data
structure (the medial axis) for global path planning, so it was not
yet easily usable in any crowd simulation.

In 2013, Jaklin et al. [JCG13] presented MIRAN, an alternative
path-following algorithm that lets an agent evaluate multiple ‘can-
didate’ attraction points along 7 and choose the best according to
certain criteria. This paper also introduces the concept of a refer-
ence point prer that indicates how far an agent has progressed along
its path. Finally, the criteria for choosing between candidates can
also be based on weighted regions in the environment, i.e. different
terrain types that are less or more attractive to walk through, such
as sidewalks, grass, or mud. MIRAN can be used in any crowd-
simulation system regardless of how global planning is handled.
However, compared to its ‘predecessor’ IRM, MIRAN adds the com-
putational cost of evaluating several candidate points.

In recent work that primarily deals with data-driven global paths,
Anmirian et al. [AvTHP19] give each agent a path that contains time
or speed information. Such a path is not just a curve, but it also
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specifies how fast an agent should move along it, or at what time the
agent should reach certain points. This asks for a path-following al-
gorithm that lets agents speed up, slow down, or stand still when its
input path demands this, while allowing for collision avoidance at
the same time. The authors propose a preliminary algorithm where
an agent is always attracted to a point that lies a number of seconds
in the future. This works sufficiently well at the low crowd densities
of their input data. However, when multiple agents want to occupy
the same space at the same time, the desired behavior of the crowd
is not well-defined. This topic still requires further research.

8.4. Adaptation to density or flow

Some algorithms from the 2010s update the preferred velocity Vper
for an agent A based on the surrounding density or flow. This up-
dated vprer Will then be used as input for collision avoidance.

One method in this category is DenseSense by Best et
al. [BNCM14]. It is based on the fundamental diagram: an empir-
ically established relation between the crowd density and the typi-
cal walking speed of people. The algorithm lets an agent A eval-
uate several alternative directions around Vper via sampling. For
each candidate direction d’, A j computes the crowd density p’ for
a point in the future, and it then computes a corresponding velocity
v;ref whose speed matches p’ in the fundamental diagram. Finally,
A chooses the candidate velocity with the smallest expected time
to reach the goal. As a result, an agent can decide to move around
dense areas, or (if not) it will at least adapt its preferred speed to
the upcoming density. The authors show that this yields a speed-
density relation that is closer to real-world fundamental diagrams,
regardless of the collision-avoidance algorithm that is used. On the
other hand, in multi-directional pedestrian flows, it may not be suf-
ficient to base decisions purely on the crowd density.

Heliovaara et al. [HKHE12] had previously proposed a model
specifically for multi-directional crowd flows. Its description is
built around the social-force model, but its main contribution is
actually a separate step that bears similarities to DenseSense. In
each frame, an agent A ; evaluates multiple possible directions cen-
tered around the preferred velocity, and it chooses the option that
(roughly speaking) offers the least resistance in terms of opposing
crowd flows. The authors show to what extent this model makes
the crowd’s behavior more realistic or human-like. A combination
of this technique with DenseSense would be interesting to investi-
gate, as it would take both density and flow into account.

Another method that updates the preferred velocity based on
crowd flow is Stream by van Goethem et al. [vGJCG15]. It intends
to model how a person increasingly ‘goes with the flow’ as the
local crowd density increases. Each agent A; adapts its velocity
in two ways: to match the velocity of neighbors that are nearby,
and to move towards neighbors that are farther away. All neighbors
are combined using an appropriate weighting scheme, while ignor-
ing any neighbors that go in the complete opposite direction. The
result is a ‘perceived stream velocity’ v for A;. Finally, A; up-
dates its preferred velocity as an interpolation between Vst and its
original Vpr. This interpolation is based on an incentive parameter
that models an agent’s willingness to go with the flow. The authors
show that this model can (for example) help prevent deadlocks at

bidirectional crowd flows in a narrow corridor. The method is com-
putationally cheap because it only combines the velocities of neigh-
boring agents, without requiring any sampling. However, Stream is
not based on real-world findings such as the fundamental diagram.

Recall that several mid-term planning algorithms of Section 8.2
also update the preferred velocity, but for a different purpose and
in a different way. In other words, both concepts occupy the same
position in the usual multi-level framework for agent navigation. If
a simulation engineer would like to benefit from the advantages of
both concepts, it is not entirely clear how they should be applied in
sequence or combined into one process.

The BioCrowds model by De Lima Bicho et al. [dLBRM*12]
is difficult to categorize, but we mention it here because it yields
density-dependent behavior as well. In this model, the obstacle-free
part of the environment is densely sampled with ‘marker’ points. At
any moment, each agent claims the markers to which it is closest,
resulting in a sampled version of the Voronoi diagram of all agent
positions. Each agent then moves towards a weighted average of its
own markers, where the weight function contains a goal-reaching
term. The authors use this as the entire simulation model, argu-
ing that collisions do not occur because each agent stays inside its
own Voronoi cell. However, to obtain more advanced agent behav-
ior, we argue that the model should be combined with other tech-
niques from this survey. We believe that BioCrowds could act as a
density-dependent filter in a larger system, similarly to DenseSense
or Stream. After all, the use of Voronoi cells causes agents to be
nudged in a direction that offers more free space.

8.5. Combination with global path planning

Traditionally, global navigation (path planning) and local naviga-
tion (e.g. collision avoidance) are treated as two separate steps of
a crowd simulation. Global navigation is particularly important in
large environments with complicated geometry, such as buildings
or cities. The seminal work of Shao and Terzopoulos [ST07] was
one of the first successful examples of such a large-scale simulation
where agents repeatedly make both global and local decisions.

This separation of tasks works well in many scenarios, but there
are cases where it may not suffice. For example, many agents may
end up using the same parts of the environment at the same time,
while alternative paths remain unused. Also, collision avoidance
may send an agent into a part of the environment that does not
match its current global path, which can lead to erratic and indeci-
sive behavior. There are several ways to address such issues.

We acknowledge that path planning is a large research area that
could easily warrant a state-of-the-art report of its own. Also, most
work on path planning is conceptually detached from crowd sim-
ulation. In this section, we will only look at developments of the
2010s that are specifically meant for crowds and that solve prob-
lems specific to this domain. This excludes general work on path
planning amidst obstacles, as well as work on ‘multi-agent path
planning’ that typically assumes only a small number of agents.

8.5.1. Density-based path planning

In 2010, Hocker et al. [HBK™10] have combined graph-based path
planning with crowd-density information. For every edge in an ar-
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bitrary graph, they measure the crowd density in a surrounding rect-
angle and store this in the corresponding edge. Agents can use this
data to not plan a shortest path in the graph, but a (predicted) fastest
path, based on the fundamental diagram that translates crowd den-
sities to typical walking speeds. This results in agents automatically
taking detours if this leads to an expected time gain.

In 2012, van Toll et al. [vTCG12] applied the same concept to a
navigation mesh, which is a path-planning data structure based on
non-overlapping polygonal regions. For each region of the naviga-
tion mesh, they store to what extent it is occupied by agents. This
yields a coarse representation of the crowd density throughout the
environment. They then apply the same ‘fastest-path algorithm’ by
Hocker et al. [HBK*10], with an additional parameter for making
agents less or more sensitive to delay. The authors show that this
can improve the crowd flow in environments with multiple alter-
native paths of roughly equal length. However, the method’s den-
sity representation is very coarse, and it depends on the shapes and
sizes of navigation-mesh regions. For example, agents cannot de-
tect small congestions inside large regions of the navigation mesh.
It would therefore be interesting to combine this idea with a method
like DenseSense [BNCM14], which also performs density-based
‘path adaptation’ but on a more local scale.

Density-based path planning has a few general limitations: it is
reactive (agents only respond to the environment’s current density
distribution), and there is no true collaboration between agents. In
exchange, though, it is conceptually simple and does not require
much computational overhead.

8.5.2. Space-time planning and coordination

Another way to improve coordination in the crowd is to let agents
plan their paths in both space and time. Roughly, this means that the
usual planning domain (a graph or a navigation mesh) is extended
with a time dimension. Different agents can ensure that they will
not occupy the same critical area at the same moment. Space-time
planning is a broad topic that goes beyond crowd simulation. We
will now touch upon the work that applies specifically to crowds.

In 2011, Singh et al. [SKH*11] integrated space-time planning
into a multi-level agent navigation framework. They showed ex-
amples of narrow corridors where agents explicitly wait for other
agents to pass. Such behavior cannot easily be modelled in a tradi-
tional crowd simulation. Of course, space-time planning does come
at a computational cost. This specific work uses a grid-based envi-
ronment representation that is less efficient than a navigation mesh.

The work of Lopez et al. [LLL12] and Kapadia et al. [KBG™13]
is intended for fully animated virtual characters that can jump
and climb, and for environments that can change over time (with
e.g. moving platforms). These papers show examples with multi-
ple agents, but the methods are not necessarily intended for typical
crowd-simulation scenarios, where the real-time simulation of large
crowds is more important than the capabilities of each agent.

One noteworthy method by Karamouzas et al. [KGvdS12] uses
the space-time concept specifically to guide entire crowds through
an environment with obstacles. They use linear-programming tech-
niques to plan globally coordinated trajectories for groups of
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agents, so as to minimize the average travel time per agent. This co-
ordinated plan can also include waiting behavior where one group
explicitly waits for another group to pass. The authors show that
this can improve the overall crowd flow in several bottleneck-like
scenarios. Such a coordinated method partly makes the simulation
macroscopic as agents do not purely think for themselves anymore.
A potential risk is that the crowd may become ‘overly coordinated’
compared to real-world behavior where any coordination emerges
dynamically. For the same reason, though, the technique could be
very useful for crowd-management purposes, to steer people in the
right direction depending on a globally coordinated plan.

8.5.3. Communication between navigation levels

In 2019, van Toll and Pettré [vTP19] studied the problem where
local navigation sends an agent in a direction that does not match
its global path. Their method defines a fopological strategy as a
set of decisions to move around agents/obstacles along the left or
right. (As discussed in Section 8.2, Mavrogiannis et al. [MK19] ex-
plored similar ideas for collision avoidance among a small number
of agents.) Such a strategy can be computed for the agent’s global
path, for its preferred velocity that results from path following, and
for the velocity that results from collision avoidance. An agent can
then periodically check if the strategies of these different levels are
in conflict, e.g. if two algorithms are trying to send an agent around
an obstacle in opposite ways. If such a conflict occurs, the agent can
make explicit decisions, such as choosing a new velocity that does
follow the global path, or re-planning a global path with the detour
suggested by collision avoidance. On a critical note, this concept
relies strongly on the individual navigation algorithms being suffi-
ciently ‘intelligent’ to even yield alternative strategies.

This work was extended in 2020 [vTP20] to a more abstract
framework where all levels of navigation can communicate. The
framework has only been implemented to a certain extent; for ex-
ample, a mid-term planning algorithm [BP17] could still improve
the results greatly. Also, on the long term, it would be conceptually
stronger to merge all levels of navigation into one hybrid process,
instead of keeping the levels detached and solving conflicts.

8.6. Summary

In this section, we have discussed many agent navigation algo-
rithms that operate on a different level than local behavior, such
as path following or global path planning. As long as these algo-
rithms have a clear place in the overall crowd-simulation system,
they can be arbitrarily combined.

Each additional algorithm is often designed around specific sce-
narios where a ‘minimal’ simulation (with only path planning and
collision avoidance) does not work. Within the context presented
in each individual paper, it is clear that the corresponding new al-
gorithm improves the results. However, our research area still lacks
a more general understanding of which algorithms work best in
which scenario, let alone a way to reason about this automatically.
New insights in this regard could help create an ‘ultimate’ crowd-
simulation system that chooses the right algorithm at the right time.
We will explain in Section 12 that this is one of the main directions
for future work that we envision.
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9. Frameworks and implementations

The increase in research on microscopic crowd simulation world-
wide has led to the development of several software frameworks
throughout the 2010s. These have been described in technical re-
ports or other publications. We will briefly outline them here.

The Nomad model, developed by transportation researchers at
TU Delft since the early 2000s, uses force-based models to simulate
the behavior of agents. Many of its content is based on real-world
measurements of pedestrian traffic in urban environments, such as
public-transport facilities. It focuses mostly on an elaborate model
per agent and on matching with real-world data, and less on real-
time performance for large crowds. A report from 2014 [CHD14]
described the latest developments of Nomad at the time.

Most other frameworks are from the computer-science com-
munity and focus on efficiently simulating large crowds, usually
in exchange for a simpler agent model. The work by Singh et
al. [SKH*11] discussed how to combine different levels of be-
havior, such as path planning, collision avoidance, and contact
forces. Later, several other research groups have presented frame-
works based on a similar subdivision into modular levels, but with
more implementation details, and often with freely available source
code. Examples include the Explicit Corridor Map framework from
Utrecht University [VTJG15], Menge from the University of North
Carolina at Chapel Hill [CBM16], MomenTUM from the Technis-
che Universitit Miinchen [KBB16], and Vadere from Munich Uni-
versity of Applied Sciences [KZGK19]. Each framework has its
own focus area depending on the founding group’s expertise, but
the overall concept is always similar.

The ADAPT framework from the University of Pennsylvania
[SMKB13] has a broader scope that also includes the detailed
3D animation of individual people. In contrast to ‘pure’ crowd-
simulation frameworks, ADAPT is meant as a prototyping and ex-
perimentation tool for any research that involves animated virtual
humans. For navigation and collision avoidance, it uses the built-in
functionalities of the Unity3D game engine.

The recent UMANS framework of Inria Rennes [VIGL*20] fo-
cuses purely on the local aspect of navigation. It translates many
of the algorithms from Sections 3-5 to the common concept of us-
ing a cost function in velocity space, while keeping other simula-
tion details uniform and separated. As such, UMANS can serve as
a basis for an objective comparative study of collision-avoidance
algorithms. However, it (deliberately) does not provide a complete
simulation solution for environments with complex geometry.

The developments in academia have also led to various commer-
cial software solutions for microscopic crowd simulation; we will
not list these here individually. These solutions often also contain
useful tools for intuitive scenario construction and output analysis,
and optimizations for simulating large crowds in real-time.

Overall, many frameworks for microscopic crowd simulation ex-
ist, often based on similar principles but with different details and
focus areas. The multi-level approach to crowd simulation allows
new algorithms to be easily integrated, as long as they clearly op-
erate on a particular level (such as local behavior). At this point,
we argue that there is no need for even more of these frameworks.

Instead, the research area would greatly benefit from a better be-
havioral analysis of the algorithms inside these frameworks, which
requires new concepts for reasoning about the quality of an algo-
rithm. The research in this area is still in an early stage, and it is
made more difficult by the fact that crowd simulations are com-
plex systems, where small implementation details can have large
effects.

10. Evaluation of simulation results

The evaluation of crowd simulations can concern different aspects
of an algorithm: its real-time performance, its ability to compute
energy-efficient motion of agents, or (most importantly and most
abstractly) its level of realism. To demonstrate superiority over pre-
vious techniques, each paper of a new simulation algorithm incor-
porates some form of evaluation of the simulation results or algo-
rithmic properties. Nevertheless, the question of how to properly
evaluate simulation results is challenging enough on its own. It has
received a significant amount of research attention, especially in the
last decade. Although this topic lies at the far edge of our survey’s
scope, it is useful to mention the main developments.

Earlier work focused on developing metrics for describing the
quality of a simulation. The notion of quality may differ per
application. For example, entertainment applications usually aim
for visual realism, and they will want to avoid sudden acceler-
ations, oscillations, or collisions between agents. In 2009, Singh
et al. [SKFRO09] presented a benchmark framework that contained
mostly metrics of the first category. Given the output of a simula-
tion in a certain scenario, this framework could measure e.g. the
time for agents to reach a destination, the total energy spent by
agents, and the number of collisions. These results could then be
combined into a benchmark score with user-specified weights.

Conversely, safety applications will be more interested in the
predictive capabilities of a system: how does a simulation com-
pare to reality in terms of, for example, flow capacity or evacuation
time? Most of these concepts are highly scenario-specific. An im-
portant general concept is the fundamental diagram, which was first
described for pedestrian traffic in 1993 [Wei93]. As outlined ear-
lier, the fundamental diagram is the average relation between crowd
density and walking speed, and it has been measured in many real-
world scenarios. For safety-critical applications, it is important that
a simulation algorithm can faithfully reproduce this speed-density
relation. Many of the papers that we have discussed therefore in-
clude a certain comparison to the fundamental diagram. However,
this diagram is only known for a number of ‘classical’ scenarios
such as corridors and T-junctions. If a simulation algorithm can re-
produce the fundamental diagram in simple scenarios, this does not
guarantee that the algorithm remains ‘realistic’ in other cases.

In the 2010s, the research on evaluation concentrated on three
aspects: calibrating simulation parameters, comparing simulations
to real data, and gaining deeper knowledge of the possible scenarios
that can occur. We will treat these topics in separate subsections.

10.1. Parameter calibration

As the results of a simulation depend on its input parameters, an
important part of obtaining high-quality output lies in choosing the
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right parameter values. This parameter tuning is often done man-
ually. However, two articles from 2014 revolve fully around au-
tomatically calibrating simulation parameters to optimize certain
criteria [WGO* 14, BKHF14]. Both of these papers pose this as
an optimization problem. Given a metric M for simulation quality
and a set of parameters S, the problem is to find the values for S
for which the simulation output maximizes M. The articles differ
mostly in the types of metrics on which they focus.

Berseth et al. [BKHF14] have built such an optimization frame-
work around the SteerBench benchmarking suite [SKFR09]. This
paper presents different ways to calibrate parameters in optimiza-
tion of the SteerBench metrics. The authors also suggest other types
of metrics, such as the similarity with ‘ground-truth’ data contain-
ing real-world trajectories. This similarity is a complicated concept
on its own, and we will discuss it more in the next subsection.

The work of Wolinski et al. [WGO™14] focuses more on the sim-
ilarity to datasets. They include both microscopic metrics (based on
the properties of individual trajectories and the differences between
them) and macroscopic metrics (based on overall behavior that re-
sults from the simulation, such as the fundamental diagram). They
also proposed and compared several search algorithms for finding
optimal simulation parameters, and they considered the option to
optimize multiple metrics at the same time.

Overall, we can conclude that many crowd-simulation algo-
rithms can be calibrated to optimize certain quality metrics. The
most interesting research questions lie in which metrics to use,
which scenarios to simulate, and (if ‘similarity to real data’ is cho-
sen as a metric) which reference data to compare to.

10.2. Comparing a simulation with data

The question of comparing crowd-simulation results with data
(usually the trajectories of areal crowd) is not a simple one. As said,
analysis based on the fundamental diagram is useful as a first step,
but this is limited to simple scenarios. For more complex cases,
comparing a simulation to real data usually implies a comparison
between the actual trajectories of agents and people. However, hu-
man behaviour is subject to variation, and this variability is com-
bined with the chaotic nature of collective behaviour. Thus, on a
small scale, the trajectories of humans in a crowd in similar (or
even identical) situations will not show the same evolution. If two
real trajectories would already diverge, what can one say about a
simulation that diverges from real data? This motivated the devel-
opment of specific comparison techniques that we report below.

Early work focused on very simple controllable scenarios. Aim-
ing to validate a new velocity-based steering algorithm, Pettré et
al. [POO*09] compared their results (and those of force-based al-
gorithms) with real recorded data of two humans crossing. The
dataset from this work was later re-used to evaluate the PLEdestri-
ans algorithm [GCC™10]. However, such an evaluation is confined
to the specific case under consideration, and it does not extend to
general scenarios with more people and interactions.

Lerner et al. [LCSCO09] used the principles of their data-driven
simulation method [LCLO7] to compare a simulation to real data.
Given the local state of an agent and of its neighbors, they search
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for the most similar entry in an input database. The evaluation then
depends on the similarity between this entry and how the simula-
tion evolves. However, just like in data-driven crowd simulation,
the problem remains that a dataset will never cover all possible
states and variety in human behaviour, so it is difficult to draw
strong conclusions about the level of realism.

Charalambous et al. [CKGC14] followed up on this work by us-
ing an outlier-detection mechanism. Their method can identify an
agent trajectory (or part of a trajectory) that is not similar to a given
dataset. The outlier detection can again be based on several simi-
larity metrics. Note that this method considers each trajectory inde-
pendently, so it will not evaluate any features related to interaction.

With the aim of widening the scope of these evaluations (so as
to consider interactions as well), Guy et al. [GVDBL*12] estab-
lished a more general comparison metric. They explore the sta-
tistical difference between two sets of trajectories (be it real or
simulated) based on entropy. To compare a simulation to reality,
they set up a simulation to match an initial state provided by data
(at time ¢), run the simulation for a short period of time (say Ar),
and compute the residual error between the simulation result and
the input data for time ¢ 4+ A¢. This comparison is performed for a
large number of sampled ¢ values, and the distribution of residues
is analyzed through the eye of entropy metrics. This metric would
later be re-used by the calibration work that we mentioned ear-
lier [WGO™ 14, BKHF14].

While all methods mentioned so far consider only the local scale
of trajectories, Wang et al. explored the features of global paths in
given environments. In a first paper [WOO17], they proposed clus-
tering paths to learn and discover patterns that exist among them,
as well as to provide an intuitive visualization of crowd behaviors.
Later, the work was extended [HXZW20] to clustering paths based
jointly on shape, speed, and time features. For scenarios with many
obstacles, and therefore for crowd simulations with global and local
navigation, evaluation at both levels is important.

10.3. Scenarios, datasets, and coverage

We have seen that a simulation algorithm can be evaluated based
on easily-measurable criteria or on the similarity to (real) reference
data. In both cases, it is important to think about the scenarios that
are tested, the reference data that is used, and how well these as-
pects cover all relevant cases.

In light of this, Kapadia et al. [KWS*11] have considered the
following question: given the parameters that define the state of an
agent and its neighbors, does a dataset take into account all possi-
ble combinations of these parameters? In the context of computing
performance-based metrics, this work shows how to automatically
generate scenarios that cover this parameter space adequately.

Karamouzas et al. [KSHG18] have worked on translating a set
of input scenarios to a low-dimensional ‘crowd space’. This space
describes the range of possible simulation scenarios in a continu-
ous way, based on a finite amount of input data. While this contri-
bution is interesting on its own, the work also adds a component
that estimates which crowd-simulation algorithm is most suitable
for a particular scenario. The model also involves elements of deep
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learning; as such, it is a good example of a DL-powered method
that does not lose its domain intuition.

In terms of available data, only few real-world datasets of crowd
motion exist. These have been used throughout literature for vari-
ous applications such as crowd simulation, tracking, and trajectory
prediction. More datasets have appeared in recent years, thanks to
the effort of some research teams to acquire new experimental data,
as well as to the progress in computer vision and multi-object track-
ing. A recent survey by Amirian et al. [AZC*20] discusses the real-
world datasets that are currently available. It also analyzes the sta-
tistical properties of these datasets, to estimate how suitable they
are for training a human-trajectory-prediction (HTP) system.

One idea to counter the lack of real-world data is to use gen-
erate synthetic data using simulations. This way, it becomes eas-
ier to create datasets that cover many possible situations, includ-
ing situations that would be dangerous to orchestrate in real life.
For example, the model by Boatright et al. [BKSB15] (discussed
in Section 6) is trained on such synthetic data. Recently, Qiao et
al. [QZK*19] have used similar data to investigate how well vari-
ous data-driven models extend to scenarios on which they were not
trained. However, for the more abstract purpose of obtaining ‘real-
istic’ simulation models, we argue that synthetic input data is not
yet meaningful, as evaluating the realism of a model is not yet a
fully solved problem itself.

10.4. Summary

The question of evaluating a crowd simulation received significant
attention in the 2010s. Starting from evaluation methods based on
objective criteria, we observe strong developments in terms of au-
tomating and standardizing the evaluation process, comparing to
real data, and reasoning about the coverage of scenarios. However,
there are still open questions, especially in the area of comparing a
simulation to reality.

Given the link between evaluation and simulation parameters,
it is important to mention that we have decided not to discuss any
crowd-simulation work based on psychology or personality settings
[DGAB15, GKLM11, KGML12]. Such work aims to capture the
emotional or personality traits of real humans, or to capture the
way in which people respond to each other. While this makes the
comparison to real behavior seemingly easier, the underling crowd-
simulation algorithms are still ‘traditional’, and the question of how
to evaluate the results remains difficult.

Finally, as in the rest of this survey, we have limited our dis-
cussion to simulations that result in 2D trajectories. In entertain-
ment applications, those trajectories will often be combined with
full-body character animations. These animation aspects can be
evaluated via e.g. perceptual user studies [HOKP16, MLC*08,
MMON10]. This topic lies beyond the scope of this survey.

11. Conclusions

Simulating the motion of human crowds in real-time is useful for
many applications. Most research in this area focuses on micro-
scopic crowd simulation (i.e. simulating each person as an individ-
ual agent), and more specifically on the local behavior and collision

avoidance per agent. This state-of-the-art report has reviewed the
advancements in microscopic crowd simulation since 2010.

In the area of collision avoidance, the focus has moved from sim-
ple force-based models (founded in the 1990s) to more complicated
velocity-based approaches (around 2010) and detailed retina-based
methods (in the later 2010s). Another significant development is
that of data-driven methods, which directly try to replicate input
data instead of trying to describe human behavior. Force-based
methods remain highly popular in applied literature that simulates
crowds for specific case studies. In computer-science and robotics
research, though, most effort is now spent on alternative models
that are potentially more intelligent or more human-like. This also
includes more and more algorithms that operate on other levels of
navigation, such as path following, mid-term planning, or global
planning based on crowd-related information.

In terms of implementation, many frameworks exist that com-
bine local behavior with global path planning and potentially more
types of navigation. Such a modular ‘multi-level’ simulation loop
has been described several times in the 2010s, and it appears to now
be a standard that works well in many scenarios.

Evaluating the quality or realism of a crowd simulation remains
difficult. However, the past decade has seen interesting develop-
ments related to parameter calibration, data-driven comparisons to
real crowds, and scenario coverage. As there are still many unan-
swered questions, this research area will continue to grow.

In each publication that presents a new crowd-simulation compo-
nent, or a new way to handle a component that already existed, the
authors show an improvement of agent behavior in particular sce-
narios. Such contributions are valuable and they will most likely
continue to appear in the future. However, on the long term, the
research area would benefit most from a general understanding of
which algorithms are useful in which cases. Current techniques for
evaluation are not yet sufficient for obtaining such general insights.

12. Outlook on future work

We conclude this state-of-the-art report with an overview of the
most important avenues for future work, and with our expectations
of how these topics will evolve in the upcoming decade.

12.1. Data-driven crowd simulation

Section 6 showed that data-driven models for agent behavior have
received great attention in recent years due to the rise of deep
learning (DL). We expect many more developments in the years
to come, but it is somewhat difficult to predict what exactly these
developments will be. One possible direction would be to think of
new ways to encode crowd data for a neural-network model, which
would also have interesting consequences for the analysis of human
crowds. Besides this, the area of deep learning itself may see new
fundamental contributions that we cannot yet imagine, similarly to
how GANSs have opened up new possibilities just a few years ago.

A general risk of DL-based methods is that they abstract away
any domain knowledge, leading to a model that (while convincing)
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does not lead to any new insights. This problem may be tempo-
rary, as the question of how to interpret such models is a grow-
ing research topic on its own. Also, there are already examples of
methods that do not suffer from this as much, by only using DL for
some aspects of the solution and applying domain knowledge else-
where [KSHG18]. To improve the understanding of DL results in
our domain, more collaboration between the communities of crowd
simulation and machine learning is required.

Regardless of how this will evolve, though, there are several as-
pects of crowd simulation where this a lack of interpretation is not
necessarily a problem, i.e. where it is already interesting to repli-
cate real-world data without necessarily understanding it. This in-
cludes the seemingly ‘random’ local behavior of humans that are
not specifically moving to a goal, or the way in which humans nav-
igate through a partially unknown environment. These aspects of
behavior are difficult to capture in rules alone, so they may be be-
yond the limits of what traditional simulation techniques can han-
dle. The abstraction capabilities of DL are very useful in this regard,
and we expect strong contributions in this area in the near future.

12.2. Analysis and evaluation

We also expect strong developments in the area of simulation anal-
ysis and evaluation, again related to the rise of deep learning. Many
of the recent evaluation techniques from Section 10 are already
data-driven, and DL is becoming increasingly popular for strongly
related topics such as human-trajectory prediction [RPH*20] and
crowd-video analysis [LCW*15,GF17]. One reason why DL makes
sense for the analysis of (real or simulated) crowds is that many
of the involved questions are inherently ‘vague’ and difficult to
quantify, and DL abstracts away from this issue. Another reason is
(again) that traditional techniques are limited by the available data,
and DL could lead to a more generalized representation of a dataset.
On a different scale, it could even lead to an abstract representation
of all possible data, without the need for manually-chosen cate-
gories of scenarios. In short, we believe that DL has the potential to
revolutionize the area of crowd evaluation. However, as with simu-
lation, we hope that this will not happen without leading to a better
understanding of the problem. If successful models are obtained,
interpreting them will become the next big research question.

Another interesting domain for evaluation is virtual reality (VR),
which has seen significant growth in recent years. VR is a power-
ful tool for immersing a user into a virtual environmen that can be
filled with any content of choice. This allows for user evaluations of
a simulated crowd from a first-person perspective. While the idea
of crowds in VR has been coined in the 2000s already [PSABO7], it
has recently gained popularity thanks to technical improvements in
the VR domain. So far, VR has been used in particular to analyze
human behavior in crowds [BOP15, MKT*16, MBV*18, BHO*20,
BGB™20], but we expect that it will soon play a role in model eval-
uation as well. Generally, we believe that VR is a high-potential
angle of approach that will continue being explored.

12.3. Choosing and combining navigation algorithms
Sections 7 and 8 discussed many algorithms for simulating other

kinds of agent behavior than collision avoidance only. Most of these
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methods are fully detached from collision avoidance, which makes
them easy to plug into an existing system. These models for spe-
cial behavior may be overly complicated for many scenarios, and
a traditional crowd simulation will often work sufficiently well. It
would be interesting to have a system that automatically uses the
right algorithm at the right time, or that enables or disables the ap-
propriate components per agent, based on analysis of the scenario at
hand. Recent efforts by Boatright et al. [BKSB15] and Karamouzas
et al. [KSHG18] (which use machine learning to estimate which al-
gorithm to use when) are interesting steps in this direction, but the
concept can be taken further, e.g. to deal with combinations of al-
gorithms for different levels.

Although (deep) machine learning can help determine when to
use which algorithm, we expect that analyzing the algorithms them-
selves will remain relevant as well. Even if we look at collision
avoidance only, choosing the right algorithm for a particular pur-
pose is a complicated and poorly-defined task. Many (categories
of) algorithms exist, with clear conceptual and computational dif-
ferences, but it is difficult to say which algorithm works best in a
particular scenario. This is partly due to each algorithm having its
own implementation with different simulation details. Generalized
implementations such as UMANS [vTGL*20] can help gain insights
into the true conceptual differences between algorithms.

On a different note, the modularity of navigation algorithms
could also be seen as a conceptual disadvantage, as an agent’s
behavior now follows from a sequence (and/or weighted average)
of processes with possibly interfering criteria. It may be better to
somehow combine all these navigation tasks into one hybrid pro-
cess. An agent would then ideally choose ‘the best velocity’ based
on all criteria combined, such as collision avoidance, adherence of
a longer-term global path, adaptation to crowd density, coordina-
tion with other agents, and so on.

Combining these observations into one statement, the ideal
crowd-simulation algorithm would unify all traditional ‘levels’ of
agent navigation into one holistic process, and automatically apply
the right behavior to the right scenarios. This automatic detection
also depends on developments in the area of analysis and evalua-
tion, which we mentioned earlier as another main future-work di-
rection. Therefore, such an ‘ultimate’ simulation method will most
likely not be created in the near future, but we expect that the re-
search field will take steps towards it in the upcoming years.
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