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ABSTRACT
In this paper, we investigate a non-elitist Evolution Strategy de-
signed to handle black-box constraints by an adaptive Augmented
Lagrangian penalty approach, AL-(µ/µw , λ)-CMA-ES, on problems
with up to 28 constraints. Based on stability and performance ob-
servations, we propose an improved default parameter setting. We
exhibit failure cases of the Augmented Lagrangian technique and
show how surrogate modeling of the constraints can overcome
some difficulties. Several variants of AL-CMA-ES are compared on
a set of nonlinear constrained problems from the literature. Simple
adaptive penalty techniques serve as a baseline for comparison.

CCS CONCEPTS
• Computing methodologies → Randomized search; • Mathe-
matics of computing→ Bio-inspired optimization.
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1 INTRODUCTION
Evolutionary algorithms (EAs) are optimization algorithms orig-
inally introduced to solve unconstrained black-box optimization
problems. In real-valued search spaces, Covariance Matrix Adapta-
tion Evolution Strategies (CMA-ES) [10, 11] were shown to perform
well in many scenarios [12]. Several constraint handling techniques
have been proposed to extend CMA-ES to constrained black-box op-
timization. We can distinguish two main ways to handle constraints
in an ES: in the search space, biasing the sample distribution toward
feasible solutions, in particular by resampling or repairing infea-
sible solutions [2, 22, 23]; or at the fitness level, when evaluating
the candidate points, such that the fitness reflects both, objective
minimization and constraint satisfaction [3, 21].

This paper focuses on the second type of methods to handle
constraints by adapting an Augmented Lagrangian (AL) fitness
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function. This idea has been adopted in a broad sense in the opti-
mization literature, where a constrained optimization problem is
often transformed into a sequence of unconstrained optimization
subproblems. With an ES as the underlying unconstrained solver,
this adaptation happens at each generation and the subproblems
translate into a fitness function that depends on the current state
of the optimization process.

Arnold and Porter [3] discuss successful usages of the AL fitness
with EAs and analyse the (1+1)-ES with AL on a sphere function
with a single linear constraint, which allows to derive in-the-loop
update rules of the penalty coefficients to achieve desirable perfor-
mance on functions with different scales.

This update scheme has been followed by Atamna et al. [4] who
applied for the first time AL to the (µ/µw , λ)-CMA-ES with Median
Success Rule [1], and assess its performance on a set of convex qua-
dratic and ill-conditioned functions with a single linear constraint.
Later, Atamna et al. [5] extend the algorithm to handle many con-
straints and study the case of an AL fitness with a step-size adaptive
(µ/µw , λ)-ES on sphere and ellipsoid objective functions under mul-
tiple active linear constraints. They establish linear convergence
properties under sufficient stability conditions for the underlying
Markov Chain, and provide numerical results.

In this paper, we study different AL approaches to handle mul-
tiple, possibly inactive inequality constraints with CMA-ES based
on the existing work for Evolution Strategies [3–5]. In Section 2,
we state the AL fitness function and a class of adaptive penalty
techniques. In Section 3, we describe the AL update equations, in-
vestigate two variants of the AL fitness and different parameter
settings in numerical experiments in combination with (µ/µw , λ)-
CMA-ES. In Section 4, we describe situations where this algorithm
fails due to the shape of the constraint function at the boundary,
and propose a way to overcome these difficulties with a surrogate
linear model for the constraint. The different algorithms are com-
pared on a set of benchmark problems from the EA literature in
Section 5.

Notations
We introduce notations that will be used consistently throughout
this paper. We denote by x a column vector, xT its transpose and xi
its i-th coordinate. The zero vector in dimension n is denoted by 0n .
Thus x⊤y is the dot product. An interval of real numbers is written
[a,b] and an integer interval [a . . b]. The indicator function is 11{A}
and returns 1 if condition A is true, 0 otherwise.

https://doi.org/10.1145/3449639.3459340
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2 FITNESS FUNCTIONS FOR CONSTRAINED
OPTIMIZATION

We consider the constrained continuous search problem consisting
of the objective function f : Rn → R andm′ generally non-linear
inequality constraints дk : Rn → R, k = 1, . . . ,m′:

minimize
x ∈Rn

f (x)

s.t. дk (x) ≤ 0 k = 1, . . . ,m′

l ≤ x ≤ u

(1)

where l, u ∈ [−∞,+∞]n and we consider finite bounds as ordinary
constraints, hence the optimization problem in Rn has overallm
constraints, m′ ≤ m ≤ m′ + 2n. A point x is called feasible if it
satisfies all constraints. The minimum objective value in the feasible
domain is denoted as f ∗c := f (x∗)where x∗ ∈ Rn is a global feasible
minimum. A constraint дk is called active at x if дk (x) = 0.

The problem definition covers any equality constraint h(·) with
the transformation дh (x) = |h(x)| − ϵ where ϵ ≥ 0 is the desired
numerical tolerance or by expressing the equality constraint with
two inequality constraints.

2.1 Augmented Lagrangian fitness
The AL fitness function for problems with inequality constraints
can be seen as a proximal point approach of the Lagrange dual
function [19, p. 523f]. Given f and дk , from above, we define the
AL fitness H (·) as:

H (x,γ,ω) = f (x)+
m∑
k=1

{
γkдk (x) +

ωk
2 д2k (x) if γk + ωkдk (x) ≥ 0

−
γ 2
k

2ωk otherwise
(2)

where γ,ω ∈ Rm are the, generally positive, Lagrangian and
penalty coefficients. Figure 1 shows the AL fitness H for the sphere
function with a linear constraint x1 ≥ 1 and three different values
for γ1.

Necessary conditions for γ andω under which the global opti-
mum x∗ of a differentiable constrained problem is a local optimum
of H (· ,γ,ω) are (similar to the KKT conditions)

− ∇f (x∗) =
∑
k ∈A∗

γk∇дk (x
∗) and ∀k < A∗:

γk
ωk
< −дk (x

∗)︸   ︷︷   ︸
>0

(3)

where A∗ := A(x∗) is the set of indices of the constraints that are
active at the optimum. If k ∈ A∗, γ ∗k is the associated Lagrange
multiplier. Otherwise, the complementary slackness condition re-
quires γ ∗k = 0 but the condition γ ∗k + ωkдk (x) < 0 is sufficient for
the AL fitness. The optimum of the constrained problem x∗ is the
global optimum of H (·,γ∗,ω) ifω is large enough.

Ifω is chosen small enough, we expect the AL fitness function
generally to be well-conditioned. Sufficient conditions to obtain
linear convergence have been established for a step-size adaptive
ES with AL on a class of problems including convex quadratic
functions with linear constraints [5].

An adaptive AL algorithm should converge to the correct La-
grangian coefficients γ which in effect determine the location of
the optimum.
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Figure 1: Illustration of the AL and quadratic penalty fit-
ness functions. One-dimensional cut along the constrained
coordinate for f : x 7→ ∥x ∥22 (blue) with the linear con-
straint 1 − x1 ≤ 0 (red). The resulting AL fitness H is plot-
ted with different values for the Lagrangian coefficient (es-
timate of the Lagrange Multiplier) in green. The minimizer
of x 7→ H (x, 2,ω) is the optimal solution of the constrained
problem for any ω ≥ 0. The quadratic penalty fitness is
shown with penalty coefficient c = 50 in black.

2.2 Penalty techniques
Penalty techniques have been widely used within evolutionary
algorithms for continuous constrained problems [7, 18] and in ap-
plications [8]. In this paper, we apply two simple penalty techniques
for baseline comparison. To the best of our knowledge, there ex-
ists no performance data of CMA-ES on problems with nonlinear
constraints when using such penalties. The general penalty fitness
reads:

Pα (x,c
(t )) = f (x) +

m∑
k=1

c(t )[д+k (x)]
α (4)

where д+k (x) = max[0, дk (x)]. We call P1 the linear and P2 the
quadratic penalty fitness. The quadratic penalty fitness is a special
case of the AL fitness as P2(·,c) = H (·, 0, 2c) and is illustrated in
Figure 1. The linear penalty fitness is not smooth but exact: if, for
each active constraint, the penalty coefficient is not smaller than
the Lagrange multiplier, then the minimum of the fitness is the
minimum of the constrained problem. In contrast, the quadratic
penalty fitness is smooth but the penalty coefficient of an active
constraint must diverge to allow convergence of the optimum of
P2 to a feasible point, see also [19, p. 502ff]. Such techniques are
likely to create highly ill-conditioned problems, however, CMA-ES
is designed to handle ill-conditioned problems well [9].

In both cases, the penalty vector c(t ) is adapted along the op-
timization process as follows: when the incumbent solution (the
mean of the search distribution) is infeasible in the k-th constraint,
i.e. дk (m(t+1)) > 0, we multiply the associated penalty factor by a
constant parameter c(t+1)k ← χcc

(t )
k . We set χc = 21/

√
n .
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3 INVESTIGATING AL PARAMETERS
A variant of an AL Evolution Strategy has been described in [3]
and adapted to the non-elitist scenario in [4, 5] introducing damp-
ing factors dγ and dω . Here, we look at these algorithms under a
common framework (redefining χ := χ1/dω if needed) and give the
equivalent parameter settings from the different papers according
to our parametrization. The AL update is described in Section 3.1.

We also investigate static parameter settings and provide some
hints on the effect of χ in Section 3.3 andk1 in Section 3.2 on linearly
box-constrained quadratic problems. The results are compared with
previous proposals [3–5].

3.1 Augmented Lagrangian coefficients update
Methods 1 show the adaptation of the coefficients γ (Lagrangian)
andω (penalty) of the AL fitness in Equation (2). The update of the
AL coefficients, applied at each iteration, is based on the constraint
value at the ES incumbent solutionm(t+1) which, in our case, is
the mean estimator. The Lagrangian coefficient update of the k-th

constraint follows γ (t+1)k = max[0,γ (t )k +
ω (t )k
dγ

дk (m
(t+1))].

The damping factor dγ = 5 was introduced in [5] and appears
to change the performance (number of function calls) on the test
functions considered in Section 5 at most by a factor 2. In this work,
we use dγ = 5 for all variants of AL.

Line 6 in Methods 1 prevents the update of the penalty coeffi-
cients if the constraint value is clearly feasible and does not affect
the AL fitness landscape (see Figure 1, green area). Updating the
penalty coefficient of an inactive constraint may have unpredictable
effects if the constraint becomes violated again later in the search
process. The Lagrangian coefficient is updated before we test for
this condition. Hence, if дk (m(t+1)) < 0, the update implies that
γ
(t )
k becomes zero as the number of iterations t increases. This is
compliant with the complementary slackness condition.

We also consider the variant of AL with a single penalty coef-
ficient mentioned in [3, 19]. The AL fitness with a single penalty
coefficient is the same as in Equation (2) and we have ω(t )k = ω

(t )
1

for all k = 1, . . . ,m. The coefficient ω(t )1 is increased if at least one
condition of the update procedure in Methods 1 is fulfilled for at
least one constraint. The single penalty coefficient can be seen as
an upper bound of the individual penalty coefficients.

3.2 Controlling the condition number
In preliminary experiments, we observed a slowdown of AL-CMA-
ES on some problems with the original default setting k1 = 3 and
relatively low initial penalty coefficients. The instability effect has
already been remarked in [3]: “"however, [this setting] is unstable
and not sufficient to ensure linear convergence under all conditions
tested. The rule breaks down and leads to premature stagnation
when values of [here:ω] decrease too fast"”. It is possible to mitigate
this effect by setting the initial penalty vectorω(0) appropriately.
However, it does not guarantee that the algorithm is stable.

The default setting k1 = 3 is justified in [3] as to balance the
search minimizing the objective function and satisfying the con-
straint penalty. Increasing this parameter usually implies a higher
condition number of the constructed fitness function given to the

Methods 1 AL initialization and update withm penalty factors

0 procedure init_al(): initialize the AL fitness
1 χ = 21/

√
2n, k1 = 10, k2 = 5, dγ = 5

2 γ (0) ∈ Rm, ω(0) ∈ R+,m

3 procedure update_al(д): given the new mean vectorm(t+1)

4 for k = 1, . . . ,m:

5 γ t+1k = max[0, γ (t )k +
ω (t )k
dγ

дk (m
(t+1))]

6 if дk (m(t+1)) > −
γ (t )k

ω (t )k
:

7 ωt+1
k =



ω
(t )
k χ1/4 if ω(t )k д2k (m

(t+1)) <

k1
|H (m(t+1),γ (t ),ω (t ))−H (m(t ),γ (t ),ω (t )) |

n
or

k2 |дk(m
(t+1)) − дk(m

(t ))| < |дk(m
(t ))|

ω
(t )
k χ−1 otherwise

ES. An increased condition number by one or two orders of magni-
tude can be handled easily by CMA and is expected to reduce the
chance to diverge to the infeasible domain (as we allow the penalty
term to be greater than the objective term).

We consider the following constrained problem with a convex
quadratic objective function and axis-parallel linear constraints
which are all active at the constrained optimum:

minimize
x ∈Rn

(x − e)TC(x − e)

s.t. xk ≤ 0 k = 1, . . . ,m (m ≤ n)
(5)

where ek = 1 if k ≤ m and 0 otherwise. The unconstrained mini-
mum is then e and the constrainedminimum is 0n such that f ∗c =m.

Figure 2 displays the results for several runs of AL-CMA-ES with
varying parameter k1 on a sphere and an ellipsoid objective (where
the condition number is 106) with different number of constraints.
On the constrained sphere problems, a higher value for k1 = 10
or 20 also shows improved convergence speed, i.e. the number of
function evaluations needed to approach the optimum value f ∗c can
be reduced roughly by a factor 1.5 at the price of an increase in the
condition number that also depends on the number of constraints.
The casem = 10 is special as all coordinates are constrained.

On ellipsoid problems, there is no gain of convergence speed,
but a value of k1 = 10 decreases the strategy’s condition number
by a factor 10 whenm ∈ {2, 6}. In the case whenm = 10, different
runs lead to very different condition numbers, from 10 to 107.

The results on the sphere function suggest that a default setting
of k1 = 10 can improve convergence speed in some situations. In
Section 5 we illustrate this parameter tuning on a set of nonlinear
problems from the literature.

3.3 The penalty coefficient update
The default parameter setting (to be used with methods 1) proposed
by Arnold and Porter [3] is dγ = 1, χ = 21/4 ≈ 1.189, k1 = 3, k2 =
5. Atamna et al. chose χ as a function of the dimension χ = 21/n [4]
and later add a significant damping factor [5] and lessen the penalty
update: dγ = 5, χ = 21/5n, k1 = 3, k2 = 5 where n is the problem
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Figure 2: Boxplots showing the number of iterations needed
by the ES before | f (m(t )) − f ∗c | < 10−5 (left), and final con-
dition number of the covariance matrix in CMA-ES (right).
For each value ofk1, we see data from50 runs ofAL-(µ/µw , λ)-
CMA-ES in dimension n = 10 starting from the same feasible
point. Other parameters are fixed: χ = 2

1
4 , dγ = 5

dimension. The latter choice has been used when comparing AL-
CMA-ES with other constraint handling techniques [23].

We investigate how the χ parameter of the AL-(µ/µw , λ)-CMA-
ES impacts performance when the initial Lagrangian coefficientγ (0)1
is far from the Lagrange multiplier. Consider the problem defined
in Equation (5) when we minimize an ellipsoid function under a
single constraint on the first coordinate, i.e.m = 1. We expect γ1 to
approach the value γ ∗1 = 2 · 106, which is the Lagrange multiplier
of this constrained problem. Initial settings for AL coefficients are
γ
(0)
1 = 0, ω(0)1 = 1. We want to find a default χ value that does not
result in either too slow adaptation or instability.

We illustrate this performance trade-off for problem dimension
ranging from 3 to 40, and consider the case where there is only
one constraint. We display χ on a log-log scale that we consider
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Stopping criterion ||x− x *
c ||2 ≤ 10−4, m= 1

Dimension n
3
5
10
20
40

χ value
21/4

21/n

21/5n

21/√n

χ value
21/4

21/n

21/5n
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Figure 3: Mean number of function evaluations needed for
the AL-CMA-ES to reach the termination condition given
in the title when varying χ , one constraint, k1 = 10, 10
runs averaged. Each graph shows a different search space di-
mension. The + signs indicate the recommended dimension-
dependant χ parameter value from [4], and the diamonds re-
fer to [5], which differs only by a damping factor. The square
indicates the parameter used for dimension 10 in [3] and the
stars our new recommendation. A cross at the maximum
number of evaluations, 104, indicates that at least one run
reached the maximum number of (f ,д)-evals before termi-
nating.

to be a natural choice: let p ∈ {1/4,−1} and consider the penalty

parameter update: ω ← ω · χp
ω>0
⇐⇒ logω ← logω + (log χ ) · p,

and since log χ > 0 we can see it as a strictly positive learning
rate we want to display on the log-scale. Results can be found in
Figure 3. We also display recommendations from previous papers
for comparison.

For all dimensions, values below 21/n slow down the optimiza-
tion process because it takes many iterations to adapt the La-
grangian coefficients. If χ ≥ 10, the algorithm takes too big steps
in adapting the coefficients. In dimensions 20 and 40, there is a
performance plateau. The width of the performance plateau, or the
interval of reasonable values for χ , is increasing with dimension.
An optimal, still stable, choice for χ is at the leftmost part of this
plateau. We suggest a value of χ = 21/

√
n which will be used in the

benchmark Section 5.

4 SURROGATE MODELING OF THE
CONSTRAINTS

The AL technique for Evolution Strategies has been designed to
handle black-box constrained continuous optimization problems
with smooth objective and constraints functions at the boundary.
We exhibit cases where these assumptions are violated and lead
to a failure in Section 4.1 and propose a remedy in Section 4.2 by
replacing the original constraints with a surrogate model used in
the fitness function.
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Figure 4: Some metrics of AL-CMA-ES in two cases where it
does not behave as desired on a piecewise-linear constraint
which is non-differentiable at the boundary. On the left:
д(x) = (1 + 11{x1≤0})x1, the Lagrangian coefficient (in blue)
oscillates between the 2 values defined by each side of the
piece-wise linear constraint; on the right: д(x) = 11{x1>0}x1,
the penalty coefficient and the axis ratio of CMA-ES are ex-
ponentially increasing. The distance between m(t ) and the
optimum is colored in green ifm(t ) is feasible, red otherwise.

4.1 Limits of the Augmented Lagrangian
Consider the problem defined in Equation (5) with a sphere objective
and one linear constraint x1 ≤ 0. From this problem, we construct
a non-smooth test problem: we transform the linear constraint
into a piecewise linear constraint G(x1) ≤ 0 where G is a sign-
preserving, non-decreasing transformation. The constraint is not
anymore differentiable in x1 = 0. We monitor the AL coefficients
for two such cases in Figure 4.
• In Figure 4, left, the function is piecewise linear and concave.
The Lagrangemultiplier depends on the considered halfspace
(here γ ∗ ∈ {1, 2}) and the Lagrangian coefficient estimate
oscillates between the two values, hence the AL-(µ/µw , λ)-
CMA-ES does not converge to the constrained optimum.
• In Figure 4, right, the function is constant zero in the feasible
domain. Hence д is nowhere negative and the Lagrangian
coefficient γ (t ) can never decrease. After it reaches a value
greater than the Lagrange multiplier γ ∗ = 2 it can never
approach the optimal value again. The resulting fitness func-
tion is similar to the linear penalty, as the quadratic term in
д vanishes at the boundary.

The latter scenario may happen in a real-world application when a
simulation crashes after time T (x) and we then define a constraint
as дT (x) = 1/T (x) if the simulation fails and otherwise as дT (x) =
0. Fitting a linear model of the constraint (with careful handling
of the zero intercept, see below) then builds an extension of the
constrained problem into the feasible domain.

4.2 Fitting a linear model of the constraints
In [6], the authors improve a surrogate-aided algorithm for efficient
constrained optimization proposed in [20]. It relies on surrogate

modeling of both the objective and constraints using radial basis
functions. Performance is assessed for up to a few hundred function
evaluations.

Replacing only the constraints by a linear model has been inves-
tigated by Kramer et al. [13, 14] in the case of underlying linear
constraints where the constraints function only return a boolean.
The procedure to estimate the linear model is triggered only once
when the first infeasible candidate is sampled.

The authors also claim that “a linear surrogate approximation of
non-linear constraints is sufficient and leads to amazingly good re-
sults” [14], without more details about the algorithm or the results.

In the following, we consider two cases that are more informative
than binary-valued outputs:
• Case 1: the usual situation where the constraints are contin-
uous and can be evaluated everywhere. Using a surrogate
model can still be useful if constraints are non-differentiable
or particularly expensive to evaluate.
• Case 2: the constraints do not have a meaningful value in
the feasible domain (hence are defined as zero for feasible
solutions).

To address Case 1, we build a linear model, д̂(t )k , at each time step
t for constraint k using the κ = 2n last k-infeasible points, denoted
as D(t )k , and their дk -values. Because the value of active constraints
equals zero at the optimum, we are particularly interested in a
sign preserving model, that is: дk (x)д̂

(t )
k (x) ≥ 0 for all x ∈ D(t )k .

For this reason, we fit the linear regression without intercept on a
transformed dataset. We first center the data around a point ck ,(t )

assuming for the moment that ck ,(t ) = m(t ), and transform the
dataset D(t ):

x̃ := x − ck ,(t ), ỹ(x) := дk (x) − дk (ck ,(t )) (6)

Then fit the linear regression with least squares to obtain:

θ̂ = arg min
θ ∈Rn

∑
x ∈D(t )

(θTx̃ − ỹ(x))2 (7)

Finally we define the constraint surrogate as:

д̂
(t )
k (x) := θ̂

T(x − ck ,(t )) + дk (c
k ,(t )) (8)

This procedure guarantees that the model is exact at ck ,(t ), i.e.
д̂
(t )
k (c

k ,(t )) = дk (c
k ,(t )). If the constraint дk is active in x∗ we

expect дk (m(t )) −→t →∞
0, and hence in the limit the linear model

д̂k
(t ) is exact at the location of the optimum. This algorithm is

described in Method 2.
In the scenario of Case 2, the choice of ck ,(t ) is more intricate

because дk (m(t )) = 0 for any feasiblem(t ). In this case, we iden-
tify ck ,(t ) with a line search performing interval halving between
m(t ) and its closest infeasible neighbour in D(t ). The number of
iterations S of the line search is a parameter of the optimization al-
gorithm. First experiments suggest that S = 3 is enough to maintain
a performance comparable to the Case 1.

We skip themodel update procedure for thek-th constraint when
all candidates are feasible in this constraint and they are assigned
negative values by the current surrogate model. Note that the new
linear model is fitted with a least squares regression and it is still
possible that this model assigns a feasible solution to be infeasible.
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Method 2 MM-AL-(µ/µw , λ)-CMA-ES

0 init_al()
1 initialize CMA-ES(m(0) ∈ Rn, σ (0) ∈ R+, C(0) ∈ Rn×n ),

and iteration counter t = 0, κ ∈ N
2 while stopping criterion not met:
3 Ask population:

X (t ) = [x i ;(t ) ∼ N(m(t ), [σ (t )]2C(t ))]i=1, ...,λ
4 for k = 1, . . . ,m:
5 if not all(дk (x) ≤ 0 and д̂

(t )
k (x) ≤ 0;x ∈ X (t )):

6 update the linear surrogate д̂(t )k with D
(t )
k

7 Tell CMA-ES with fitness H (·, γ (t ), ω(t ), д̂(t ))
8 update_al(д̂(t )) usingm(t+1)

9 t ← t + 1

The algorithm combining AL-(µ/µw , λ)-CMA-ES with a surro-
gate model of the constraints is described in Method 2. We slightly
abuse our notation where H (·, γ (t ), ω(t ), д̂(t )) denotes the origi-
nal AL fitness function described in Equation (2) but instead of
the original constraints functions we pass the surrogate model of
the constraints. The same is done for the procedure update_al() in
Methods 1. The question how these changes affect the behaviour
of AL-CMA-ES on smooth non-linear constrained problems is con-
sidered in the next section.

5 EVALUATION ON NONLINEAR PROBLEMS
We compare the active (1+1)-CMA-ES [2] and the (µ/µw , λ)-CMA-
ES with either the quadratic or linear penalty technique described
in Section 2.2 or a variant of an AL fitness function on the orig-
inal problem in Case 1, and 2 variants of AL (with or without a
metamodel) on the restricted problem in Case 2.

The set of linear and nonlinear constrained problems is taken
from [2]. These problems also appear in the CEC 2006 competition
[16] and in [14, 15]. More details about the problems implementa-
tion can be found in Appendix A.

All the problems are unimodal, they have dimension ranging
from 2 to 10 and 1 to 8 inequality constraints. Problems G6, G7, G9,
G10 and HB have lower and upper bounds constraints, Problems
2.40 and 2.41 have only lower bounds and Problem TR2 has no
bound constraint. The bound constraints are converted as general
(linear) inequality constraints by the AL. Table 1 gives a summary
of the problems characteristics.

When mentioned, we use the starting point recommended for
the test problem (i.e. for 2.40, 2.41 and TR2). Otherwise, we start
with a point that is randomly picked in a dataset of feasible points
generated before we start the benchmarking process. To generate
feasible points, we run CMA-ES minimizing

∑m
k=1 д

+
k (x) so that

any point in the feasible domain is optimal with 0 as fitness value.
We stop after 1,000 feasible data points are found and repeat this
for 10 runs, resulting in a dataset of 10,000 points for initialization.
Note that only the (1+1)-CMA-ES of [2] requires a feasible point to
start with, whereas the AL approach does not.

Algorithms are stopped when a feasible candidate solution x
satisfies the condition

��f (x) − f ∗c
�� ≤ 10−8

��f ∗c �� for the first time. We

problem n m′ m mact ml in Starting point

G6 2 2 6 2 0 Random
G7 10 8 28 6 3 Random
G9 7 4 18 2 0 Random
G10 8 6 22 6 3 Random
TR2 2 1 1 1 1 Fixed
2.40 5 1 6 5 1 Fixed
2.41 5 1 6 5 1 Fixed
HB 5 3 13 4 0 Random

Table 1: Characteristics for each problem in the testbed: di-
mension n, number of non-bound constraints m′ and total
number of constraintsm, number of active constraints at the
optimummact and number of linear constraints among the
m′ general constraints.

stop the algorithm if the best found objective value of a feasible
candidate has not improved in the last 2,000 function evaluations.

5.1 Algorithmic setup
The generic inequality-constrained black-box optimization prob-
lem 1 is transformed into an unconstrained problem, either through
the adaptive AL fitness or a quadratic penalty, and solved with
the (µ/µw , λ)-CMA-ES. The CMA-ES uses Cumulative Step-size
Adaptation (CSA, as opposed to the Median Success Rule step-size
adaptation previously used in [4]) and negative weights for the
Covariance Matrix update [10]. We run all experiments using the
pycma package [11] with the default parameter setting for CMA-ES
are unchanged.

Initialization heuristics. For CMA-ES, the initial step-size is al-
ways σ (0) = 1. The initial covariance matrixC(0) is diagonal and the
variance in each coordinate is determined by the bound constraints:
C(0) = diag([ui−li5 , i = 1, . . . ,n])2. For unbounded Problems TR2,
2.40, 2.41, the initial covariance matrix is set to the identity.

In a black-box scenario, the initialization of fitness coefficients
associated to each constraint depend on the initial population. Only
after a few functions evaluations one can fine-tune the initial AL
coefficients from observed function values and dispersion. The ini-
tial Lagrangian coefficients are set to γ (0) = 0 and we propose a
simple heuristic for the initial setting of the penalty coefficient
ω. When the first population of λ points is sampled and evalu-
ated, we compute ∆f = IDR(f (x1,(0)), . . . , f (xλ,(0))) and ∆д2k =

IDR(дk (x
1,(0))2, . . . ,д(xλ,(0))2)where IDR is the inter-decile range,

asserting that ∆д2k , 0 for all k (it is valid for all considered test
problems and also used forCase 2 to provide similar test conditons).
We set the initial penalty coefficient of the k-th constraint to be
ω
(0)
k = 102 · ∆f /∆д2k . In the case of a single penalty coefficient it is

straightforward to chose ω(0)1 := max[ω(0)k , k = 1, . . . ,m].
For the linear and quadratic penalty, the initial penalty vector

follows the same idea with c
(0)
k = 103 · ∆f /∆д2k . The setting χc =

21/
√
n is based on cursory experimentation and aims to make the

adaptation speed comparable to AL approaches.
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The ten algorithms we compare are the Linear Penalty and
Quadratic Penalty, the (1+1) Active CMA-ES and seven vari-
ants of AL techniques: AL many with our recommended setting
(k1 = 10, χ = 21/

√
n ), AL many, old settings with the previously

proposed parameter setting (k1 = 3, χ = 21/(5n)) and many penalty
coefficients, AL single and AL single, old settings with a sin-
gle penalty coefficient for all constraints. MM-AL many replaces
the constraint with a linear surrogate model and operates on the
original problem (Case 1). MM-AL many on Restricted CP and
AL many on Restricted CP operate on the restricted constrained
problem (Case 2). When constraints values are not defined in the
feasible domain,MM-AL many on Restricted CP applies a line
search (S = 3 iterations) when the mean is feasible. Model build-
ing for both MM-AL-CMA-ES is only applied to them (possibly)
non-linear constraints д and not to the linear bound constraints.

5.2 Results
Figure 5 displays the Empirical Cumulative Distribution Function
(ECDF) of f - or д-evaluations for the 8 test problems, where the
single target is the stopping criterion defined before. The data
aggregated over all problems divided by each problem dimension
are shown in the lower right. The active (1+1)-CMA-ES [2] and the
surrogate-based algorithm with line search need more constraints
than objective function evaluations, hence we display the numbers
separately. The penalty techniques evaluate the mean only for the
constraints and we display only the number of f -evaluations; the
д-evaluations are the same multiplied by a factor 1 + 1/λ.

For the active (1+1)-CMA-ES, only the 10th, 50th and 90th num-
ber of evaluations are reported. We extrapolate its ECDF by fitting a
model based on the Log-normal distribution. This model is exact at
the data points. The estimation technique is detailed in Appendix B.

We conducted Wilcoxon-Mann-Whitney tests for statistical sig-
nificance to compare runtimes data for the quadratic penalty and
AL techniques. They can be found in Table 2 of Appendix C.

The number of f -evaluations needed by any variant of AL-CMA-
ES is greater than the number of f -evaluations needed by the (1+1)
Active CMA-ES while the AL techniques tend to require fewer
constraint evaluations. Only on problem TR2, no AL variant or
the penalty technique is able to improve over the number of д-
evaluations needed by the active elitist strategy.

The AL many is up to 3 times faster than the AL many, old
settings on problem G6. It is also significantly better on problems
2.40, 2.41. For problem G10, AL many, old settings fails to locate
the optimum in 18 runs out of 50, whereas AL many failed only
once. The two variants perform similarly on other problems. The
observations support our recommendation for a new default param-
eter setting. The problem G10 also reveals a serious defect of the
AL single which fails to converge in about 90% of the cases. With
the old settings it is stable but needs more than 20,000 functions
evaluations, as much as the Linear Penalty or the AL many on
Restricted CP.

AL many requires 1.5 to 2 times fewer function evaluations
than AL single on problems 2.40, 2.41 and G7. It is also faster on
all problems but TR2.

All runs of MM-AL many are successful on all problems but
G9 where a handful of outlier runs are 3 to 10 times slower than
the median.

On the restricted problem of Case 2, MM-AL many on Re-
stricted CP is 1.5 times slower in f -evaluations and more than 2
times slower in д-evaluations than AL many on Restricted CP
on problem G6 but MM-AL many on Restricted CP needs two
times fewer f -evaluations and as many д-evaluations as AL many
on Restricted CP on problem G10.

Interestingly, the AL many on Restricted CP solves the G6
problem with a median number of function evaluations between
700 and 800, so does the Quadratic Penalty, whereas the other
AL variants have access to more information but need around
1,000 function evaluations, which is also the number of constraint
evaluations of the (1+1) Active CMA-ES.

TheQuadratic Penalty is better thanALmany on the 2-dimen-
sional problems G6 and TR2, whereas the converse is true on the
highest-dimensional problems G7 and G10 (except for ∼ 10% of
outliers).

Overall,Quadratic Penalty and ALMany perform best (lower
right figure), whereALMany is ahead on problems which require a
high number of function evaluations, and the Quadratic Penalty
is slightly faster on problems which require a lower number of
evaluations.

6 SUMMARY AND CONCLUSION
Starting from recent work, we empirically compared several Aug-
mented Lagrangian fitness functions while using them with CMA-
ES, handling equality and inequality and possibly nonactive con-
straints. This is the first work to combine Augmented Lagrangian
and CMA-ES with CSA, the standard mechanism for step-size adap-
tation. We investigated hyperparameters related to adaptation and
stability of the AL fitness in the light of performance on simple
problems and also assessed these choices on non linear constrained
test problems from the literature. The previous choice for static
parameters does not allow a fast-enough increase of the penalty
coefficients and can lead to failure in some cases. We proposed
a new parameter setting for the many-coefficients variant of AL-
(µ/µw , λ)-CMA-ES, which appears as the best choice for the more
difficult test problems considered. The test problems are all uni-
modal and the results reveal that an elitist strategy with active CMA
takes roughly two times fewer objective function evaluations and
two times more constraints evaluations than AL-(µ/µw , λ)-CMA-ES.
The performance of the AL-(µ/µw , λ)-CMA-ES on multimodal test
problems has not been investigated here, however on unconstrained
multimodal problems (µ/µw , λ)-CMA-ES vastly outperforms the
(1+1)-CMA-ES [12].

This work also revisits the idea of a surrogate-assisted fitness
function for constrained optimization. If the constraints are defined
everywhere, our results suggest that a local linear approximation
of nonlinear constraints can replace the original constraints while
only moderately increasing the number of required evaluations. If
the constraints are non-differentiable at the boundary, a surrogate
model allows to build and optimize a smooth AL fitness function.
If the constraints function is not defined in the feasible domain, we
find cases where the surrogate-assisted version outperforms the



GECCO ’21, July 10–14, 2021, Lille, France Paul Dufossé and Nikolaus Hansen

103
104

0.0

0.2

0.4

0.6

0.8

1.0 2.40

103
104

HB

103
104

G9

103
104

0.0

0.2

0.4

0.6

0.8

1.0 2.41

103
104

G6

104
105

G10

103

0.0

0.2

0.4

0.6

0.8

1.0 TR2

103
104

105

G7

102
103

104

All problems

ECDF for the number of (f, g)-evals to reach a single target

Quadratic Penalty
Linear Penalty
AL single
AL single, old settings

AL many, old settings
AL many
MM-AL many
MM-AL many on Restricted CP, f-evals

MM-AL many on Restricted CP, g-evals
AL many on Restricted CP
(1+1) Active CMA-ES, f-evals
(1+1) Active CMA-ES, g-evals

Quadratic Penalty
Linear Penalty
AL single
AL single, old settings

AL many, old settings
AL many
MM-AL many
MM-AL many on Restricted CP, f-evals

MM-AL many on Restricted CP, g-evals
AL many on Restricted CP
(1+1) Active CMA-ES, f-evals
(1+1) Active CMA-ES, g-evals

Quadratic Penalty
Linear Penalty
AL single
AL single, old settings

AL many, old settings
AL many
MM-AL many
MM-AL many on Restricted CP, f-evals

MM-AL many on Restricted CP, g-evals
AL many on Restricted CP
(1+1) Active CMA-ES, f-evals
(1+1) Active CMA-ES, g-evals

Figure 5: Single-target ECDFs of f - or д-evaluations of 50 runs on the benchmark test set. For theMM-AL many on Restricted
CP and the (1+1) Active CMA-ES we display separately the number of objective and constraints functions evaluations. For
other algorithms these are the same number. For the (1+1) Active CMA-ES we display the three known percentiles (crosses)
as well as the fitted log-normal model. The left column is the set of problem with linear constraints 2.40, 2.41 and TR2. The
lower right shows the aggregated data over all problems divided by problem dimension

genuine AL, yet it is not reliable on all test functions investigated.
We plan to further exploit the surrogate model to save constraints
evaluations either by surrogate evaluation or injecting repaired
solutions. If we also build a quadratic surrogate model of the objec-
tive function, the resulting subproblem can be solved by sequential
quadratic programming.

On our small testbed, even a simple quadratic penalty approach
performed reasonably well. This observation provokes the question
whether these commonly used standard test functions are indeed
challenging enough, and suggests further investigation with other
test functions [17, 24], in particular in higher dimensions.
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A BENCHMARK PROBLEM SET
The problems considered in Section 5 are described in paper [2]
and implemented in pure Python except for problems PB2.40 and
PB2.41 where we used routines from the numpy library. Also note
that in references [2, 15, 18] there is a replication error defining
the д1 constraint function for the Himmelblau (HB) problem: the
coefficient attached to the term x1x4 is given as 0.00026 whereas
it should be 0.006262 [16] and we remind the correct description
below:

Problem HB (Himmelblau’s nonlinear optimization problem)

minimize
x

f (x) = 5.3578547x23 + 0.8356891x1x5

+ 37.293239x1 − 40, 792.141
subject to 0 ≤ д1(x) ≤ 92

90 ≤ д2(x) ≤ 110
20 ≤ д3(x) ≤ 25
78 ≤ x1 ≤ 102
33 ≤ x2 ≤ 45
27 ≤ xi ≤ 45 (i = 3, 4, 5)

д1(x) = 85.334407 + 0.0056858x2x5 + 0.006262x1x4 − 0.0022053x3x5
д2(x) = 80.51249 + 0.0071317x2x5 + 0.0029955x1x2 + 0.0021813x23
д3(x) = 9.300961 + 0.0047026x3x5 + 0.0012547x1x3 + 0.0019085x3x4

B FITTING A LOG-NORMAL DISTRIBUTION
TO RUNTIMES DATA

For the active (1+1)-CMA-ES the paper [2] reports the 10-th, 50-th
and 90-th quantiles, {m10, m50, m90}. We propose to fit a model of
the entire ECDF which is exact in these 3 quantiles. A convenient
model for the runtime of an algorithm is a positive random variable
which is the product of a high number of small factors, hence the
choice of the Log-normal distribution.

A random variable X follows the Log-normal distribution X ∼
LogN(µ,σ 2) if Y = lnX follows the normal distribution Y ∼

N(µ,σ 2). We are looking for the (estimated) parameters of the
log-normal µ̂, σ̂ .

First fit the median:
µ̂ = lnm50 (9)

Then solve in σ for the repartition function at the 10-th and 90-th
quantiles:

1
2
+
1
2
erf

(
lnx − µ
σ
√
2

)
= c (10)

i.e. solve Equation (10) for µ = µ̂ and (x, c) ∈ {(m10, 0.1), (m90, 0.9)},
where erf is the Gauss error function

The solution is:

σ̂c =
1
√
2
(lnx − µ)[erf−1(2c − 1)]−1 (11)

where erf−1 is the inverse function of erf.
We obtain two values σ̂10, σ̂90 which are generally different

because the 3 data points do not fit perfectly a log-normal distribu-
tion).

If we denote by Φ(x, µ,σ ) the cumulative distribution function of
a log-normally distributed random variable with parameters (µ,σ ),
then our final estimate for the distribution of the runtimes, given
{m10, m50, m90}, would be:

11{x ≤m50 }Φ(x, µ̂, σ̂10) + 11{x>m50 }Φ(x, µ̂, σ̂90) (12)

C STATISTICAL COMPARISON OF
ALGORITHMS DATA

Section 5 provides runtime data for many algorithm variants on
several problems in the form of ECDF. Here, we test observed
runtime differences for statistical significance. For each problem
and each pair of algorithms, we compute the p-value from the
two-sided Wilcoxon-Mann-Whitney test. If an algorithm fails, its
runtime is replaced with +∞, such that it’s always worse than a
successful run, and comparing two failing runs results in equality.
We also apply a Bonferroni correction of β = 8, that is the number
of test problems. If algorithm A is better than algorithm B for a
given problem with a p-value lower than 0.05/β , we present the
item in the corresponding entry, see Table 2.
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Algorithm Quadratic
Penalty

Linear
Penalty AL single AL single

old settings
AL many
old settings AL many MM-AL many MM-AL many

Restricted CP, f -evals
MM-AL many

Restricted CP, д-evals
AL many

Restricted CP

Quadratic
Penalty X

HB | -11.7
G6 | -5.1
G7 | -15.3
G10 | -10.7
2.40 | -12.9
2.41 | -13.0
TR2 | -13.0

HB | -14.5
G6 | -13.3
G7 | -16.6
G9 | -7.3
G10 | -18.9
2.40 | -15.8
2.41 | -15.4
TR2 | -8.7

HB | -7.0
G6 | -11.2
G7 | -8.4
G9 | -6.3
G10 | -14.0
2.40 | -5.3
2.41 | -5.6
TR2 | -10.5

G6 | -17.1
2.40 | -3.6
2.41 | -2.4
TR2 | -12.2

G6 | -10.2
TR2 | -11.5

HB | -12.7
G6 | -16.7
G7 | -15.5
G9 | -15.6
2.40 | -11.9
2.41 | -12.1
TR2 | -17.2

HB | -10.1
G6 | -14.0
G7 | -11.9
G9 | -18.7
2.40 | -9.0
2.41 | -8.9
TR2 | -16.7

HB | -16.5
G6 | -17.1
G7 | -17.4
G9 | -19.0
G10 | -11.7
2.40 | -15.7
2.41 | -14.5
TR2 | -17.2

HB | -9.5
G7 | -16.7
G9 | -8.3
G10 | -15.2
2.40 | -7.5
2.41 | -8.6
TR2 | -13.3

Linear
Penalty X

HB | -2.4
G6 | -11.7
G7 | -4.8
G9 | -4.0
G10 | -18.1
2.40 | -3.4
2.41 | -3.8

G6 | -6.9
G9 | -3.3 G6 | -17.2 G6 | -4.8

G6 | -17.1
G9 | -14.8
TR2 | -17.2

G6 | -12.8
G7 | -2.5
G9 | -18.3
TR2 | -12.6

HB | -8.9
G6 | -17.2
G7 | -17.4
G9 | -19.0
TR2 | -17.1

G7 | -5.7
G9 | -5.3
G10 | -3.5

AL single X G6 | -15.9
G6 | -7.2
G9 | -11.0
TR2 | -13.8

G9 | -17.7
TR2 | -7.7

HB | -5.1
G6 | -12.3
G7 | -16.5
G9 | -19.0
TR2 | -12.6

AL single
old settings

HB | -4.7
G7 | -2.9
2.40 | -5.1
2.41 | -9.0

HB | -10.6
G7 | -5.5
G10 | -17.4
2.40 | -10.7
2.41 | -13.7

X G6 | -16.9

HB | -5.9
G6 | -12.6
G7 | -2.8
G9 | -8.4
2.40 | -3.5
2.41 | -6.5
TR2 | -17.0

G7 | -4.8
G9 | -17.6
TR2 | -11.3

HB | -16.1
G6 | -15.9
G7 | -15.0
G9 | -18.7
2.40 | -9.5
2.41 | -12.7
TR2 | -16.7

G7 | -5.8

AL many
old settings G7 | -17.1

HB | -10.6
G7 | -17.2
2.40 | -10.0
2.41 | -13.4

HB | -15.2
G7 | -17.2
G9 | -6.0
G10 | -9.0
2.40 | -14.9
2.41 | -16.0

HB | -4.5
G7 | -17.2
G9 | -5.4
2.41 | -2.5

X G7 | -2.5

HB | -13.0
G7 | -17.2
G9 | -15.2
2.40 | -9.2
2.41 | -12.1
TR2 | -17.2

HB | -9.0
G7 | -17.4
G9 | -18.5
2.40 | -4.7
2.41 | -7.6
TR2 | -12.4

HB | -17.0
G7 | -17.4
G9 | -19.0
2.40 | -15.4
2.41 | -15.3
TR2 | -17.1

HB | -8.2
G7 | -17.2
G9 | -6.8
2.40 | -3.0
2.41 | -6.5

AL many G7 | -16.9
G10 | -11.4

HB | -13.9
G7 | -17.2
G10 | -12.5
2.40 | -14.1
2.41 | -15.3

HB | -16.5
G6 | -4.5
G7 | -17.2
G9 | -8.8
G10 | -18.1
2.40 | -16.4
2.41 | -16.6

HB | -9.2
G7 | -17.1
G9 | -7.6
G10 | -13.0
2.40 | -5.3
2.41 | -6.7

G6 | -17.0
2.40 | -3.8
2.41 | -2.7

X

HB | -15.5
G6 | -14.1
G7 | -17.2
G9 | -16.3
G10 | -11.2
2.40 | -13.2
2.41 | -14.6
TR2 | -17.0

HB | -12.6
G6 | -4.5
G7 | -17.4
G9 | -18.6
G10 | -11.0
2.40 | -10.8
2.41 | -11.2
TR2 | -8.9

HB | -17.2
G6 | -16.5
G7 | -17.4
G9 | -19.0
G10 | -12.8
2.40 | -16.7
2.41 | -16.4
TR2 | -16.4

HB | -12.3
G7 | -17.2
G9 | -10.4
G10 | -13.4
2.40 | -8.0
2.41 | -10.5

MM-AL many G10 | -12.1 G10 | -16.7

HB | -3.3
G7 | -5.7
G10 | -18.9
2.40 | -7.4
2.41 | -7.4

G10 | -17.1 G6 | -13.5 X G7 | -2.6
G9 | -16.0

HB | -12.3
G6 | -3.8
G7 | -17.4
G9 | -17.4
G10 | -16.8
2.40 | -5.1
2.41 | -4.6

G7 | -6.5
G10 | -17.1

MM-AL many
Restricted CP, f -evals G10 | -8.4

G10 | -13.0
2.40 | -3.1
2.41 | -6.5

HB | -5.5
G10 | -17.5
2.40 | -10.3
2.41 | -12.3

G10 | -13.5 G6 | -8.0
G6 | -5.7
2.41 | -3.2
TR2 | -9.0

X

HB | -11.9
G6 | -7.8
G10 | -13.3
2.40 | -8.5
2.41 | -11.2
TR2 | -7.0

G10 | -13.5

MM-AL many
Restricted CP, д-evals G10 | -16.7 G6 | -5.5 X

AL many
Restricted CP

HB | -2.7
G6 | -4.6
2.40 | -4.1
2.41 | -4.2

HB | -8.7
G6 | -14.3
G10 | -17.3
2.40 | -11.0
2.41 | -10.0

G6 | -12.1 G6 | -17.2 G6 | -10.8

HB | -3.6
G6 | -17.2
G9 | -11.6
2.40 | -2.6
TR2 | -16.8

G6 | -15.3
G9 | -17.8
TR2 | -7.8

HB | -15.6
G6 | -17.2
G7 | -17.4
G9 | -19.0
2.40 | -9.4
2.41 | -7.7
TR2 | -16.0

X

Table 2: Comparing the different algorithms’ on the proposed benchmark test set. If the test is significant, meaning algorithm
in row is better than algorithm in column (p < 0.05/β) for a test problem,we display the problemname and log10 p. Ifp < 10−3/β ,
it is displayed as bold text.
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