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Abstract—Dynamic system fault diagnosis is often faced with
a large number of possible faults. The purpose of this paper
is to propose an efficient method for such situations. To avoid
intractable combinatorial problems, sparse estimation techniques
appear to be a powerful tool for isolating faults, under the
assumption that only a small number of possible faults can
be simultaneously active. However, sparse estimation is often
studied in the framework of linear algebraic equations, whereas
model-based fault diagnosis is usually investigated for dynamic
systems modeled with state equations involving internal states.
The main contribution of this paper is a link between these
two formalisms through efficient and reliable algorithms, mainly
relying on advanced analyses of residuals generated with the
Kalman and Kitanidis filters. Based on these results, it becomes
straightforward to solve fault diagnosis problems by applying
well known sparse estimation techniques, in the framework
of general time varying state-space systems involving unknown
inputs.

Index Terms— fault detection and isolation, fault diagnosis, sparse
estimation, Kalman filter, unknown inputs, residual analysis.

I. INTRODUCTION

Due to increasing demands for reliable engineering systems
and in response to the trend towards more strict environmental
norms, researches on fault diagnosis theory have been con-
tinuously developing since several decades, as demonstrated
by the vast literature on this topic, for instance, [1], [2], [3],
[4], [5], [6], [7], [8], [9], [10]. Model-based fault diagnosis
typically consists of a residual generation step and a residual
evaluation step. Residuals are usually designed to stay close
to zero when the monitored system is healthy, and to deviate
significantly from zero in faulty situations. Depending on the
assumptions about modeling and measurement uncertainties,
residual evaluation can be based on statistics [1] and on set
membership reasoning theories [11], [12].

Fault detection is a non trivial task due to modeling and
measurement uncertainties, and fault diagnosis is even more
tricky. In the statistical approach, hypothesis testing is ap-
plied to fault diagnosis. However, because different faults are
not independent in general, hypotheses should be considered
for subsets of possible faults instead of individual faults.
Quite often these subsets correspond to a large number of
combinations, which are difficultly tractable in practice. For
example, consider the case of 30 possible faults, among
which up to 3 faults may be simultaneously active, then
C1

30 + C2
30 + C3

30 = 4525 possible combinations would have

to be tested. The situation is similar when designing residuals
focusing on subsets of possible faults for fault diagnosis. A
large number of possible faults is typically encountered with
distributed parameter systems. For example, in mechanical
structure health monitoring [13], in electrical cable monitor-
ing [14] and in petrochemical infrastructure monitoring [15].
It is important to develop fault diagnosis methods capable of
addressing large scale problems.

Because of this complexity issue, existing fault diagnosis
methods are effective only when a small number of possible
faults are assumed. To address a large number of possible
faults while avoiding intractable combinatorial problems, these
methods would have to resort to the following remedies, with
serious limitations and drawbacks:

• Assume that only one of the possible faults can be active
(known as single fault assumption), see e.g., [16], [17],
so that each possible fault can be detected individually.
Though it is unlikely that many components of a system
fail simultaneously, yet the single fault assumption is too
restrictive.

• In a parametric setting, estimate simultaneously all the
fault parameters and apply a threshold to them in order
to isolate actually active faults [6]. The estimation of a
large number of parameters is often an ill-posed problem
(typically involving the inversion of some large singular
matrix). When this estimation is numerically feasible,
fault isolation by thresholding the estimated parameters
is not reliable due to high uncertainties in the large set
of estimated parameters.

• Design statistical tests focusing on individual faults fol-
lowing the minmax approach. When there is a large
number of possible faults, such tests require the inversion
of large matrices, typically singular, like in the previous
case relying on large parametric estimation. If luckily
no singular matrix is involved, such minmax tests lack
sensitivity, because each of them rejects a large number
faults with the least favorable hypothesis in terms of test
power [1, Section 4.2.8].

The purpose of this paper is to propose a method to
efficiently address a large number of possible faults, relaxing
the limitations of the existing methods and overcoming their
drawbacks summarized above. Sparse estimation [15], [16],
[17] appears an efficient tool for the diagnosis of a large
number of possible faults under the sparseness assumption



2

(only a small number of faults can be active simultaneously).
Such techniques can solve simultaneously for a large number
of unknowns by assuming that most of them are equal to
zero. By appropriately modeling the severity of each possible
fault with a parameter value, in particular with the zero value
representing an inactive fault, sparse estimation will be able
to isolate and to estimate non-zero parameters representing
active faults. A related topic is signal sparse representation by
combining a small number of elements selected from a large
dictionary. While the same algorithms may be used for sparse
representation and for sparse estimation, the former aims to
obtain a compact representation of a given signal [18], [19],
[20], whereas the latter is for the purpose of estimating model
parameters under the assumption that most of them are zeros
[21], [22], [23].

However, efficient sparse estimation algorithms are usually
designed in the framework of linear algebraic equations
involving a large number of unknowns, whereas fault diag-
nosis problems are typically formulated for dynamic systems
modeled with state equations involving internal states. This
formalism incompatibility represents a major difficulty for the
application of sparse estimation techniques to fault diagnosis.
The main contribution of this paper is to establish a link
between these two formalisms for efficient fault diagnosis, in
the framework of general time varying state-space systems
involving unknown inputs.

Applications of sparse representation techniques have been
reported in the fault detection and diagnosis literature. A
Bayesian compressive sensing approach to fault diagnosis was
proposed in [24]. Feature extractions based on sparse signal
representation for fault classification have been investigated
in [25], [26], [27], [28]. Impulse response monitoring with
convolution sparse representations was studied in [29]. Sparse
principal component analysis was applied in [30] for data
dimension reduction. Sparse based reconstruction was applied
to compensate data loss due to sensor failures in [31].
These reported works all avoid state-space representation of
the monitored system, and their results are either strongly
relying on massively available data or with limited physical
interpretation. On the other hand, state-space systems are
considered in [32], [33]. In these works, hidden state variables
are eliminated through numerical differentiation of sensor
signals. This approach cannot address unknown inputs.

In this paper, sparse estimation techniques will be efficiently
applied to state-space system fault diagnosis without resorting
to numerical differentiation. The main results will be based
on advanced analyses of residuals generated with the Kalman
filter, and more generally, with the Kitanidis filter for systems
involving unknown inputs, connecting residuals to fault pa-
rameters through simple algebraic equations. Based on the
main results presented in Propositions 1 and 2, it will become
straightforward to solve fault diagnosis problems in general
time varying state-space systems involving unknown inputs,
by applying well known sparse estimation techniques.

The remaining part of this paper is organized as follows.
Section II states the considered fault diagnosis problem. Sec-
tion III contains the main results for analyzing the considered

fault diagnosis residuals, establishing the link with sparse
estimation. Section IV is about fault diagnosis with standard
sparse estimation tools. Section V presents numerical exam-
ples. Finally Section VI concludes the paper.

II. PROBLEM STATEMENT

Physical laws governing the behavior of engineering sys-
tems are typically described by differential equations [34].
Formulated in state-space form (vectorial first order differen-
tial equations), such equations are often discretized in time in
order to be easily manipulated in digital computers together
with sampled sensor data, resulting in difference equations.
This paper will consider linear time varying (LTV) stochastic
systems in the form of discrete time state-space equations:

xk+1 = Akxk +Bkuk + Ekdk + wk + Φkθ (1a)
yk = Ckxk + vk, (1b)

where xk ∈ Rn is the state, yk ∈ Rm the output, uk ∈ Rl the
known input, dk ∈ Rs some unknown input, wk ∈ Rn the state
noise of covariance Qk, vk ∈ Rm the output noise of covari-
ance Rk, θ ∈ Rp the parameter vector characterizing possible
faults affecting the system, and Ak, Bk, Ck, Ek,Φk are known
matrix sequences of appropriate sizes for k = 0, 1, 2, . . . . The
internal state vector xk is not directly accessible, but partially
observed through the sensor signal vector yk.

The unknown input dk is a totally arbitrary and unknown
vector sequence. Typically, such unknown inputs represent
disturbances or some non parametric faults to be rejected. See,
e.g., [3].

The considered fault diagnosis problem consists in isolating
non-zero components of θ based on input-output data analysis.

Fault diagnosis problems as formulated above with the
state-space model (1) have been widely investigated in the
literature [1], [2], [3], [5], [7]. Sometimes restricted to time
invariant systems (with constant matrices instead of the matrix
sequences Ak, Bk, etc.), this problem formulation is a well-
known general framework for researches on fault diagnosis.
Effectively tractable solutions are only available when a small
number of possible faults are assumed, i.e., when p is a small
number.

The particularity of the present paper is to consider the case
of many possible faults (θ is a large dimensional vector) under
the assumption that only a small number of faults can be active
simultaneously (θ has few non-zero components).

Assumptions:

(i) Ak, Bk, Ck, Ek and Φk are bounded matrix sequences
for all k ≥ 0.

(ii) The initial state x0 ∈ Rn is a random vector following
the Gaussian distribution N (x̄0, P̄0), with a mean vector
x̄0 and a positive definite covariance matrix P̄0.

(iii) wk and vk are zero mean white Gaussian noises indepen-
dent of each other and of x0, with bounded covariance
matrices Qk and Rk for all k ≥ 0. The inverse matrix
R−1k is also bounded for all k ≥ 0.
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Fig. 1. Fault diagnosis flow chart. This paper is focused on residual analysis.

(iv) For all k ≥ 0, the matrix product Ck+1Ek has a full
column rank and a bounded Moore-Penrose inverse.

These assumptions are typically made for classical Kalman
filter implementations [35], [36], except part of Assumption (i)
about Ek and Assumption (iv), both for the implementation
of the Kitanidis filter [37], which will be recalled later in this
paper.

The flow char of the proposed fault diagnosis approach
is illustrated in Figure 1. Sensor data are processed by the
Kalman filter or by the Kitanidis filter generating residuals,
as recalled in Sections III-A and III-B. Then the residuals
are analyzed in order to form the data of a standard linear
regression problem. Fault detection can be made by simply
thresholding residuals. For more reliable detections, in the
stochastic framework formulated in this paper, the well known
generalized likelihood ratio test [1, Section 4.2.7] is applied
to the analyzed residuals. When a fault is detected by the fault
detection module, the sparse estimation module processes the
regression data in order to isolate active faults among a large
set of possible faults.

This paper is focused on residual analysis, yielding regres-
sion data enabling the application of standard sparse estimation
algorithms.

III. RESIDUAL GENERATION AND ANALYSIS

As most readers are more familiar with the Kalman filter
than with the Kitanidis filter, in order to convey the essential
idea behind the results of this paper, let us first consider a
simpler case to which the Kalman filter can be applied, before
extending the result to the general case requiring the Kitanidis
filter.

A. LTV system without unknown input

In this reduced case, consider the following system model
resulting from a simplification of system (1) by omitting the
unknown input term:

xk+1 = Akxk +Bkuk + wk + Φkθ (2a)
yk = Ckxk + vk. (2b)

The considered fault diagnosis problem is as previously for-
mulated for system (1), but omitting the unknown input term.

The purpose here is to transform the fault diagnosis problem
to a standard sparse estimation problem, by building, from the
available I-O data and the system model (2), a matrix X and

a vector y of appropriate sizes, such that the standard sparse
regression

y = Xθ + e (3)

can be solved under the assumption that the unknown vec-
tor θ has few non-zero components, by minimizing in some
sense the error term e accounting for measurement noise and
modeling uncertainties.

Due to the linearity of the considered system model (2),
the output yk results from the sum of linear contributions
from the input uk, the (possibly present) fault term Φkθ,
the noises wk, vk, and the initial state. If the contribution
from the fault term Φkθ can be isolated from the others,
then intuitively it is possible to build a matrix X and a
vector y satisfying (3) with the error term e depending on
wk and vk. However, the dependence of yk on θ through the
recursive state equation (2a) makes this task non trivial. The
computation of X and y from available information should
be made reliably and efficiently, avoiding unstable recursions.
These requirements may appear too demanding, but they can
indeed be satisfied, thanks to the Kalman filter.
(A-1) The Kalman filter and its residuals

The Kalman filter cannot be applied to system (2) in the
usual way for state estimation, because of the unknown fault
parameter vector θ. A Kalman filter will be designed under the
fault-free assumption, i.e., assuming θ = 0. This Kalman filter
will always be applied to system (2), no matter if θ = 0 or θ 6=
0 in reality. In the latter case, the Kalman filter will produce
a biased residual because of the wrong fault-free assumption.
The analysis of this residual bias will lead to a matrix X and
a vector y satisfying (3), with an error term e resulting from
linearly filtered noises wk and vk.

The well known Kalman filter, designed for system (2)
under the fault-free assumption (θ = 0) consists of the
following recursive computations for k = 0, 1, 2, . . . , after the
initialization P0|0 = P̄0 and x̂0|0 = x̄0:

Pk+1|k = AkPk|kA
T
k +Qk (4a)

Σk+1 = Ck+1Pk+1|kC
T
k+1 +Rk+1 (4b)

Kk+1 = Pk+1|kC
T
k+1Σ−1k+1 (4c)

Pk+1|k+1 = (In −Kk+1Ck+1)Pk+1|k (4d)
x̂k+1|k = Akx̂k|k +Bkuk (4e)
ỹk+1|k = yk+1 − Ck+1x̂k+1|k (4f)

x̂k+1|k+1 = x̂k+1|k +Kk+1ỹk+1|k. (4g)

In this section, the residual analyzed for fault diagnosis will
be the updated output error

ỹk|k , yk − Ckx̂k|k, k = 0, 1, 2, . . . . (5)

Another natural choice would be the innovation sequence
ỹk+1|k, also known as prediction error. However, the innova-
tion ỹk+1|k is not available for the general problem formulated
in (1), because it is impossible to make prediction for the
system involving an unknown input term Ekdk. For this
reason, the updated output error ỹk|k is considered below in
order to preserve the possibility of extending the results to the
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general problem formulated in (1). Nevertheless, it is worth
mentioning the innovation residual analysis made in [38] in
the context of statistical tests for fault diagnosis. Of course, it
cannot be extended to systems involving unknown inputs.
(A-2) Updated output error residual

The following result, directly relating the residual ỹk|k to
the fault parameter vector θ, will be the basis for building a
matrix X and a vector y satisfying (3).

Proposition 1: The residual ỹk|k defined in (5) and generated
by the Kalman filter (4), which is designed under the fault-
free assumption (θ = 0), but applied to the possibly faulty
system (2), is related to the fault parameter vector θ through

ỹk|k = CkΥkθ + ỹ0k|k, (6)

where Υk ∈ Rn×p is a matrix sequence recursively generated
by

Υ0 = 0 (7a)
Υk+1 = (In −Kk+1Ck+1)AkΥk

+ (In −Kk+1Ck+1)Φk, (7b)

with Kk as in the Kalman filter (4), Ak, Ck,Φk as in sys-
tem (2), and ỹ0k|k corresponds to the residual that the Kalman
filter would generate if it was applied to the fault-free system
characterized by θ = 0. �

Proof of Proposition 1.: The main steps of the proof
are as follows. First the state estimation error dynamics
equation (10) will be derived by combining the Kalman
filter (4) and the system model (2). This is a classical step
in residual analysis. Then the key step will be the linear
transformation (12) to decouple the state estimation error x̃k|k
and the parameter vector θ, yielding the dynamics of the
decoupled state estimation error ηk in (17). The decoupling
transformation will be used again to obtain the direct relation-
ship between the residual ỹk|k and θ in (20). The last step will
show that the last term in (20) is equal to the residual that the
Kalman filter would generate if it was applied to the fault-free
system characterized by θ = 0.

Combining (4e), (4f) and (4g) yields the recursive equation
of x̂k|k:

x̂k+1|k+1 = Akx̂k|k +Bkuk

+Kk+1(yk+1 − Ck+1Akx̂k|k − Ck+1Bkuk). (8)

Define the updated state estimation error

x̃k|k , xk − x̂k|k (9)

then it follows from (2) and (8) that

x̃k+1|k+1 = (In −Kk+1Ck+1)Akx̃k|k + ek

+ (In −Kk+1Ck+1)Φkθ, (10)

where

ek , (In −Kk+1Ck+1)wk −Kk+1vk+1. (11)

Somehow inspired by the adaptive observer design approach
in [39], define the decoupling transformation

ηk , x̃k|k −Υkθ, (12)

with Υk as defined in (7). This Υk behaves like a Jacobian of
x̃k|k with respect to θ, hence ηk = x̃k|k −Υkθ is the part of
x̃k|k unaffected by θ. Indeed,

ηk+1 = (In −Kk+1Ck+1)Akx̃k|k + ek

+ (In −Kk+1Ck+1)Φkθ −Υk+1θ (13)
= (In −Kk+1Ck+1)Ak(ηk + Υkθ) + ek

+ (In −Kk+1Ck+1)Φkθ −Υk+1θ (14)
= (In −Kk+1Ck+1)Akηk + ek

+
[
(In −Kk+1Ck+1)AkΥk

+ (In −Kk+1Ck+1)Φk −Υk+1

]
θ (15)

= (In −Kk+1Ck+1)Akηk + ek, (16)

where the last equality is due to (7b) annihilating the content
of the brackets [· · · ].

The above successive equations are then summarized as

ηk+1 = (In −Kk+1Ck+1)Akηk + ek. (17)

Combine (2b), (5) and (9) to obtain

ỹk|k = Ckx̃k|k + vk. (18)

A simple substitution with (12) then leads to

ỹk|k = Ck(ηk + Υkθ) + vk (19)

= CkΥkθ + ỹ0k|k (20)

with

ỹ0k|k , Ckηk + vk. (21)

The claimed equality (6) is then obtained in (20). It remains
to confirm that the above defined ỹ0k|k is equal to the residual
that the Kalman filter would generate if it was applied to the
fault-free system, as stated in Proposition 1.

This ỹ0k|k as defined in (21) depends on Ck, ηk and vk, with
ηk satisfying (17). The last term of (17) is defined in (11)
from Kk+1, Ck+1, wk and vk+1. With (17), ηk is recursively
determined by the sequences Kk, Ck, Ak, ek, and by

η0 = x̃0|0 −Υ0θ = x̃0|0 − 0 θ = x̃0|0 = x0 − x̂0|0 (22)

following (12) and (7a). Hence ηk is independent of θ, so
is ỹ0k|k defined in (21). In other words, if the system was
“replayed” under the same conditions except the value of θ,
then ỹ0k|k would remain unchanged.

When θ = 0, (20) becomes ỹk|k = ỹ0k|k. In this particular
case (θ = 0), ỹk|k is the residual of the Kalman filter applied
to the fault-free system, so is ỹ0k|k, which is independent of θ.
Therefore, regardless of the value of θ, ỹ0k|k is equal to the
residual that the Kalman filter would generate if it was applied
to the fault-free system.

The proof of Proposition 1 is then completed. �
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B. Residual analysis rejecting unknown inputs

Now let us go back to the system formulated in (1), which
is copied below for ease of presentation and reading:

xk+1 = Akxk +Bkuk + Ekdk + wk + Φkθ (23a)
yk = Ckxk + vk. (23b)

The Kalman filter cannot be applied to this system, because
of the involved unknown input term Ekdk. Instead, the Kitani-
dis filter [37] will be used in what follows. In the fault-free
case (θ = 0), the Kitanidis filter minimizes the state estimation
error covariance while rejecting the unknown input. It is thus
a natural extension of the Kalman filter to systems involving
unknown inputs.

Like the Kalman filter in Section III-A, here the Kitanidis
filter is designed under the fault-free assumption (θ = 0), and
will be applied to the possibly faulty system (23), no matter
if θ = 0 or θ 6= 0 in reality. The residual generated by this
Kitanidis filter will be analyzed in order to establish a link
with sparse regression.

The Kitanidis filter [37] assuming θ = 0 is as follows:

P̄k+1|k = AkP̄k|kA
T
k +Qk (24a)

Σ̄k+1 = Ck+1P̄k+1|kC
T
k+1 +Rk+1 (24b)

Γk+1 = Ek − P̄k+1|kC
T
k+1Σ̄−1k+1Ck+1Ek (24c)

Ξk+1 = ETk C
T
k+1Σ̄−1k+1Ck+1Ek (24d)

Λk+1 = Γk+1Ξ−1k+1 (24e)

P̄k+1|k+1 = P̄k+1|k − P̄k+1|kC
T
k+1Σ̄−1k+1Ck+1P̄k+1|k

+ Λk+1Ξk+1ΛTk+1 (24f)

K̄k+1 = P̄k+1|kC
T
k+1Σ̄−1k+1

+ Γk+1Ξ−1k+1E
T
k C

T
k+1Σ̄−1k+1 (24g)

x̂k+1 = Akx̂k +Bkuk

+ K̄k+1(yk+1 − Ck+1Akx̂k − Ck+1Bkuk). (24h)

In the Kalman filter (4), state estimation is decomposed into
a prediction step and an update step, yielding respectively the
predicted state estimate x̂k+1|k and the updated state estimate
x̂k+1|k+1. In the case of the Kitanidis filter, however, state
prediction is impossible, because of the involved unknown
input. A single state estimate x̂k+1 is computed with the
recursive equation (24h), corresponding to the Kalman filter
recursion (8) combining the prediction step (4e) and the update
step (4g).

While the double index notations x̂k+1|k and x̂k+1|k+1 are
reserved for the Kalman filter, the single index notation x̂k is
used for the Kitanidis filter.

Proposition 2: Let

ỹk , yk − Ckx̂k, k = 0, 1, 2, . . . , (25)

be the residual generated with the Kitanidis filter (24), de-
signed under the fault-free assumption (θ = 0), but applied to
the possibly faulty system (23). Then ỹk is related to the fault
parameter vector θ through

ỹk = CkῩkθ + ỹ0k, (26)

where Ῡk ∈ Rn×p is a matrix sequence generated by

Ῡ0 = 0 (27a)
Ῡk+1 = (In − K̄k+1Ck+1)AkῩk

+ (In − K̄k+1Ck+1)Φk (27b)

with K̄k as in the Kitanidis filter (24), Ak, Ck,Φk as in
system (23), and ỹ0k corresponds to the residual that the
Kitanidis filter (24) would generate if it was applied to the
fault-free system characterized by θ = 0. �

Proof of Proposition 2.: Define

x̃k , xk − x̂k. (28)

Then, combining (23) and (24h) yields

x̃k+1 = (In − K̄k+1Ck+1)Akx̃k

+ (In − K̄k+1Ck+1)Ekdk + (In − K̄k+1Ck+1)Φkθ

+ (In − K̄k+1Ck+1)wk − K̄k+1vk+1. (29)

It turns out that the Kitanidis filter gain K̄k+1 satisfies

(In − K̄k+1Ck+1)Ek = 0. (30)

This equality can be checked as follows. It follows from (24d)
and (24g) that

K̄k+1Ck+1Ek = P̄k+1|kC
T
k+1Σ̄−1k+1Ck+1Ek

+ Γk+1Ξ−1k+1Ξk+1 (31)

= P̄k+1|kC
T
k+1Σ̄−1k+1Ck+1Ek + Γk+1 (32)

= Ek, (33)

where the last equality is due to (24c). Then, (30) is confirmed
by a simple rearrangement.

The important equality (30) cancels the term involving the
unknown input dk out of the error dynamics equation (29),
which then becomes

x̃k+1 = (In − K̄k+1Ck+1)Akx̃k + ēk

+ (In − K̄k+1Ck+1)Φkθ (34)

with

ēk , (In − K̄k+1Ck+1)wk − K̄k+1vk+1. (35)

The recursive equation (34) satisfied by x̃k is the same
as (10) satisfied by x̃k|k, except that here Kk is replaced by
K̄k. The same similarity is also observed between (11) and
(35). By copying the steps of the proof of Proposition 1 after
equation (11) with obvious notation adaptations, Proposition 2
is then proved. �

C. Residual generator boundedness

The residuals generated by the Kalman filter and by the
Kitanidis filter are recursively computed. In practice, it is im-
portant to ensure that the numerical computations are bounded.
The boundedness results of the Kalman filter and of the
Kitanidis filter have been established in the literature essen-
tially based on observability and controllability assumptions,
as shortly recalled below.
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For the state-space system (2), the Kalman filter is usually
analyzed under the conditions that the matrix sequence pair
[Ak, Ck] is uniformly completely observable, and the matrix
sequence pair [Ak, Q

1
2

k ] is uniformly completely controllable
[40], [36], where Q

1
2

k is a symmetric matrix square root of the
state noise covariance Qk. Note that the controllability condi-
tion does not concern the input uk, but the state noise wk. See
[40], [36] for the definitions of uniform complete observability
and controllability. A state-space model is both observable
and controllable if and only if it has the minimum number of
states [41]. In other words, if such a model is not observable
or not controllable, it can be reduced to an equivalent model
which is observable and controllable.

Under the observability and controllability conditions, the
Kalman filter is table, implying that its error covariance Pk|k
and its gain matrix Kk are bounded [40], [36], so is the
covariance of the fault-free residual ỹ0k|k. As expressed in (6),
the residual ỹk|k has an extra term CkΥkθ compared to the
fault-free residual ỹ0k|k. The matrix sequence Υk is generated
by filtering Φk through the linear filter (7), which has the same
transition matrix (In − Kk+1Ck+1)Ak as the Kalman filter
error dynamics equation (10). According to [36], the Kalman
filter error dynamics (10) is stable, so is the linear filter (7).
Then the matrix sequence Υk generated by the stable linear
filter (7) is bounded, given the boundedness of Φk assumed
in Assumption (i).

For the LTV system (1) subject to unknown inputs, similar
results about the Kitanidis filter have been established [42],
under a more involved observability condition, ensuring the
boundedness of the residual computation with the Kitanidis
filter.

IV. FAULT DIAGNOSIS BY SPARSE ESTIMATION

By modeling faults as deviations of the parameter vector θ
from its nominal value, fault detection amounts to detecting
changes in the mean value of the residual ỹk|k as expressed
in (6) or ỹk in (26), respectively based on Proposition 1 or 2.
In this work the generalized likelihood ratio test [1, Section
4.2.7] is applied for this purpose.

After the detection of any fault, fault diagnosis is performed
through sparse estimation based on the results developed in the
previous sections, under the assumption that θ contains few
non-zero components. The number of on-zero components of
θ is unknown. Let q denote this unknown number in order to
ease the presentation.

Given an LTV system (1), a Kitanidis filter (24) is designed
under the fault-free assumption (θ = 0). The output error ỹk
of this Kitanidis filter is then characterized by Proposition 2.

Let N denote the data sample length. With data collected
for k = 1, 2, . . . , N , a matrix X and a vector y are built as

X =


C1Ῡ1

C2Ῡ2

...
CN ῩN

 , y =


ỹ1
ỹ2
...
ỹN

 (36)

where CkῩk and ỹk are as in Proposition 2. Then, according
to (26),

y = Xθ + e (37)

with the error vector

e =


ỹ01
ỹ02
...
ỹ0N

 . (38)

As already discussed in the introduction, existing sparse
estimation algorithms can be applied to solve for θ under
the assumption that θ has few non-zero components. The
numerical examples in the next section will be based on
Lasso [43]. It is also possible to apply other algorithms, such
as Stability selection [44], Dantzig selector [45], Orthogonal
Matching Pursuit [46] and CoSaMP [47]. The Lasso solution
is given by

θ̂ = arg min
θ

(
1

2N
‖Xθ − y‖22 + λ‖θ‖1

)
(39)

where ‖ · ‖1 and ‖ · ‖2 denote respectively the l1 norm and l2
norm, and λ > 0 is a weighting coefficient.

The term λ‖θ‖1 controls the number of non-zero compo-
nents in the Lasso estimate θ̂. A tricky point is how to choose
the value of λ in practice. It is possible to choose λ by cross-
validation [23] if the available data set is large enough. In this
paper the following choice is adopted. The number of non-
zero components in the Lasso solution θ̂ decreases when λ
increases, and there is a wide range of λ in which θ̂ keeps
the same number of non-zero components. The value of λ is
chosen at the middle of this range, by numerically exploring
different values of λ. Numerical examples will be given in the
next section.

Like any fault detection and diagnosis problem in a stochas-
tic framework, decision making is subject to random errors.
When the data sample size N tends to infinity, Lasso is able
to asymptotically isolate the non-zero components of θ in
the sparse regression problem (37) under the irrepresentable
condition [48], [23]. Basically this condition means that the
columns of X in (37) corresponding to non-zero components
of θ are not too much correlated with the other columns of X .
In practice it is difficult to check this condition. In this paper,
X is filled in (36) with CkῩk. Each column of the matrix
sequence Ῡk is generated from the corresponding column
of Φk through (27), without interaction between different
columns, because the recursive matrix equation (27b) is indeed
a collection of vector equations in parallel, one for each
corresponding column of Ῡk+1, Ῡk and Φk. If the columns
of Φk are weakly correlated, so are the columns of Ῡk, and
therefore of X .

When the state-space system (2) is considered, the Kitanidis
filter is replaced by the Kalman filter, and accordingly, Propo-
sition 2 is replaced by Proposition 1, yielding a similar matrix
X and a similar vector y, in which Ῡk is replaced by Υk and
ỹk by ỹk|k.
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Fig. 2. Number of non-zero components of the Lasso estimate θ̂ per λ. This
number remains 5 in the range represented by red diamonds.

V. NUMERICAL EXAMPLES

Example 1 – simulations with asymptotic behavior evaluation

This first example is an LTV system in the form of (1),
which, as stated in Section II, is a well-known general
framework for researches on fault diagnosis. The considered
example is

xk+1 = Akxk + Edk + wk + Φkθ (40a)
yk = Cxk + vk, (40b)

with

Ak =

 −0.8 0.7 0.1 exp(−k)
−0.6 0 0.1 cos(k)

0.1 sin(k) −0.5 −0.4

 , B =

0
1
0

 , (41)

C =

[
1 0 0
0 0 1

]
, E =

−1
0
0

 . (42)

The input term Bkuk = 0 for all k ≥ 0 has been omitted from
(40). The unknown input

dk = 10 sin(0.1k) + εk + 100,

with a zero mean white Gaussian noise εk of unitary variance.
The constant 100 is added so that this simulated unknown
input is far from a zero mean noise. The matrix Φk ∈ R3×50

is randomly generated, with each entry following the uniform
distribution within [−17.3, 17.3]. The two white Gaussian
noise vectors wk and vk have their covariance matrices equal
to I3 and 0.5I2, respectively.

The fault parameter vector θ has 50 components. In each
simulation trial, 5 out of the 50 components of θ are randomly
drawn to be set to 1, while the other components are set to 0.

In every simulation trial, data are simulated for k =
1, 2, . . . , 100, i.e., the data sample size N = 100. The
Kitanidis filter (24) designed under the fault-free assumption
(θ = 0) then processes the simulated data.

5 10 15 20 25 30 35 40 45 50
0

0.2

0.4

0.6

0.8

1

1.2

Non-zero components values Lasso estimations
Least squares estimation
True non zero components

Fig. 3. Lasso estimation and least squares estimation. Diamonds: non-
zero components of the Lasso estimate θ̂, with each color corresponding to
one particular value of λ within the flat range at the middle of Figure 2.
Circles: least squares estimate of the non-zero components selected by Lasso.
Asterisks: simulated true non-zero components.

The Lasso estimate (39) is applied to (37), based on
Proposition 2, with different values of λ. For one of the
simulation trials, the number of non-zero components in the
Lasso estimate θ̂ is depicted against the value of λ in Figure 2.
These results show a large range of λ (represented by red
diamonds) within which the number of non-zero components
remains 5. For each value of λ within this range, do the 5 non-
zero components of the Lasso estimate θ̂ correspond to the true
non-zero components of θ? The results shown in Figure 3
(the diamonds) confirm that, for all these values of λ, the
Lasso estimate yields the same non-zero components, which
turn out to be in agreement with the simulated true non-zero
components of θ (the asterisks) in this example.

The Lasso estimate is biased due to the penalty term λ‖θ‖1
in (39). After having isolated the non-zero components of
θ with the value of λ in the middle of the flat range in
Figure 2, these non-zero components of θ are then estimated
by the classical least squares method. The result is illustrated
in Figure 3 by circles.

The numerical results presented above correspond to a
single realization of random noises wk, vk, randomly drawn
non-zero components of θ and randomly drawn signals in
Φk. To statistically evaluate the behavior of the proposed
approach, the simulation is repeated a large number of times.
Moreover, these experiments are made for different numbers
of non-zero components in θ, denoted by q. The simulation is
repeated 1000 times for each value of q, in order to evaluate
the successful fault isolation rate. In each simulation, fault
isolation is considered successful if all the non-zero compo-
nents of θ estimated by Lasso correspond to the true simulated
non-zero components. The results are reported in Figure 4
and Table I. It is in particular shown that the successful
isolation rate is 99.5% for q = 5, and 81.7% for q = 9.
The sparseness assumption becomes less appropriate when
q increases, therefore the performance of sparse estimation
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Fig. 4. Example 1. Successful fault isolation rates and the corresponding
number of simulated faults (number of non-zero components of θ) q. For
each number q from 5 to 25, the isolation rate is evaluated over 1000
random realizations. For each random realization, fault isolation is successful
if every non-zero component of θ is correctly isolated (no misdetection, nor
overdetection). Data sample length N = 100. The covariance matrix of the
output noise vk is diag([0.5, 0.5]). The covariance matrix of the state noise
wk is the 3× 3 identity matrix. See Table I for numerical values.
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Fig. 5. Example 1. Successful fault isolation rates and the corresponding
average signal-to-noise ratio (SNR) levels of the two output sensors. At each
SNR level, the isolation rate is evaluated over 1000 random realizations.
For each random realization, fault isolation is successful if every non-zero
component of θ is correctly isolated (no misdetection, nor overdetection).
Data sample length N = 100. Number of simulated faults q = 5. The
covariance matrix of the output noise vk is rI2 (I2 is the 2 × 2 identity
matrix). The covariance matrix of the state noise wk is the 3 × 3 identity
matrix. See Table II for numerical values.

decreases.
More experiments are then made at different signal-to-noise

ratio (SNR) levels. More specifically, in these simulations, the
covariance matrix of the sensor noise vector vk is set to rI2,
with I2 being the 2×2 identity matrix and with a scalar factor r
varying from 0.5 to 200. For each value of r, the simulation is
randomly simulated 1000 times. The successful fault isolation
rate over the 1000 realizations for each value of r is illustrated
in Figure 5. In each of the 1000 simulations, the SNR for each
of the two output sensors is computed, and the average SNR
for each sensor over the 1000 simulations for each value of r
is also shown in Figure 5. The numerical values corresponding
to Figure 5 are presented in Table II. These results show that,
the successful isolation rate is 97.4% when the SNR is about
21 dB, and 82.4% when the SNR is about 12 dB, with the
data sample size N = 100.

A. Example 2 – leakage diagnosis in a gas transportation
pipeline

This example of natural gas transportation pipeline is bor-
rowed from [15]. Leakage detection and localization are a
crucial issue for safe operation of pipelines, especially in
high pressure natural gas transportation. A major difficulty
for leakage monitoring is due to the distributed nature of
possible leakages along long pipelines. In this example, sparse
estimation will be applied to localize leakages. In [15], a
linear parameter varying model of the gas dynamics in a
gas transportation pipeline is experimentally established as
follows:

xk+1 = (A0 +Apρk)xk + (B0 +Bpρk)uk + wk (43a)
yk = (C0 + Cpρk)xk + (D0 +Dpρk)uk + vk, (43b)

where uk ∈ R and yk ∈ R are respectively the input mass
flow and the output mass flow, the state vector xk ∈ R2 is
composed of the internal mass flow and the pressure drop in
the pipeline. The scheduling variable ρk ∈ R is the average
of the pressure measurements. The sampling period is 2
minutes. The details about ρk and parameter values contained
in A0, Ap, B0, Bp, C0, Cp, D0, Dp are available in [15].

Let

Ak = A0 +Apρk (44)
Bk = B0 +Bpρk (45)
Ck = C0 + Cpρk (46)
Dk = D0 +Dpρk (47)

Φk = −
[
uk−1 uk−2 · · · uk−p

0 0 · · · 0

]
(48)

then the state-space model (43) is rewritten as

xk+1 = Akxk +Bkuk + wk + Φkθ (49a)
yk = Ckxk +Dkuk + vk (49b)

in which the additional term Φkθ represents possible leakages
proportional to delayed inputs uk, with delays related to the
distance between the leakage positions and the sensor position.
The non-zero components of θ ∈ Rp correspond to leakages.

The term Dkuk was not considered in the previous sections.
By moving it to the left hand side of (49b) and by replacing
yk by y′k , yk−Dkuk, then (49b) becomes y′k = Ckxk + vk.

Two leakage faults are simulated, corresponding to the 10-th
and the 15-th components of θ, both set to 10−4, while the
other components of θ ∈ R30 are zeros. The input signal uk
and the scheduling variable ρk are as in [15], and the output
signal yk is simulated with the state noise wk of covariance
[3.31 −2.18;−2.18 1.44] and the output noise vk of variance
104. The data sample length N = 500.

The Lasso estimate (39) is then applied to the innovation
sequence of the Kalman filter, based on Proposition 1, with
different values of λ. The number of non-zero components
in the Lasso estimate θ̂ is depicted against the value of λ in
Figure 6. These results show a large range of λ (represented
by red diamonds) within which the number of non-zero com-
ponents remains 2. For each value of λ within this range, the 2
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Number of faults q 5 6 7 8 9 10 11 12 13 14 15
Successful fault

isolation rate 99.5% 98.0% 95.4% 90.0% 81.7% 75.0% 65.5% 55.5% 44.4% 37.7% 29.5%

Number of faults q 16 17 18 19 20 21 22 23 24 25
Successful fault

isolation rate 25.1% 18.3% 14.6% 10.6% 9.0% 8.1% 4.0% 3.9% 2.7% 2.2%

TABLE I
Example 1. Successful fault isolation rates and the corresponding number of simulated faults (number of non-zero components of θ) q. For each number q

from 5 to 25, the isolation rate is evaluated over 1000 random realizations. For each random realization, fault isolation is successful if every non-zero
component of θ is correctly isolated (no misdetection, nor overdetection). Data sample length N = 100. The covariance matrix of the output noise vk is

diag([0.5, 0.5]). The covariance matrix of the state noise wk is the 3× 3 identity matrix. See Figure 4 for a graphical illustration.

Noise factor r 0.5 10 20 30 40 50 60 70 80 90 100
Output 1 SNR (dB) 34.06 21.65 18.64 16.54 15.37 14.32 13.60 12.86 12.42 11.66 11.63
Output 2 SNR (dB) 32.63 19.84 17.05 15.02 13.69 12.78 11.81 11.42 10.95 10.23 9.91

Successful fault
isolation rate 99.4% 97.4% 95.7% 93.3% 91.7% 89.2% 88.1% 87.6% 82.4% 79.9% 78.6%

Noise factor r 110 120 130 140 150 160 170 180 190 200
Output 1 SNR (dB) 11.32 11.15 10.56 10.11 10.78 9.808 9.727 9.403 8.892 8.784
Output 2 SNR (dB) 9.959 9.320 9.193 8.988 9.065 8.206 8.037 7.965 7.374 7.489

Successful fault
isolation rate 77.6% 74.2% 72.7% 74.7% 68.5% 68.4% 62.1% 59.7% 63.9% 57.5%

TABLE II
Example 1. Successful fault isolation rates and the corresponding average signal-to-noise ratio (SNR) levels of the two output sensors. At each SNR level,
the isolation rate is evaluated over 1000 random realizations. For each random realization, fault isolation is successful if every non-zero component of θ is

correctly isolated (no misdetection, nor overdetection). Data sample length N = 100. Number of simulated faults q = 5. The covariance matrix of the
output noise vk is rI2 (I2 is the 2× 2 identity matrix). The covariance matrix of the state noise wk is the 3× 3 identity matrix. See Figure 5 for a

graphical illustration.
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Fig. 6. Example 2 – number of non-zero components of the Lasso estimate
θ̂ per λ. This number remains 2 in the range represented by red diamonds.

non-zero components of the Lasso estimate θ̂ are represented
in Figure 7 by diamonds. For all these values of λ, the Lasso
estimate yields the same non-zero components in agreement
with the simulated true non-zero components of θ (represented
by asterisks).

The Lasso estimate is biased due to the penalty term λ‖θ‖1
in (39). After having isolated the non-zero components of θ,
their values are estimated by the classical least squares method,
as illustrated in Figure 7 by circles. This result shows that the
two simulated leakages are correctly isolated and estimated
with a good accuracy.
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Fig. 7. Example 2 – Diamonds: non-zero components of the Lasso estimate
θ̂, with each color corresponding to one particular value of λ within the
flat range at the middle of Figure 6. Circles: least squares estimate of the
non-zero components selected by Lasso. Asterisks: simulated true non-zero
components.

VI. CONCLUSION

To overcome the incompatibility between efficient sparse
estimation techniques available in the framework of linear al-
gebraic equations and fault diagnosis problems formulated for
dynamic systems modeled with state equations, a connection
between them has been established in this paper based on
advanced residual analyses of the Kalman filter and of the
Kitanidis filter. The numerical efficiency and the stability of
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the proposed approach rely on the related properties of the
involved filters. These results provide an effective solution to
fault diagnosis by avoiding large combinatorial problems, in
the framework of general time varying state-space systems
involving unknown inputs. For future works, applications to
mechanical structure vibration analysis will be investigated.
Some previous studies on fault diagnosis will also be revisited
in order to relax the limitation about fault parameter vectors,
such as in [49].
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