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Abstract.
Purpose: In clinical practice, positron emission tomography (PET) images are mostly analysed visually, but the

sensitivity and specificity of this approach greatly depends on the observer’s experience. Quantitative analysis of PET
images would alleviate this problem by helping define an objective limit between normal and pathological findings.
We present an anomaly detection framework for the individual analysis of PET images.

Approach: We created subject-specific abnormality maps that summarise the pathology’s topographical distri-
bution in the brain by comparing the subject’s PET image to a model of healthy PET appearance that is specific to
the subject under investigation. This model was generated from demographically and morphologically-matched PET
scans from a control dataset.

Results: We generated abnormality maps for healthy controls, patients at different stages of Alzheimer’s disease
and with different frontotemporal dementia syndromes. We showed that no anomalies were detected for the healthy
controls and that the anomalies detected from the patients with dementia coincided with the regions where abnormal
uptake was expected. We also validated the proposed framework using the abnormality maps as inputs of a classifier
and obtained higher classification accuracies than when using the PET images themselves as inputs.

Conclusions: The proposed method was able to automatically locate and characterise the areas characteristic of
dementia from PET images. The abnormality maps are expected to i) help clinicians in their diagnosis by highlighting,
in a data-driven fashion, the pathological areas, and ii) improve the interpretability of subsequent analyses, such as
computer-aided diagnosis or spatio-temporal modelling.

Keywords: Anomaly detection, Dementia, Image synthesis, Positron emission tomography.
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1 Introduction

Neurological diseases such as epilepsy1 or dementia2, 3 show heterogeneous patterns of anomalies
on neuroimages, for example positron emission tomography (PET) images. These specific patterns
of anomaly are important to distinguish between different syndromes and establish an accurate
diagnosis.4–9 In clinical practice, PET images are mostly analysed visually. The sensitivity and
specificity of this approach greatly depends on the observer’s experience and is not in favour of
centres where advanced expertise in image reading is unavailable.10 Quantitative analysis of PET
images would alleviate this problem by helping define an objective limit between normal and
pathological findings.

PET uptake can be quantitatively evaluated either regionally or on a voxel-by-voxel basis. In
regional analysis, the regional uptake is compared with the regional uptake expected in a normal
control population. This analysis usually requires prior knowledge to select the appropriate atlas
and relevant discriminant regions, which should be adapted to a specific pathology, limiting its
use.11

In voxel-wise analysis, a subject’s PET image is usually aligned to a standardised group space
to compare the uptake of the spatially normalised scan to a distribution obtained from normal
control scans, on a voxel-by-voxel basis. The approach implemented in Neurostat12, 13 consists of
registering the PET image of the subject under investigation to a standard space and comparing
it to a population of controls by means of a Z-score. The Z-score map is then projected onto
different surfaces resulting in three-dimensional stereotactic surface projections that are used for
image interpretation. Other software tools implementing a similar technique have been used for the
analysis of PET data, such as NeuroGam (GE Healthcare, Waukesha, WI, USA).14 Signorini et al.11

used the general linear model implemented in the Statistical Parametric Mapping (SPM) software
package15 to compare a subject PET image to a population of controls. The t statistic corresponds
to the difference between the mean uptake of the control group and the uptake of the subject being
analysed, divided by the error estimated with the control group data (after correction for age and
global metabolism). A similar approach was also used in 16, 10 and 17. Exploratory in nature,
voxel-wise techniques require less prior information than regional analysis, but their sensitivity is
limited by inter-subject variability in non-pathological tracer uptake, making pathological effects
harder to detect.11 The fact that the images have to be registered to a standard space can also
decrease the sensitivity as the non-linear registration step may conceal subtle anomalies.

In this paper, we propose a framework for the individual analysis of PET data that consists
of creating a subject-specific model of healthy PET appearance and comparing the patient’s PET
image to the model via a regularised Z-score. The resulting voxel-wise Z-score map can be in-
terpreted as an abnormality map, as it statistically evaluates the localised deviation of the subject-
specific uptake with respect to the healthy uptake distribution. The abnormality maps are meant
to help clinicians identify more easily pathological areas and also improve the interpretability of
subsequent computer-aided analyses. We validate the proposed framework first by generating ab-
normality maps for healthy control subjects to ensure that no erroneous abnormalities are detected.
We then generate abnormality maps for subjects at different stages of Alzheimer’s disease (AD)
and use them as features to feed a classifier. This is to ensure that the proposed method is able
to extract for each individual the signal characteristic of abnormality. Finally, we apply the pro-
posed framework to a dataset of subjects with different types of frontotemporal dementia (FTD)
syndromes. Preliminary work has been presented at conferences.18, 19 Contributions specific to this
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paper include a novel regularised Z-score, experiments to optimise the parameters, an extended
validation using an AD cohort, and an application of the framework to other types of dementia.

2 Methods

The proposed anomaly detection framework consists of selecting, in a control dataset, the subjects
that are the most similar to the subject being analysed in terms of demographic characteristics and
morphology, creating a subject-specific model of healthy PET uptake from the selected controls
and the target subject’s anatomical magnetic resonance (MR) image, and using the resulting model
to create a subject-specific abnormality map. The steps necessary to generate a subject-specific
abnormality map are summarised in Appendix A.

2.1 Database of control atlases

The approach relied on a database of atlases, each composed of a pair of co-registered anatomical
MR and PET images. The atlases were globally aligned in a common space. This was performed
by mapping to a common coordinate frame the MR images from all the atlases via an affine group-
wise registration.20 The transformations were then applied to the MR and PET images by updating
their image coordinate system (without resampling).

2.2 Atlas pre-selection

An atlas pre-selection step was performed to discard the control atlases too dissimilar to the target
and thus limit the computational time while maintaining a high synthesis accuracy. Two strategies
were explored: one relying on the demographic characteristics, the other on the anatomical images
themselves.

2.2.1 Demographic-based pre-selection

Both age and sex have been shown to influence brain metabolism, even though it is not clear
whether this can be explained by the underlying morphology.21–25 To limit this influence, the
demographic-based pre-selection first consisted of selecting the control atlases of the same gender
as the target. The atlases closest in terms of age to the target were then picked.

2.2.2 Image-based pre-selection

The image-based strategy preselects the atlases according to their global morphological similarity
to the target, as assessed by a global similarity measure, the normalised cross-correlation (NCC).
The anatomical MR image of a randomly-chosen reference atlas was affinely registered to the MR
image of the target subject. Because all the control atlases were pre-aligned with each other, the
resulting affine transformation was applied to the anatomical MR image of each control atlas and
the NCC was computed between each resampled control atlas and the target subject. The control
atlases with the highest NCC were selected.
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2.3 Inter-subject registration and atlas local selection

The anatomical MR images of the pre-selected atlases were non-rigidly registered to the target
subject’s MR image,26 and the PET images of the atlases, pre-aligned with the MR images, were
mapped using the same transformation to the target subject. This inter-subject coordinate mapping
was obtained using a symmetric global registration followed by a cubic B-spline parametrised non-
rigid registration as implemented in NiftyReg.26 The normalised mutual information was used as
similarity measure. The non-rigid registrations were performed with a pyramidal approach with
three levels. The finer lattice of control points had a spacing of 5 mm along each axis.

Once non-rigidly aligned with the target subject, the atlases closest in terms of morphology to
the target subject were identified. This morphological similarity was assessed at the voxel level us-
ing a local image similarity measure, the structural image similarity (SSIM).27 The SSIM between
two anatomical MR images IMRI and JMRI at voxel x is given by

SSIM(IMRI(x), JMRI(x)) =
2µIMRI(x)µJMRI(x) + C1

µ2
IMRI(x) + µ2

JMRI(x) + C1

×
2σIMRI,JMRI(x) + C2

σ2
IMRI(x) + σ2

JMRI(x) + C2

. (1)

C1 and C2 are two constants used to improve the stability of the structural similarity that depend
on the range of the voxel values27 (formulas given in Appendix A.4). The means and standard
deviations were calculated using a Gaussian kernelGσG with standard deviation σG through density
normalised convolution28, 29

µIMRI(x) =
[GσG∗IMRI](x)

[GσG∗Ω](x)
, σ2

IMRI(x) = µIMRI2(x)− µ2
IMRI(x),

σIMRI,JMRI(x) = µIMRI·JMRI(x)− µIMRI(x) · µJMRI(x),

where ∗ denotes the convolution operator. GσG ∗ Ω represents a density normalisation term that
compensates for areas with missing information where Ω is a density function equal to 1 where
the fields of view overlap and 0 otherwise. An illustration of mismatches between fields of view is
available in 30 (Fig. 6.1).

The local selection was performed via a weighted scheme. The weights reflect the contribution
of each control atlas to the model. They were obtained at each voxel x by ranking the SSIM across
the N control atlases globally pre-selected and by applying an exponential decay function:

wn(x) = e−βrn(x) , (2)

where rn(x) denotes the rank of the nth control atlas. Using the rank instead of the SSIM value
means that the sum and separation of the weights for different voxels are the same at each voxel
location, leading to more stable results.31 For each voxel, the atlases contributing the most to the
model are the ones with the highest morphological similarity to the target subject.

2.4 Subject-specific models of healthy PET appearance

To generate the subject-specific model, which is composed of two elements: a spatially-varying
weighted average and a spatially-varying weighted standard deviation, the control atlases locally
selected were fused based on their morphological similarity to the target subject. For each of the
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N pre-selected atlases in the control dataset, let the nth mapped PET image be denoted by JPET
n .

The two subject-specific model elements (IPET
µ , IPET

σ ) were computed as follows:

IPET
µ (x) =

∑N
n=1wn(x) · JPET

n (x)∑N
n=1wn(x)

,

IPET
σ (x) =

√√√√ Nw

Nw − 1

∑N
n=1wn(x) ·

(
JPET
n (x)− IPET

µ (x)
)2∑N

n=1 wn(x)

(3)

where Nw is the number of non-zero weights.

2.5 Subject-specific abnormality maps

To compare the target subject’s PET image (IPET) to the subject-specific model, in our preliminary
work18 a Z-score was computed for each voxel of the image. However, we observed that this
leads to the generation of high frequency signals in certain areas due to the standard deviation
approaching zero. To avoid this problem, we define a regularised Z-score

Z̃(x) =
IPET(x)− IPET

µ (x)

ÎPET
σ (x)

(4)

with

ÎPET
σ (x) =

{
Pk(I

PET
σ ) if IPET

σ (x) < Pk(I
PET
σ )

IPET
σ (x) otherwise

, (5)

where Pk(IPET
σ ) is the kth percentile of IPET

σ , computed only from brain voxels using a sorting-based
algorithm.

The voxel-wise regularised Z-score map can be interpreted as an abnormality map, as it statis-
tically evaluates the localised deviation of the subject-specific uptake with respect to the healthy
uptake distribution.

3 Validation on Alzheimer’s disease

3.1 Materials: Alzheimer’s disease cohort

Part of the data used in the preparation of this article were obtained from the Alzheimer’s Disease
Neuroimaging Initiative database (ADNI) (adni.loni.usc.edu). The ADNI was launched in 2003 as
a public-private partnership, led by Principal Investigator Michael W. Weiner, MD. The primary
goal of ADNI has been to test whether serial MRI, PET, other biological markers, and clinical
and neuropsychological assessment can be combined to measure the progression of mild cognitive
impairment (MCI) and early AD. For up-to-date information, see www.adni-info.org.

We selected 515 participants from the ADNI2 database who had T1-weighted (T1w) MRI,
18F-FDG PET, and Florbetapir (18F-AV45) PET images at baseline and were diagnosed as cogni-
tively normal (CN), early MCI (EMCI), late MCI (LMCI) or AD. The diagnosis relies on three
main criteria: the absence or presence of memory complaints, the Mini-Mental State Examination
(MMSE) score and the Clinical Dementia Rating (CDR) score.32 23 CN subjects with an amyloid
negative status were extracted from the main dataset for parameter optimisation purposes. This set
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Table 1 Summary of the ADNI participants’ demographics, clinical scores and amyloid status.

N Age Gender MMSE CDR Amyloid status

CNopti 23 74.6 ± 5.8 [65.4; 89.0] 9 F / 14 M 28.4 ± 1.6 [24; 30] 0: 23 23 - / 0 +
CN 131 73.6 ± 6.4 [56.2; 85.6] 67 F / 64 M 29.1 ± 1.1 [25; 30] 0: 131 89 - / 42 +
EMCI 142 70.9 ± 7.0 [55.5; 88.6] 65 F / 77 M 28.4 ± 1.6 [24; 30] 0: 1; 0.5: 141 74 - / 68 +
LMCI 120 72.0 ± 7.9 [55.0; 91.4] 62 F / 58 M 27.7 ± 1.8 [24; 30] 0.5: 119; 1:1 42 - / 78 +
AD 99 74.4 ± 8.0 [55.9; 88.5] 44 F / 55 M 22.9 ± 2.2 [19; 26] 0.5: 46; 1: 52; 2: 1 12 - / 87 +

Abbreviations: CN: cognitively normal; EMCI: early mild cognitive impairment; LMCI: late mild cognitive
impairment; AD: Alzheimer’s disease; MMSE: Mini-Mental State Examination; CDR: global Clinical Dementia

Rating.

is referred to as the CNopti dataset in the following. Table 1 summarises the demographic character-
istics, clinical scores, and amyloid status of the participants. Subjects were categorised as amyloid
positive (Aβ+) or negative (Aβ−) based on a cortical mean cutoff of 1.11 on Florbetapir PET.33

The database of control atlases used in this paper is composed of the CN participants amyloid
negative (n = 89).

3.1.1 Image acquisition

The acquisition protocols of the 3D T1w images can be found in 34. The images were down-
loaded after correction of image geometry distortion due to gradient non-linearity (gradwarp) and
correction of the image intensity non-uniformity.34 The ADNI2 FDG PET protocol consisted of
a dynamic acquisition of six five-minute frames, 30 to 60 minutes post-injection, and the Florbe-
tapir PET protocol consisted of a dynamic acquisition of four five-minute frames from 50 to 70
minutes post-injection.35 For both tracers, images were downloaded after several stages of prepro-
cessing: frame averaging, spatial alignment, interpolation to a standard voxel size, and smoothing
to a common resolution of 8 mm full width at half maximum.

3.1.2 Image preprocessing

For each subject, the T1w MR image was corrected for intensity non-uniformity following a non-
parametric intensity non-uniformity normalisation method36 and was mapped to the PET images
using a rigid transformation. The T1w MR images, resampled to the PET voxel grid of 1.5 × 1.5
× 1.5 mm3, were then parcellated into 143 different regions using a multi-atlas propagation and
fusion algorithm implemented in NiftySeg.37 The PET images were intensity-normalised using
the average uptake in reference regions that were extracted from the parcellated T1w MR images.
The pons was used for the FDG PET images38 and the whole cerebellum for the Florbetapir PET
images.39 The MR and PET images of all the subjects were globally aligned in the common space
of the control atlases (Sec. 2.1), via an affine groupwise registration.20 This step is not necessary
to generate abnormality maps but facilitates the subsequent group-space analyses.

3.2 Parameter optimisation

Two parameters were optimised using a leave-one-out cross validation on the 23 subjects from
the CNopti subset: the standard deviation of the Gaussian kernels used in Eq. (1) (σG, expressed
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in voxels), which controls the size of the neighbourhood where the local similarity measure is
computed:

σG =
[

1 3 5 7 9
]
,

and β from Eq. (2) whose value influences the repartition of the weights:

β =
[

1 0.5 0.25 0.1 0.01
]
.

The weighted sum tends to the mean when β is small.
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Results – Parameter optimisation

Fig 1 Average rMAE between the real and pseudo-healthy PET images
in the grey matter (GM) and whiter matter (WM) regions for varying
values of σG and β. The selected parameters are σG = 3 and β = 0.25,
giving an average rMAE of 10.1% (GM) and 8.6% (WM) for FDG PET
and 10.4% (GM) and 7.6% (WM) for Florbetapir PET.

For each tracer, a pseudo-healthy
PET image (Iµ in Eq. (3)) was gener-
ated using the proposed method from
the subject’s T1w MR image. This
pseudo-healthy PET image was then
compared to the real PET image (I)
using the relative mean absolute er-
ror, defined as

rMAE = 100 ∗
∑

x |Iµ(x)− I(x)|∑
x I(x)

.

(6)
The rMAE was computed in the

grey matter (GM) and white matter
(WM) regions for both tracers. Val-
ues averaged over all subjects are
shown in Fig. 1. For both tracers,
the lowest MAE were obtained with
σG = 2 or 3 and β = 0.25. We chose
σG = 3 to favour smoother and less
patchy images. The selected param-
eters are thus σG = 3 and β = 0.25,
giving an average rMAE of 10.1%
(GM) and 8.6% (WM) for FDG PET
and 10.4% (GM) and 7.6% (WM) for
Florbetapir PET.

The percentile used in Eq. (5) to regularise the Z-score was determined experimentally as a
compromise between reducing the number of outliers and preserving enough standard deviation
information. It was set to k = 10.

3.3 Validation scheme

The validation was performed in two steps. First, the pseudo-healthy PET images of the CN
subjects amyloid negative were compared with their real PET images. The abnormality maps were
then used as features to perform individual classification.
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3.3.1 Synthesis accuracy

The first step of the validation consisted of comparing the pseudo-healthy PET images of the
CN subjects amyloid negative to their real PET images. As these subjects should not present
abnormalities, the pseudo-healthy and real PET images should be as similar as possible. This
similarity was assessed using the rMAE.

3.3.2 Individual classification

To assess the ability of the abnormality maps to extract relevant information from PET data, the
abnormality maps were used as features to feed a linear SVM classifier.

Non-linear alignment to group space A way to compare the abnormality maps, each generated
in the subject’s native space, across all the subjects, is to align them with each other. As the
T1 images from all the subjects were already mapped to a common coordinate frame via an affine
groupwise registration, the T1 images were subsequently non-rigidly registered to the group-space.
The same transformations were then applied to the abnormality maps.

Linear SVM classifier We chose a linear SVM to classify the abnormality maps. A linear kernel
was calculated using the inner product for each pair of abnormality maps available in the dataset
(using all the brain voxels). The cross-validation (CV) procedure included two nested loops: an
outer loop evaluating the classification performance and an inner loop used to optimise the hyper-
parameter C that regularises the SVM. For the outer loop, we used 250 stratified shuffle splits with
a test size of 30%. Note that, for a same task, the splits were kept the same between the different
types of features tested. We used an inner k-fold with k = 10. This individual classification was
performed with tools implemented in Clinica40 that rely on scikit-learn.41

Classification tasks The experiments consisted of different tasks with varying degrees of diffi-
culty:

• differentiating cognitively normal subjects from subjects with a disease, i.e. CN Aβ− vs AD
Aβ+, CN Aβ− vs LMCI Aβ+, CN Aβ− vs EMCI Aβ+ (using FDG PET);

• differentiating between subjects at the beginning and at the end of the early stage of the
disease, i.e. EMCI Aβ+ vs LMCI Aβ+ (using FDG PET);

• differentiating between amyloid negative and amyloid positive subjects, i.e. Aβ− vs Aβ+

(using Florbetapir PET).

For the first two experiments, 322 subjects (89 CN Aβ−, 68 EMCI Aβ+, 78 LMCI Aβ+ and 87
AD Aβ+) were considered, while for the last experiment 492 subjects (217 Aβ− and 275 Aβ+)
were analysed.
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CN
Age: 73 – MMSE: 28 – CDR: 0

EMCI
Age: 73 – MMSE: 30 – CDR: 0.5

LMCI
Age: 59 – MMSE: 24 – CDR: 0.5

AD
Age: 56 – MMSE: 21 – CDR: 1
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Fig 2 Examples of FDG (top) and Florbetapir (bottom) abnormality maps obtained for a cognitively normal sub-
ject (CN) and patients with early mild cognitive impairment (EMCI), late mild cognitive impairment (LMCI) and
Alzheimer’s disease (AD). For each subject, the T1w MRI, PET and abnormality map (demographic-based pre-
selection) are displayed. A highly negative Z-score (blue) indicates a reduced PET uptake in the subject relative
to the controls while a highly positive Z-score (red) indicates an increased PET uptake in the subject relative to the
controls.

Comparison with standard approaches To set the results in perspective, the subjects’ PET
image itself and two standard Z-maps were also used as features and fed to the classifier. For
each subject, a first Z-map was obtained by comparing the subject’s PET image in the group space
to the mean and standard deviation computed from the 89 subjects of the control dataset, also in
the group space. A second Z-map was obtained by first pre-selecting the control subjects using
demographic characteristics, as in Sec. 2.2.1, and comparing the subject’s PET image in the group
space to the mean and standard deviation computed from the pre-selected control subjects, also in
the group space.

3.4 Results

Abnormality maps were generated for each of the 492 ADNI2 participants selected, for both the
FDG and Florbetapir PET images. Note that for the CN β− subjects (forming the control dataset),
a leave-one-out strategy was used, i.e. the images of the CN subject being processed were excluded
from the control database. For the demographic-based pre-selection, the 30 control atlases of the
same gender and closest in terms of age to the target subject were selected. For the image-based
pre-selection, the 30 control atlases with the highest NCC were selected. The number of pre-
selected atlases was chosen as a compromise between having a representative database of controls
and computational time.

Examples of abnormality maps are displayed in Fig. 2 for a CN, an early MCI, a late MCI and
an AD subject. We observe that, as expected, no specific signal is being detected for the CN subject,
for both the FDG and Florbetapir tracers. For the EMCI and LMCI subjects, abnormal glucose
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uptake is detected mainly in the precuneus and in the medial-lateral temporal lobe, and abnormal
amyloid deposition is detected in the frontal, parietal, temporal and cingulate cortices, which is
consistent with previous observations.42 Finally, for the AD subject, abnormal glucose uptake
is also detected mainly in the precuneus and in the medial-lateral temporal lobe, and abnormal
amyloid deposition is detected in all the cortex, which is typical of AD.43

3.4.1 Synthesis accuracy

FDG Florbetapir
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Fig 3 Boxplots displaying the mean (diamond), median,
lower and upper quartiles, and minimum and maximum of
the rMAE between the real and pseudo-healthy PET im-
ages for the CN amyloid negative subjects.

The rMAE results obtained when comparing
the pseudo-healthy PET images of the CN sub-
jects amyloid negative with their real PET im-
ages are displayed in Fig. 3.

The pre-selection strategy has no signifi-
cant impact (p > 0.05, paired t-test) on the
synthesis accuracy: for the FDG tracer, the
average rMAE is of 11.6% for the image-
based and 11.4% for the demographic-based
pre-selection; and for the Florbetapir tracer,
the average rMAE is of 11.5% for the image-
based and 11.3% for the demographic-based
pre-selection. These results are consistent with
the ones obtained for the optimisation dataset
(rMAE in the brain of 11.2% for FDG and
10.9% for Florbetapir).

3.4.2 Individual classification

The balanced accuracies obtained for the different features and tasks are displayed in Table 2. No
matter the task, the abnormality maps obtained with the demographic-based pre-selection lead to
similar (Florbetapir PET tasks) or higher (FDG PET tasks) balanced accuracies than the abnor-
mality maps obtained with the image-based pre-selection. The effect of the demographic-based
pre-selection is also visible when comparing the Z-maps computed from the whole control dataset
or from pre-selected control subjects: the accuracy is usually equivalent or higher in the later
case. The classification performance is generally higher when the Z-maps and abnormality maps
are used as features rather than the PET images themselves. For the majority of the FDG tasks,
the balanced accuracy obtained for the proposed method with demographic-based pre-selection
is slightly higher than the balanced accuracy obtained using the Z-maps with demographic-based
pre-selection as features. The benefits of the abnormality maps seem to slightly increase with the
difficulty of the task: 62.2% vs 64.7% for the CN vs EMCI task and 60.6% vs 61.1% for the EMCI
vs LMCI task.

When analysing Florbetapir data, using the PET images themselves, the state-of-the-art Z-maps
or the proposed abnormality maps leads to similar, highly accurate, classification results. These
highly accurate results were expected, but are here confirmed, as differentiating amyloid negative
from amyloid positive subjects based on features extracted from Florbetapir data is a quite trivial
task.
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Table 2 Balanced accuracy obtained when using PET images, state-of-the-art Z-maps, and the subject-specific abnor-
mality maps (both with image-based and demographic-based pre-selection) as features of the linear SVM classification
algorithm. The average ± SD balanced accuracy, obtained over 250 repeats, is expressed in percentages. For each
task, the highest balanced accuracy is highlighted with bold font.

Tracer Task PET
Z-map
(No pre-
select.)

Z-map
(Demographic
pre-select.)

Abn. map
(Image pre-
select.)

Abn. map
(Demographic
pre-select.)

CN Aβ− vs AD Aβ+ 89.3 ± 4.3 90.8 ± 3.9 90.9 ± 4.1 91.4 ± 3.9 92.4 ± 3.7
CN Aβ− vs LMCI Aβ+ 73.4 ± 6.1 75.3 ± 5.2 77.2 ± 5.3 74.9 ± 5.2 76.7 ± 5.3
CN Aβ− vs EMCI Aβ+ 58.3 ± 6.7 62.6 ± 6.2 62.2 ± 5.8 60.0 ± 6.2 64.7 ± 5.8FDG

EMCI Aβ+ vs LMCI Aβ+ 58.3 ± 6.0 59.1 ± 6.2 60.6 ± 6.1 56.3 ± 6.4 61.1 ± 6.0
Florbetapir Aβ− vs Aβ+ 95.0 ± 1.5 96.3 ± 1.3 96.2 ± 1.3 96.1 ± 1.3 96.1 ± 1.4

Overall, the classification results obtained for the abnormality maps confirms their ability to
detect meaningful signal from both FDG and Florbetapir PET images.

4 Application to frontotemporal dementia

4.1 Materials: frontotemporal dementia cohort

Data for the FTD cohort were obtained from NIFD, which uses the ADNI platform to make avail-
able data from the frontotemporal lobar degeneration neuroimaging initiative (FTLDNI). FTLDNI
(http://memory.ucsf.edu/research/studies/nifd) is founded through the National Institute of Aging,
and started in 2010. The primary goals of FTLDNI are to identify neuroimaging modalities and
methods of analysis for tracking frontotemporal lobar degeneration and to assess the value of
imaging versus other biomarkers in diagnostic roles. The Principal Investigator of FTLDNI is
Dr. Howard Rosen, MD at the University of California, San Francisco. The data is the result of
collaborative efforts at three sites in North America.

We focused on the 12 participants who had T1w MRI and 18F-FDG PET images with an it-
erative reconstruction at baseline. Four subjects were cognitively normal (CN), seven diagnosed
as behavioural variant FTD (bvFTD) and one as semantic variant primary progressive aphasia
(svPPA). The neuropsychological battery included functional measures, such as the FTD-specific
Clinical Dementia Rating (CDR), and cognitive measures, such as the Mini-Mental State Exam-
ination (MMSE) that includes tests of orientation, attention, memory, language and visuospatial
ability, the Boston Naming Test (BNT) that assesses word-finding ability, and a verbal fluency test
assessing the ability to retrieve specific information within the animal category.44, 45 The subjects’
demographic characteristics and clinical scores are displayed in Fig. 4.

4.1.1 Image acquisition

Both the MRI and PET images were acquired at the Mayo Clinic, Rochester. 3D T1w MR images
were acquired on a GE Discovery MR750 or GE Signa HDxt 3T scanner using the following
sequence parameters: TR ≈ 7 ms, TE ≈ 3 ms, TI = 900 ms, flip angle = 8◦, slice thickness
= 1.2 mm, in-plane resolution = 1.0 × 1.0 mm2, matrix = 256 × 256 × 166. The images were
downloaded after correction of image geometry distortion due to gradient non-linearity (gradwarp)
and correction of the image intensity non-uniformity. The FDG PET images were acquired on a
GE Discovery RX PET/CT scanner following a protocol that consisted of a dynamic acquisition of
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L      R

BIDS_ID # Dx Age Gender FTD-
CDR-SB MMSE BNT Verb Flu

sub-NIFD2S0005 01 CN 56.8 M 0 30 15 23

sub-NIFD2S0010 02 CN 58.1 F 0 30 15 23

sub-NIFD2S0008 03 CN 64.9 F 0 30 15 31

sub-NIFD2S0012 04 CN 69.2 M 0 28 15 23

sub-NIFD2S0014 05 bvFTD 53.2 M 6 26 15 16

sub-NIFD2S0001 06 bvFTD 64.1 M - - 3 7

sub-NIFD2S0006 07 bvFTD 64.2 M 3 18 4 4

sub-NIFD2S0002 08 bvFTD 64.4 M 5.5 27 15 5

sub-NIFD2S0007 09 bvFTD 65.5 M 2.5 30 15 21

sub-NIFD2S0004 10 bvFTD 66.2 M 4 25 8 7

sub-NIFD2S0009 11 bvFTD 68.1 F 4.5 20 14 4

sub-NIFD2S0013 12 svPPA 69.6 M 2.5 26 2 3

Orbitofrontal
dlPFC vmPFC

LateralTemp
AnteTemporal

Parietal
Occipital

Cingulate
Insula Midbrain

Fig 4 Left: NIFD participants’ demographics and clinical scores. Right: Average Z-scores obtained with the proposed
method for each subject and ROI. The subjects were sorted by diagnosis and age. A highly negative Z-score (blue)
indicates a reduced FDG uptake in the subject relative to the controls while a highly positive Z-score (red) indicates
an increased FDG uptake in the subject relative to the controls. Abbreviations: CN: cognitively normal; bvFTD:
behavioural variant frontotemporal dementia (FTD); svPPA: semantic variant primary progressive aphasia; MMSE:
Mini-Mental State Examination; FTD-CDR-SB: FTD-specific Clinical Dementia Rating sum of boxes; BNT: Boston
Naming Test; Verb Flu: verbal fluency; dlPFC: dorsolateral prefrontal region; vmPLC: ventromedial prefrontal region;
LateralTemp: lateral temporal region; AnteTemporal: anterior temporal region; L: left; R: right.

six five-minute frames, 30 to 60 minutes post-injection. PET images were reconstructed using a 3D
iterative method and displayed in a 256 × 256 × 47 matrix (voxel size 1.17 × 1.17 × 3.27 mm3).

4.1.2 Image preprocessing

The T1w MR images were corrected for intensity non-uniformity36 and parcellated into 143 dif-
ferent regions.37 For each PET acquisition, each frame was rigidly registered to the first frame
and the co-registered frames were then averaged. The averaged PET image was mapped to the
T1w MR image using a rigid transformation. The PET image, resampled to the T1w MRI, was
smoothed using a Gaussian kernel with a standard deviation of two voxels (to obtain images with a
resolution similar to that of the ADNI database) and intensity-normalised using the average uptake
in the pons, which was extracted from the parcellated T1w MR image.

4.2 Results

Abnormality maps were generated for the 12 subjects of the FTD cohort using the CN subjects
amyloid negative from the ADNI cohort as atlases. Demographic-based pre-selection was per-
formed by selecting the 30 control atlases of the same gender and closest in terms of age to the
target subject.

Abnormality maps obtained for two bvFTD subjects and the svPPA subject are displayed in
Fig. 5. This figure highlights the fact that bvFTD is a very heterogeneous syndrome: neurodegen-
eration can affect the frontal lobe (Fig. 5, centre), or also the temporal and parietal lobes (Fig. 5,
left).46, 47 The svPPA subject shows typical asymmetric hypometabolism affecting mainly the tem-
poral pole, entorhinal area and hippocampus.48
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bvFTD
Age: 64.4 – MMSE: 27 – FTD-CDR-SB: 5.5

svPPA
Age: 69.6 – MMSE: 26 – FTD-CDR-SB: 2.5

Z-score Z-scoreSUVR
0 1 2 -3 0 3 -6 0 6-2.5 2.5

bvFTD
Age: 64.2 – MMSE: 18 – FTD-CDR-SB: 3

L

Fig 5 Examples of abnormality maps obtained for two subjects with bvFTD and a subject with svPPA. For each
subject, the T1w MRI, PET and abnormality map, both with and without thresholding, are displayed. The threshold
is set at 2.5. A highly negative Z-score (blue) indicates a reduced FDG uptake in the subject relative to the controls
while a highly positive Z-score (red) indicates an increased FDG uptake in the subject relative to the controls. The
first bvFTD subject corresponds to subject #07 in Fig. 4, and the second to subject #08.

Comparisons were restricted to ten clinically relevant regions for the sake of brevity. These
regions were either selected to represent the areas where abnormal uptake, compared with controls,
is expected for bvFTD:
• the orbitofrontal region, comprising the anterior, posterior, medial and lateral orbital gyri;49–52

• the dorsolateral prefrontal region, comprising the inferior, middle and superior frontal gyri;49–53

• the ventromedial prefrontal region, comprising the gyrus rectus, medial frontal cortex, sub-
callosal area, superior frontal gyrus medial segment;50–53

• the lateral temporal region, comprising the inferior, middle and superior temporal gyri;51–53

• the parietal region, comprising the precuneus and the supramarginal and angular gyri;49–52

• the cingulate;50–53

• the insula;50–52

• the midbrain region, comprising the caudate, pallidum, putamen and thalamus;49–51, 53

or svPPA:
• the anterior temporal region, comprising the hippocampus, amygdala, temporal pole and

entorhinal area;48

or to act as a neutral region where no hypometabolism is expected:
• the occipital region, comprising the inferior, middle and superior occipital gyri, and occipital

fusiform gyrus.
Each hemisphere was analysed separately to account for left/right asymmetry.

Fig. 4 displays average Z-scores obtained with the proposed method for each ROI. We note
that the controls have approximately zero Z-scores in all regions while highly negative Z-scores
are observed for bvFTD and svPPA subjects in regions where a reduced uptake is expected when
compared with healthy controls. The svPPA subject shows typical asymmetric hypometabolism
affecting the anterior temporal region.48 This figure again highlights the heterogeneity of bvFTD:
the areas affected and the degree of hypometabolism vary across subjects. Several subjects present
hypometabolism only in the frontal lobe (e.g. subject #08), while for others hypometabolism is
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present in both the frontal and temporal lobes (e.g. subject #07). The parietal region can also be af-
fected, even though not as much as the frontal and temporal regions (subject #07). On the contrary,
we observe for some patients a hypermetabolism in the occipital region (e.g. subject #08), which
has already been described.53 The subjects may or may not present left/right observed asymme-
tries. The degree of hypometabolism appears consistent with the neuropsychological scores. For
example, the low degree of anomaly observed for subject #09 can be explained by his high MMSE,
BNT and verbal fluency scores, and low FTD-CDR score, compared with the other bvFTD sub-
jects. Subjects with the highest degree of anomaly in the left anterior temporal region are the ones
with the lowest verbal fluency score, which is in accordance with the fact that this region has been
shown to be critical for semantic abilities.54

5 Discussion

We presented a method for the individual analysis of PET data providing voxel-wise statistics of
normality/abnormality. The method consists of creating a subject-specific model of healthy PET
appearance and comparing the patient’s PET image to the model via a regularised Z-score. We
validated the proposed method by generating abnormality maps for healthy controls and subjects
at different stages of Alzheimer’s disease, and we applied the framework to the analysis of fron-
totemporal dementia.

We first ensured that the method was able to generate accurate subject-specific models of
healthy PET appearance by applying it to normal control subjects and showed that no anoma-
lies were detected for this population (Fig. 2, 3 and 4). We then applied it to subjects at different
stages of Alzheimer’s disease and to subjects with two subtypes of frontotemporal dementia. In
both cases, we observed that the abnormality maps obtained with the proposed method coincided
with the regions where uptake abnormalities were expected (Fig. 2, 4 and 5).

The proposed framework was also validated using the abnormality maps as inputs of a classi-
fier. For comparison, we also used the PET images themselves and standard Z-maps as features.
The different approaches produced comparable accuracies for all the tasks tested: differentiating
CN from early MCI, late MCI and AD, differentiating early from late MCI, and differentiating
amyloid negative subjects from amyloid positive subjects. More accurate results were systemat-
ically obtained with the proposed method than with the PET images themselves. Theses results
demonstrated that the proposed approach was able to automatically locate and characterise the ar-
eas characteristic of dementia. The classification results also highlighted the importance of select-
ing control subjects matching the demographic characteristics of the subject under investigation.
This may be due to the fact that age and sex influence brain metabolism, and that these differences
are not captured when comparing structural MR images. Note that the objective of the proposed
framework was not to generate features leading to a higher classification accuracy, but rather to
provide feature maps easily interpretable.

The subject-specific model is composed of two elements: a spatially-varying weighted average
and a spatially-varying weighted standard deviation. The former could be obtained using other
image synthesis approaches, such as deep learning methods,55–60 which have been shown to be
more accurate than atlas-based methods.61–63 However, they would not generate the later in a
straightforward manner. The standard deviation is an important component of the model as it
decreases the degree of the anomalies detected in areas where the uncertainty is high, reducing the
amount of false positives.
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Others have used image synthesis for anomaly detection. Ye et al. proposed a patch-based
modality propagation technique to synthesise pseudo-healthy T2-weighted from T1w MR images
for tumour detection.64 A patch-based approached has also been developed in 65 to synthesise
pseudo-normal chest radiographs. In 66, a regression-based method has been proposed to synthe-
sise pseudo-healthy FLAIR from T1w images for white matter lesion segmentation. Yang et al.67

synthesised pseudo-normal images from images with lesions to improve registration. They used a
variational auto-encoder to learn the brain appearance from the normal areas of the pathological
images only and estimate the reconstruction uncertainty of the predicted pseudo-normal image.
Various auto-encoder models have been explored in 68–74 for brain lesion detection. Adversar-
ial learning has been used as well to learn mappings between abnormal and normal tissues, and
detect tumours on brain MR images60, 75, 76 or fluid on optical coherence tomography images of
the retina.77 Generative adversarial networks have also been used to generate pseudo-healthy PET
images from T1w MR images to detect hypometabolic lesions in the context of epilepsy.78 Except
for 67, these approaches do not estimate the synthesis uncertainty, which is important to assess
the significance of the anomalies detected. Future work will consist in comparing the proposed
method with several of these deep learning-based approaches.

A limitation of the proposed strategy is the computational cost. The bottleneck is the inter-
subject registration, which takes on average 18 min per atlas when run on two standard CPUs for a
reference image of size 256 × 256 × 166. When the inter-subject registrations are run in parallel
for all the atlases, an abnormality map can be generated in less than 25 min. The inter-subject
registration step could be accelerated using deep learning-based approaches that can perform pair-
wise registration in less than a minute.79–81

6 Conclusion

We proposed an anomaly detection framework for the individual analysis of PET images. Subject-
specific abnormality maps were obtained by comparing the subject’s PET image to a model of
healthy PET appearance that is specific to the subject under investigation. This model was gener-
ated from demographically and morphologically-matched PET scans from a control dataset. The
abnormality maps could have two complementary uses. They could i) help clinicians in their diag-
nosis by highlighting, in a data-driven fashion, the pathological areas obtained from the individual
PET data, and ii) improve the interpretability of subsequent analyses, such as computer-aided di-
agnosis or spatio-temporal modelling.

Article published in SPIE Journal of Medical Imaging (doi:10.1117/1.JMI.8.2.024003) Page 15

https://doi.org/10.1117/1.JMI.8.2.024003


Appendix A: Summary of the workflow

In this appendix we summarise the steps necessary to generate a subject-specific abnormality map
from a patient’s MR and PET images using a dataset of MR and PET images from control subjects.
In particular, we specify the tools and parameters used.

A.1 Intra-subject registration

To build the control dataset, each control MR image is rigidly registered to the PET image using
NiftyReg1:
reg_aladin -ref <ControlPET> -flo <ControlMRI>

-aff <rigid_ ControlMRI _to_ ControlPET>
-res <ControlMRI to PET>
-maxit 10 -rigOnly

The target patient’s MR image is registered to its PET image in the same way.

A.2 Atlas pre-selection

Only the controls with the same gender and closest in terms of age to the target patient are pre-
selected. Pre-selecting around 30 atlases reduces the computational time while maintaining a good
synthesis accuracy.30

A.3 Inter-subject registration

For each pre-selected atlas, the control MR image is non-rigidly registered to the target patient MR
image and the same transformation is then applied to the control PET image using NiftyReg:
reg_aladin -ref <TargetMRI to PET> -flo <ControlMRI to PET>

-aff <affine_ ControlMRI to PET _to_ TargetMRI to PET>
reg_f3d -ref <TargetMRI to PET> -flo <ControlMRI to PET>

-aff <affine_ ControlMRI to PET _to_ TargetMRI to PET>
-cpp <cpp_ ControlMRI to PET _to_ TargetMRI to PET>
-res <res_ ControlMRI to PET _to_ TargetMRI to PET>
-sx 5 --nmi -ln 3 -lp 3 -be 0.01 -maxit 1000

reg_resample -ref <TargetMRI to PET> -flo <ControlMRI to PET>
-trans <cpp_ ControlMRI to PET _to_ TargetMRI to PET>
-res <res_ ControlPET _to_ TargetMRI to PET>
-pad nan -inter 1

A.4 Atlas local selection

The registered controls morphologically the most similar to the target patient are identified at a
local scale. For each voxel, the SSIM is computed between the target subject MR image and each

control MR image using Eq. (1) with σG = 3, C1 =
(

max(max(IMRI),max(JMRI))
max(min(min(IMRI),min(JMRI)),1)

× 0.001
)2

and

C2 =
(

max(max(IMRI),max(JMRI))
max(min(min(IMRI),min(JMRI)),1)

× 0.003
)2

.

1https://github.com/KCL-BMEIS/niftyreg
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A.5 Subject-specific model of healthy PET appearance

The similarity measure is then ranked across all the control subjects and the ranks are converted
to weights using Eq. (2) with β = 0.25. To generate the subject-specific healthy-population mean
and standard deviation, the controls’ registered PETs are fused using a weighted average and a
weighted standard deviation as described in Eq. (3).

A.6 Subject-specific abnormality map

The subject-specific abnormality map is finally obtained by comparing the target patient’s PET
image with the subject-specific model using the regularised Z-score proposed in Eq. (4) with the
percentile set to k = 10.
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