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On Resolvable Mixed Path Designs
JEAN-CLAUDE BERMOND, KATHERINE HEINRICH AND MIN-L1I Yu

For k=2 the complete multigraph AK, has a factorization into s -+ spanning subgraphs
(st#0), s of which are 1-factors and ¢ of which are the union of n/k vertex-disjoint paths of
length k — 1 iff n =0 (mod 2), n =0 (mod k) and ks + 2t(k — 1) = Ak(n — 1).

1. INTRODUCTION

Let G be a multigraph. An H-factor in G is a spanning subgraph of G, each
component of which is isomorphic to the graph H. If the edges of G can be partitioned
into H-factors we say that G has an H-factorization.

There has been considerable study of H-factorizations of AK, (the complete

multigraph on n vertices in which each edge has multiplicity }.) For example, when
H =K, an H-factor is a 1-factor and AK,, has a 1-factorization iff n is even. When
H = C,, the cycle of length k, k=3, it has been shown (see [1] and the references
therein) that K, has a C-factorization iff n=0 (mod k) and » is odd. (This is often
referred to as the Oberwolfach problem.) If H = P, the path of length k —1, it was
shown ([3,5]) that for k=2 a P.-factorization of AK, exists iff n =0 (mod k) and
Ak(n —1)=0 (mod 2(k — 1)).

In this paper we are interested in the construction of factorizations of AK, in which
the factors are of two types. Denoting by G(m) the union of m G-factors, a (G(s),
H(t))-factorization of AK,, is a factorization in which s of the factors are anactors and ¢
are H-factors. The question of partitioning the edges of AK,, into two types of factors is
not new. The generalized Oberwolfach problem (first posed in [6]) asks for a (Py(1),
C,(r))-factorization of AK,. It is known (see [1, 2, 4]) that such a factorization exists iff
n is even and n =0 (mod k), except possibly when k=3 (mod 12) and n = 4k. From
this we can easily derive necessary and sufficient conditions for the existence of a
(Py(s), Ci(t))-factorization of K, if k is even. When k is odd the problem is more
difficult. The only result in this case is that of Rees [7] who gives necessary and
sufficient conditions for the existence of a (Py(s), Ci(f))-factorization of K.

We will give necessary and sufficient conditions for the existence of a (Py(s),
P (t))-factorization of AK,,. In view of earlier comments we will assume that st # 0 and
that k = 3. The goal of this paper is to prove the following result. (Observe that simple
counting, first on vertices and second on edges, yields the necessary conditions of the
theorem.)

Tueorem 1.1.  For k=2 the complete multigraph AK,, has a factorization into s +t
spanning subgraphs (st #0), s of which are 1-factors and t of which are Py-factors (that
is, a (Py(s), Pu(t))-factorization) iff n=0 (mod2), n=0 (mod k) and ks +2t(k —1) =
Ak(n —1).

2. BuiLpinG Brocks

The proof of Theorem 1.1 depends on several relatively simple constructions which
we present in the following lemmas. The proofs of these lemmas use ideas similar to
those used in the construction of a P,-factorization of AK,,, as described in [3].



We remark that in the remainder of the paper all arithmetic calculation is either
modulo & on the residues 1,2,..., %, or modulo 2k on the residues 1,2, ...,2k, as
will be clear from context. Throughout we assume that k = 3.

Lemma 2.1.  For even k:
(a) K has a P.-factorization; and
(b) K — P(1) has a P-factorization.

Proor. (a) This is well known. If V(K,)={1,2, ..., k} a P-factorization of K} is
given by the paths P())=[i, 1 +i, k— 1+, 2+, k—2+i,...,k/2+2+i, k/2-1+
i, k[2+1+1i, k/2+1i], 1<isk/2.

(b) Let P=[1,2, ..., k] be one of the paths in a Pi-factorization of K. In K, , P
defines the Pe-factor {[xy, y5, X3, . . . , Xe—1, Yy [Y1) X2, Y3, « - » Ye—1, Xz]}. Repeating
for each path in the P, -factorization of K, we obtain a P-factorization of K ; — Px(1),

where Pz(l) = {{xl! yl}J {xﬁ! yZ}J LA {xk’ yk}} O

-~ LemMmA 2.2. For odd k:
(a) Ko — Py(1) has a Pi-factorization; and
(b) Korar — C4(1) has a Py -factorization.

Proor. (a) Consider the P, -factorization of K, as given in the proof of Lemma
2.1(a). Bach P(i)=[i, 1+i,2k—1+i,24i,2k—2+i,...,k+2+i k—1+i k+
1+1i, k +i], 1 <i<k, is the union of two paths of length k and the edge {(3k +1)/2 +
i, (k+1)/2+i}. Observe that these k edges are in fact the edges of a 1-factor in K.
Deleting them from the paths yields a P,-factorization of K, — Py(1).

(b) This follows from (a) in the same way as Lemma 2.1(b) followed from Lemma
2.1(a). a ' O

Dermvrrion 2.3. It is not difficult to see that in Lemma 2.2(b) we can permute the
vertices of Ky, in such a way that if the vertex bipartition is (A, B), where
A={ay,...,ay} and B={b,,..., by}, then C4 1) consists of the k 4-cycles
C(i) = (@211, Doiras A2is, baiys), 1<i<k. We define T to be the graph obtained by
identifying the vertices a; and b;, 1=<i<2k. If the vertices of T are labelled
V(T)={1,2,...,2k}, then T is the union of the four 1-factors:

FE={{2,2i+1}:1=<i=<k},

E={1,31U{4,6)U{{2i+3,2i+6}:1sisk-2},

E={1,4}U{{2i+4,2i+6}, {2i+1,2i+3}:ie{1,3,...,k—2}}
and

E=1{3,6U{{2i+6,2i+8}, {20 +3,2i +5}ie{l,3,..., k—2}}.

We now present the main lemma.

LemvA 2.4. Let H be a multipartite graph with V(H)=\UJ/-,V; so that for
1<i<j<u the bipartite subgraph on vertex set V;UV; with bipartition (V;, V}), is
©({i, j})-regular, where T is a mapping from the set {{i,j}:1<i#j<u} to the
non-negative integers. Let G(H) be a graph with V(G(H)) = {1, 2, . . ., u} in which the
edge {i, j} has multiplicity ©({i, j}). Then H has a (Py(s), P.(t))-factorization if G(H)
does.



Proor. Suppose that G(H) has a (Pz(s), P, (t))-factorization with path-factors
PY, P?% ..., P and l-factors F’, F?, " To each edge pq={p, q} e E(P),
assocmte a 1-fact0r F!, from the 1:({ p, q}) regular bipartite subgraph with vertex-set
V, UV,. Similarly, to each edge xy = {x, y} € E(F’), associate a 1-factor F/, from the
r({x, y}) regular bipartite subgraph with vertex-set V,UV,. Do this so that the
1-factors associated with a given edge form a 1- factonzatlon of that bipartite graph.
Clearly U,qczi Fpq is a Pe-factor and U, g FJ;y is a 1-factor. O

CorOLLARY 2.5. Let H be as in Lemma 2.4. If G(H) is one of (a) a cycle of length
k, k even, in which edges alternatively have multiplicities k(2 —1 and k/2, or (b) the
graph T (see Definition 2.3) in which each edge has multiplicity (k — 1)/2, then H has a
P-factorization.

Proor. We need only show that the graphs G(H) have P,-factorizations. In case
(a) let V(G(H))={1,2,...,k} and the cycle be (1,2,...,k) in which the edges
{1,2}, {3,4},...,{k—1, k} have multiplicity k/2—1 and the edges {2,3},
{4,5},...,{k—2,k—1}, {k, 1} have multiplicity k/2. Select the paths Q(i)=
[2i,2i+1,...,2i—1]), 1<i<k/2. Incase (b) let V(G(H))={1,2,...,2k} and T be
as described in Definition 2.3. First select the P, -factors: o
Pliy={[2i+1; 2i ¥4, 24 +5, 26+ 8,2%+9, ..., 2+2k~5,2+2%k—2, 2 +2k—1],

[2i+2,204+3,2{+6,20+7,2i+10,...,2i+2k — 4, 2i + 2k -3, 2i +2k]},
‘ l=sis(k-1)/2,
and
Ri)={[2i+k 25+k+2,2+k+4,...,20+k—4,2i+k~2],
Ri+k+1,2i+k+3,2i+k+5,...,2i+k-3,2i+k—-1]}, 1=i=s(k-—1)/2

The edges remaining form the last P,-factor which is o

{1,4,5,89,...,k—4, k-1, kk+2,k+4,...,2k—1],

[2,3,6,7,10, ..., 8=3, k-2, k+1, k3, K+5,...,2k]}}
if k=1 (mod4), and

{[1,4,5,8.9,...,k-3, k-2, k+1,k43,...,2K],

12,36, 7,10, ..., k=4, k=1, K k+2,...,2k=1}}
if k=3 (mod 4). O

3. TueoreM 1.1: PROOF OF SUFFICIENCY -

Proof of sufficiency when k is even. From the first two necessary conditions we
know that n=kr, and from the condition ks+2(k—1)t=Ak(n—1) we obtain
s=A(r—1)(mod k —1). :

Let V(AKn) = {(lr ]) I=<i s':‘r, 1 S] ﬂk} = U::=1 Hi 5 Uj’c=l 1’;‘: where II; = {(l: ])' 1=
j<k} and V;={(,j):1=<i=<r}. Now AK, is obtained from AK, with vertex set
{1,2,...,r} by replacing each vertex i by a copy of AK} on the vertex set H; and each
edge {i, j} by a copy of K, on the vertex set H; U H; with bipartition (H;, H,).

To each edge {i,j} of AK, associate in AK, a l-factor F; of AK, , .with vertex
bipartition (I, H;). Let R be the subgraph of 1K, consmtmg of the union of these
1-factors. Each vertex in R has degree A(r —1). First we will show that the 1-factors
can be chosen so that R has a (Py(s,), P.(t,))-factorization for 0<s,<A(r —1) and
si=Mr—1)(modk —1). Let s; =A(r —1) —gq(k —1).



Let the 1-factor F; be either the 1-factor C={{(i,2m —1), (j, 2m)},
{G, 2m), (j,2m —1)}: 1=sm=<k/2} or the 1-factor D= {{(i,2m —1), (j,2m —2)},
{(G,2m—=2), (j,2m —1D}: 1=sm=<k/2}.

Cram. The 1-factors can be chosen in such a way that each vertex belongs to at least
g(k/2 — 1) 1-factors of type C and at least q(k/2) of type D.

Proor. If ris even take a-1-factorization of AK,. To each edge of AK, determined
by s; +q(k/2—1) of the 1-factors associate a type C 1-factor and to the remaining
edges associate a type D 1-factor.

If r is odd, then A(r —1) is even and AK, has a 2-factorization. If s1+qk/2—1) is
even (and consequently so is q(k/2)), then to each edge of AK,  determined by
(s1+q(k/2—=1))/2 of the 2-factors associate a type C 1-factor and to the remaining
edges associate a type D 1-factor. If s; + q(k/2—1) is odd (and consequently so is

q(k/2)), then to each edge of AK, determined by (s;—1+4¢q(k/2—1))/2 of the
2-factors associate a type C 1-factor and to the remaining edges associate a type D
1-factor. (Note that s, =1 as if s, =0, then A(r —1) = g(k — 1), which is impossible as
k—1, q and r are all odd.) O

It is not difficult to see that G(R) consists of the edge-disjoint union of s, 1-factors
and q cycles of length k, in which alternate edges have multiplicities £/2 —1 and k/2.
By Lemma 2.4 and Corollary 2.5 the graph R has a (Py(s,), P, (t,))-factorization. .

Next we show that AK,—R has a (Py(sy), Pi(t;))-factorization for any s,,
0<s,<Ar(k—1) and s,=0 (mod k — 1).

If r is even AK, admits a 1-factorization with 1-factors K, E, . . ., Fy,_1) and to each
1-factor there corresponds in AK, — R a (K, — P(1))-factor. Thus AK,—R has a
((Kix— P(1))(A(r — 1)), Ky (A))-factorization.

If r'is odd AK, admits a near 1-factorization (a near 1- factor is a matchmg which
covers all but one vertex of the graph) with near 1-factors M, M,, ..., M;, and each
near 1-factor M; corresponds in AK, —R to a Q-factor, where Q consists of the
vertex-disjoint union of (r—1)/2 copies of K, ;— P»(1) and one copy of K;. Thus
AK, — R has a Q-factorization.

Now we note that since k is even Lemma 2.1 assures us that each of K, , — Py(1), K,
and Q has a P, -factorization consisting of k/2 P,-factors. But these three graphs also
have 1-factorizations made up of k—1 1-factors. So in each of the ((K,-—
P (1) (AM(r — 1)), Ki(A))-factorization of AK, — R, r even, and the Q-factorization of
AK, — R, r odd, we replace s,/(k — 1) of the factors by 1-factors and the remainder by
P.-factors. ‘

The theorem then follows by letting s; =s and s, =0 if s <A(r — 1), and s; = A(r — 1)
and s,=s—A(r—1) ifs=A(r —1).

Proof of sufficiency when k is odd. From the first two necessary conditions we know
that n=2kr, and then from the condition ks +2(k —1)t=2Ak(n—1) we obtain
s =A(2r — 1) (mod 2(k — 1)). The construction to be presented is quite similar to that
given when k is even.

Let V@AK)={Gj):1<isr1sj<2}=Ui.H=U%V, where H=
{3, j):1<j <2k} and V;={(i, j): 1<i=<r}. Now AK, is obtained from AK, with
vertex set {1,2,...,r} by replacing each vertex i by a copy .of AK,; on the vertex set
H; and each edge {z, j} by a copy of Ky . on the vertex set H; U H; with bipartition

(Hi: flj)



To each edge {i,j} of AK, associate in AK, a C,-factor C; of K, ,, with vertex
bipartition (H;, H;). To each vertex i of AK, associate A 1-factors, Hf, 1<e=<A4, of the
graph AK,, with vertex set H;. Let R be the A(2r—1)-regular subgraph of AK,
consisting of the union of these C,-factors and 1-factors. As in the previous case we
begin by showing that these factors can be chosen so that R has a (Py(s,), Pu(t;))-
factorization for 0<s,<A(2r —1) and s;=A(2r —1) (mod 2(k — 1)). Let s, =A(2r -
1)—2q(k—1).

Suppose A(r—1) is even. Then AK, has a 2-factorization. We arbitrarily dlrect the
cycles in the 2-factorization, so yielding a directed AK, in which each vertex has both
in- and out-degree A(r —1)/2. If the edge {i,j} is directed from i to j (that is, it
becomes the arc (i, j)), then let C; be as described in Definition 2.3 with A = H, and
B = H;. Thus G(IU;»; Cy) consists of A(r —1)/2 edge-disjoint subgraphs, each isomor-
phic to 7. For each i choose the Hf, 1< &<, so that |1/4] of them are F} = {{(i, 2j),
(2 + D) 1<j<k}, [M/4] are Fi={{G, 1), 3} (G4, GO UHG 2+
3), 1,2/ +6)}: 1<j<k—2}, |A/4] are F5={{(i, 1), (i, D} V{{G 2 +4), (2 +
6)}, {(,2+1), (,2/+3)}:je{l,3,...,k—2}}, |A/4] are Fi={{(i, 3), (i, 6)}}U
(G, 2+6), (,2/+8)}, {(, 2/ +3), (,2j+5)}je{1,3,..., k—2}} (recall Defini-
tion 2.3) and the remaining A'=A—4|A/4] are chosen arbitrarily. Thus
G(Ui=1 k- HY) consists of |A/4] copies of T and A’ 1-factors and therefore G(R)
consists of A(r—1)/2+ |A/4] = |A(2r —1)/4]| edge-disjoint copies of T and A’ 1-
factors. Use Lemma 2.5(b) to determine a Py-factorization of (q(k —1)/2)T. (Since
2q(k—1)<A(2r —1). there are q(k—1)/2 copies of T available.) Each of the
remaining copies of T in G(R) has a 1-factorlzat10n This now yields a (Py(sq),
Py(ty))-factorization of R.

We next consider the case when A(r — 1) is odd (and hence A is odd). In this case
AK, — Py(1) has a 2-factorization. Proceed to define R as in the previous case using the
2-factorization of AK, — P,(1). To thé remaining edges {i,j} of AK, (those of the
deleted 1-factor F) associate the C,-factor {((i, 2p), (j, 2p), (i,2p+1), (j,2p +
1)): 1<sp=<k}. Again choose the A 1-factors Hf so that G((_i—; \ U}, Hf) contains
|A/4] copies of T and A’ 1-factors. Furthermore, if A’ =3, choose those A’ 1-factors to
be F5, Fj and Fj, as given previously. Let us now analyse the subgraph R. It consists
of a Ifactor F'={{G,2p), (j, 2p)}, (G, 2p +1), (j, 2p + D}:1=p =k, {i,j}F}
and a subgraph R'. If A' =3, G(R') consists of (A(2r — 1) — 1)/4 edge-disjoint copies of
T, and if A'=1, G(R') consists of (A(2r — 1) — 3)/4 edge-disjoint copies of T and two
1-factors. In each case there are at least q(k —1)/2 copies of T available, and by
Lemma 2.5(b) we have a P,-factorization of (q(k —1)/2)T. Applying Lemma 2.4,
G(R'), and therefore R', has a (Py(s; —1), P.(t;))-factorization. So R has a (Py(s;),
P,(t,))-factorization as required.

The final step, in which we show that AK,, — R has a (Py(s;), Pi(t,))-factorization for
any s,, 0=<s,=<2Ar(k —1) and s, =0 (mod 2(k — 1)), is quite straightforward.

If r is even we use a 1-factorization of K, to obtain a ((Kyx 2 — Ca(1))(A(r — 1)),
(Kyx — Py(1)){A))-factorization of AK,, — R, and if r is odd we use a near 1-factorization
of K, to obtain a Z-factorization of AK, — R, where Z is the vertex-disjoint union of
(r—1)/2 copies of Ky . — C4(1) and one copy.of K, — Py(1). By Lemma 2.2 the
graphs Ky o, — C4(1) and K, — P5(1) have Py-factorizations, each with k P,-factors. In
addition, they both have 1-factorizations with 2k —2 1-factors. So on s,/2(k —1)
occasions we choose the 1-factorization, and on the remaining occasions the P-
factorization.

The theorem is now completed by lettmg s;=s and s,=0 if s <A(2r — 1), and

s1=AQ2r—1) and s, =5 —AQ2r — 1) if s =A(2r — 1).



ACKNOWLEDGEMENTS

This paper was written while the first author was visiting the School of Computing
Science at Simon Fraser University; the support of the Advanced Systems Foundations
and Simon Fraser University is gratefully acknowledged. The second author acknow-
ledges the financial support of the Natural Sciences and Engmeermg Research Council
of Canada, under grant A-7829.

REFERENCES . "

1. B. Alspach; P. Schellenberg, D. R. Stinson and D. Wagner, The Oberwolfach problem and factors of
uniform odd length cycles, J. Combin. Theory, Ser. A, 52 (1989), 20-43.

2. B. Alspach and R. Haggkwst Some observations on the Overwolfach problem, J. Graph Theory, 9
(1985), 177-187.

3. J.-C. Bermond, K. Heinrich and M.-L. Yu, Existence of resolvable path designs, Europ. J. Combin. 11
(1990), 205-211.

4. D. Hoffman, personal communication.

5. J. D. Horton, Resolvable path designs, J. Combin. Theory, Ser. A 39 (1985), 117-131.

6. C. Huang, A. Kotzig and A. Rosa, On a variation of the Oberwolfach problem, Discr. Math., 27 (1979),
261-277.

7. R. Rees, Uniformly rcsolvable pairwise balanced designs with blocksizes two and three, J. Combin.
Theory, Ser. A, 45 (1987), 207-225.

JEAN-CLAUDE BERMOND *
Laboratoire de Recherche en Informatique,
Unité Associée 410 du CNRS,
Bat 490 Université Paris-Sud,
91405 Orsay, France

KATHERINE HEINRICH

Min-L1 Yu

Department of Mathematics and Statistics,
Simon Fraser University,

Burnaby, B.C., Canada V5A 156



