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BROADCASTING IN BOUNDED DEGREE GRAPHS

JEAN-CLAUDE BERMONDY, PAVOL HELL}, ARTHUR L. LIESTMANY,
AND JOSEPH G. PETERS}

Abstract. Broadcasting is an information dissemination process in which a message is to be sent from a
single originator to all members of a network by placing calls over the communication lines of the network.
Several previous papers have investigated methods to construct sparse graphs (networks) in which this process
can be completed in minimum time from any originator. The graphs produced by these methods contain high
degree vertices. [ Liestman and Peters, SIAM Journal on Discrete Mathematics, 1 (1988), pp. 531-540] and
[Bermond and Peyrat, Proceedings of the 19th SE Conference on Combinatorics , Graph Theory and Computing,
Congressus Numerantium, 1988, pp. 283-292] began an investigation of graphs with fixed maximum degree
in which broadcasting can be completed in near minimum time. This investigation is continued in this paper
by giving lower bounds and constructing bounded degree graphs that allow rapid broadcasting. The constructions
use ideas developed by Jerrum and Skyum [IEEE Transactions on Computers, C-33(2), 1984, pp. 190-194],
which allow passing from a graph with good average case behaviour to one with good worst case behaviour. In
addition, de Bruijn digraphs [de Bruijn, Koninklijke Nederlandse Akademie Van Wetenschappen, Indagationes
Mathematicae, Series A, 49 (1946), pp. 758-764], minimum broadcast graphs, and sparse broadcast graphs
[Bermond, Hell, Liestman, and Peters, Discrete Applied Mathematics, to appear] are used. The resulting graphs
yield the best broadcasting time known for bounded degree graphs. Also obtained are asymptotic upper and
lower bounds for broadcasting time, as the maximum degree increases.

‘Key words. broadcasting, graphs, networks, bounded degree graphs, de Bruijn digraphs

1. Introduction. Broadcasting refers to the process of message dissemination in a
communication network whereby a message, originated by one member, is transmitted
to all members of the network. Broadcasting is accomplished by placing a series of calls
over the communication lines of the network. This is to be completed as quickly as
possible subject to the constraints that each call involves only two vertices, each call
requires one unit of time, a vertex can participate in only one call per unit of time, and
a vertex can only call a vertex to which it is adjacent.

Given a connected graph G and a message originator, vertex u, the broadcast time
of vertex u b(u) is the minimum number of time units required to complete broadcasting
from vertex u. It is easy to see that for any vertex u in a connected graph G with 7
vertices, b(u) = [log, #1, since the number of informed vertices can at most double
during each time unit. The broadcast time of a graph G b(G) is defined as the maximum
broadcast time of any vertex # in G, i.e., b(G) = max {b(u)|u € V(G)}. For the complete
graph K, with n = 2 vertices, b(K,,) = [log, #n1, yet K,, is not minimal with respect to this
property for any n = 3. That is, we can remove edges from K, and still have a graph G
with n vertices such that b(G) = [log; nl.

The broadcast function, B(n), is the minimum number of edges in any graph on 7
vertices such that each vertex in the graph can broadcast in minimum time, that is, in
time [log, nl. A minimum broadcast graph (mbg) is a graph G on n vertices having B(n)
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edges and b(G) = [log, nl. From an applications perspective, mbg’s represent the cheapest
possible communication networks (having the fewest communication lines) in which
broadcasting can be accomplished from any vertex as fast as is theoretically possible.

For a survey of results on broadcasting and related problems, see Hedetniemi,
Hedetniemi, and Liestman [14]. Slater, Cockayne, and Hedetniemi [24] showed that
given an arbitrary graph G, vertex v, and k£ = 4 as input, deciding whether b(v) = k is
NP-complete. In [11] Farley, Hedetniemi, Mitchell, and Proskurowski studied B(n). In
particular, they determined the values of B(n) for n = 15 and noted that B(2*) = k2%~!
(the k-cube is an mbg on n = 2% vertices). Mitchell and Hedetniemi [22] determined
the value for B(17); Wang [25] found the value of B(18); and Bermond, Hell, Liestman,
and Peters [3] found the values of B(19), B(30), and B(31). These studies suggest that
mbg’s are extremely difficult to find; in fact, no mbg with » vertices is known for any
value of n > 32, except for the easy values of n = 2%, where the k-cube can be used and
the recently discovered family of graphs with n = 2% — 2 [8].

Since mbg’s seem to be difficult to find, several authors have devised methods to
construct sparse graphs that allow minimum time broadcasting from each vertex. We
use the term sparse broadcast graph (sbg) to denote a graph G on #n vertices with “close
. to” B(n) edges such that 5(G) =[log; #1. In [10] Farley designed several techniques for
constructing sparse broadcast graphs with » vertices and approximately n/2 log, » edges,
for arbitrary values of n. Chau and Liestman [ 5] presented constructions based on Farley’s
techniques, which yield somewhat sparser graphs for most values of #. In [13] Grigni
and Peleg showed that B(n) € ©(L(n)n) for n = 1, where L(n) denotes the exact number
of consecutive leading 1’s in the binary representation of # — 1. Recently, Gargano and
Vaccaro [12] gave constructions that produce the best of the known graphs for some
large values of n. Asymptotically, Grigni and Peleg’s construction (which establishes
their upper bound) produces the best of the known graphs for most values of #.

So far, the emphasis in this research has been on obtaining sparse graphs in which
each vertex can broadcast in minimum time. If these graphs are to be used in the design
of actual networks, other considerations may override the need for minimum time broad-
casting. In particular, the constructions of Farley, of Chau and Liestman, and of Gargano
and Vaccaro result in graphs with » vertices and average degree O(log, 1), while the
construction of Grigni and Peleg yields n vertex graphs with some vertices of degree
log, logy n + L(n). It may be more realistic to use a graph with fixed maximum degree
(see [1],[2], and [15]) in which every vertex can broadcast “quickly.” We will use the
term bounded degree broadcast graph (bdbg) to describe a graph G on » vertices with
maximum degree A such that b(G) is “close to” b(n, A) = min { b(H)|H has n vertices
and max degree A}. (Questions related to broadcasting in slightly more than minimum
time have previously been addressed by Liestman [19] and by Grigni and Peleg [13].)

In a recent paper, Liestman and Peters [20] investigated bounded degree broad-
cast graphs with maximum degrees 3 and 4. They gave lower bounds on the time re-
quired to broadcast in such graphs and presented several constructions that produce
good bounded degree broadcast graphs. Liestman and Peters showed that b(n, 3) =
1.440 log, n — 1.769 and that if n is a power of 2, then b(n, 3) = 2log, n + 1. The
upper bound is achieved by constructing folded-shuffle-exchange graphs [6]. They also
showed that b(n, 4) = 1.137 log, n — 0.637 and that if » is a power of 4, then b(n, 4) =
1.625 logy n + 2.25. The upper bound in this case is achieved by constructing folded-4-
shuffle-exchange graphs. More recently, Bermond and Peyrat [4] considered broadcasting
in de Bruijn and Kautz graphs. They were able to improve on the upper bounds of
Liestman and Peters, showing, in particular, that b(n, 4) = 1.5log, n + 1 when n is
either a power of 2 or 3 times a power of 2.



In this paper, we improve on the results of Liestman and Peters [20] and of Bermond
and Peyrat [4]. In § 2 we present general lower bounds on the time required to broadcast
in bounded degree graphs. In § 3 we give the definition of de Bruijn digraphs and sum-
marize some of the work of Bermond and Peyrat [4], which will be useful in later
sections. In § 4 we give some examples of constructions that motivate the formal definitions
of compound graphs in § 5. In § 6 we describe how to broadcast in compound graphs,
generalizing the work of Bermond and Peyrat [4] reported in § 3. Finally, in § 7 we
report the best of the known upper bounds on the time required to broadcast in bounded
degree graphs. All of these bounds are achieved by using compound graphs. In particular,
it will follow from our results that b(n, 3) = 1.875 log; n + 2.903 when » is 6 times a
power of 4 and that b(n, 4) = 1.417 log, n + 4 when 7 is a power of 8.

2. Lower bounds. We wish to prove a lower bound on b(#, A), the minimum b(G)
for'any graph G with n vertices and maximum degree A. It will be more convenient to
first consider the quantity a;*, which denotes the maximum number of vertices in a graph
of maximum degree'A in which each vertex can inform all others in time 7. An upper
bound on a? will clearly translate to a lower bound on b(n, A). In any broadcasting
scheme that achieves this maximum a; we may assume that a vertex does not remain
idle if it has already been informed and it still has uninformed neighbours. Therefore, if
‘there is one informed vertex at time ¢ = 0, then after time 7 + A — 1, ¢ = 1, all the vertices
that were informed by time ¢ have informed all of their neighbours and must become
idle. Hence, aftya = afra—1 + (alia—i — af) = 2ap.a_1 — af. It is also clear that
as® = 2° because at each time a vertex can inform at most one other vertex. Thus an
upper bound on g? is the solution to the recurrence

(1) b%=2%for g=0, 1, v« ;A b2 Aa=2b% A_—bP forallt=1.

Note that a® = 25fors =0, 1, - -, A since the s-cube, with s = A, is of degree at
most A and has 2° vertices. It is possible that a;* = b} for all ¢.

For A = 3, we know that a2 = b3 = 2°, for 0 = 5 = 3. Furthermore, a3 = b3 = 14,
as the Heawood graph (Fig. 7.1(a)) is a cubic graph on 14 vertices with broadcast time
4, Similarly, a2 = b2 = 24, as we presented in [3] a cubic graph on 24 vertices with
broadcast time 5. Also, ai = bi = 40, as we presented a cubic graph on 40 vertices with
broadcast time 6 in [3]. The next value in the sequence is b3 = 66. We do not know
whether there is a cubic graph on 66 vertices with broadcast time 7, i.e., if a5 = 66.

For A =4, we know that a? = ¢ =2°%, for0 = s = 4. Fors = 5, at = bt = 30, as
we presented (three) 4-regular graphs on 30 vertices with broadcast time 5 in [3].
Moreover, a¢ = b = 56, as we presented a 4-regular graph on 56 vertices with broad-
cast time 6 in [3]. The next value in the sequence is b4 = 104 and we do not know
whether a4 = 104.

For A = 5, we know that ai = b = 62 since there is a 5-regular graph on 62 vertices
with broadcast time 6 [23]. This graph is constructed by adding chords to a cycle of
length 62. In particular, when vertices are numbered consecutively around the cycle,
chords are added from each even-numbered vertex x to vertices (x + 5) mod 62,
(x — 7)mod 62, and (x + 19) mod 62.

Very recently, Dinneen, Fellows, and Faber [8] solved the conjecture that af =
b2 fort = A + 1 (see [3]) by constructing a A-regular broadcast graph with 24*! — 2
vertices for each A = 3. It is easy to show that these graphs are minimum broadcast
graphs. At present, we do not know other values of 1 > A for which a;* = bf.

‘We suspect that a?* = b for all 1 = A, or at least that the values are very close. At
present, this seems difficult to prove. For example, for A = 3 this would mean that



b(n, 3) ~ 1.440 log, n. However, the best construction for n-vertex cubic graphs with
small diameter (see [16] or [6]) gives graphs with diameter 1.472 log, #. Since the diameter
of a graph is an obvious lower bound for its broadcast time, this means that if we could
show that b(n, 3) ~ 1.440 log, n, then the cubic graphs that achieve this bound would
also improve the results for the diameter problem.

Note that b(n, A) is at least as large as the minimum ¢ for which ¢} = n. The best
lower bound on b(n, A) that can be obtained from (1) is Ly(n) = min {¢: b3 Z n}. If
af = bp, for all ¢, then L,(n) would be the true optimum time for broadcasting in graphs
with » vertices and maximum degree A. In [20], the recurrence (1) was derived and
used to determine that b(#n, 3) = Li(n) ~ 1.440 log, n — 1.769 and b(n,4) = Ly(n) ~
1.137 log; n — 0.637. Iterated numerical techniques can be used to find other values of
¢a such that La(n) =~ c, log, n. Table 2.1 lists values of ¢, for 3 = A = 16 that were
obtained this way. In contrast, the following careful analysis of the recurrence relation
(1) gives the asymptotic behaviour of L,(#) and, therefore, the best general lower bound
for b(n, A) obtainable from (1).

THEOREM 1. For every e > 0 and all sufficiently large n and A,

l +_2T‘) log, n+O(1 )éLA(n)<[I +(1—+%)—Al-o—g3—f} log, n

Remark. We interpret Theorem 1 to say that ¢, =~ 1 + (log, €)/2%. We have listed
the values of 1 + (log; €)/2* in Table 2.1.

COROLLARY 2. b(n,A)Z=(1+ (log; €)/2%) log, n+ O(1) for all A and all sufficiently
large n.

Corollary 2 follows from the proof of Theorem 1.

Proofof Theorem 1. For simplicity of notation, let A = d+ 1. To solve (1), consider
its characteristic equation x?*! — 2x“ + 1 = 0. It is known (see Miles [21]) that this
equation has d + 1 distinct roots ro, 1y, * * * , ¥4; that two of these roots are real, say r, =
I and r; = r, with 1 < r < 2; and that the remaining d — 1 roots are complex and lie
inside the unit disk of the complex plane. (In fact, Miles studied the equation x? —

( log; e

x?=' — ... — 1 = 0. To apply his results we need only note that x¢*' — 2x9+ 1 =
(x — 1)(x? = x9"" — ..+ — 1).) By a standard technique [21], there exist complex
numbers Sy, i, *** , S50 that by = sorh + s;ré + +++ + sgrh. Since |r;| = 1 fori # 1

TABLE 2.1
Lower bounds.

A Ca 1 + (log, e)/2*
3 1.440420 1.180337
4 1.137467 1.090168
5 1.056215 1.045084
6 1.025404 1.022542
7 1.012034 1.011271
8 1.005842 1.005636
9 1.002874 1.002818

10 1.001424 1.001409

11 1.000709 1.000704

12 1.000353 1.000352

13 1.000176 1.000176

14 1.000088 1.000088

15 1.000044 1.000044

16 1.000022 1.000022




and r; = r> 1, we have b2 = O(r"). Thus it is important to estimate r. (We have just
discovered that a result similar to Lemma 3 is described by Knuth [18].)

LEMMA 3. 2 — (1 +¢&)/29<r<2—1/2%or all e > 0 and all sufficiently large d.

Proof. Let r=2—4§. Since r is the root of x?*'—2x9+1=0, we have
6(2 — 6)? = 1. We will show that 1/29 < § < (1 + ¢)/2%. Both of these inequalities fol-
low from the fact that (1/29)(2 — 1/29)% < 1 and ((1 + €)/29)(2 — (1 + &)/29)9 > 1.
The first fact is obvious. The second fact is equivalent to (1 + ¢)(1 — (1 + &)/29 1) > 1.
For y = (1 + £)/29*!, we can use the estimate 1 — y > ¢~ (which is valid for y €
(0, 1/2]) to obtain (1 — y)¢ > e72¥ = e79((1 + ¢)/29) > 1/(1 + ¢), when d/29 <
(In (1 +¢))/(1 + ¢&). This certainly holds for any fixed ¢ and d large enough.

To complete the proof of Theorem 1 we need to bound L,(n). Let A be fixed
and let & = 2 — 1/29 be the upper bound from Lemma 3. If b = n and » is suffi-
ciently large, then ¢ will also be large enough so that b® = ¢,a’ (for some positive ¢;).
Thus c¢a'=n and (=(1/log a)logyn+ O(1). This means that La(n)=
(1/log; a)logz n + O(1). Now since loga @ = 1 + logz eln (1 — 1/29* "), we can use
the fact that 1/(1 + log, eln (1 — y)) > 1 + (logz e)y for 0 < y < 1 to obtain L,(n) =
(1 + log; €/2%) logy n + O(1) for any fixed A.

For given n and A, let ¢ be such that b =Z nand b, <nandletf = 2 —
((1 +¢€)/2% be the lower bound from Lemma 3. If n is sufficiently large, then ¢
will be large enough so that ¢,8' ' = b2, (for some ¢; > 0). Thus ;8 ' <mand ¢ <
(1/log, B)log, n+ O(1). This means that L,(n) <(1/log, 8)log, n+ O(1). Now
since loga B = 1 + logaeln (1 — ((1 + £)/29"")), we can use the fact that for any
e', 0 < ¢' < 1, there exists f(&') such that if 0 < y < f(¢'), 1/(1 + logaeln (1 — p)) <
1 + (1 + ¢')(log; e)y to obtain Ly(n) < (1 + ((1 + e)(1 + &) log, €)/2%) logy n +
O( 1) for A large enough. Therefore, for any ¢” such that (1 +¢") > (1 +&)(1 + &), and
for any A and » sufficiently large we get La(n) < (1 + ((1 + ¢") log; €)/2%) logo n. O

As mentioned above, it may be the case that L,(#) is the optimum broadcast time
in graphs with maximum degree A. However, at present, the best of our constructions
only achieves b(n, A) = (1 + ¢'/A) log; n asymptotically with ¢’ =~ .415 (see § 7).

3. Broadcasting in de Bruijn digraphs. In the remainder of the paper, we show how
to construct bounded degree graphs that allow rapid broadcasting. Our constructions
make use of de Bruijn digraphs, which were defined in [7]. The de Bruijn digraph
B(d, D) with indegree and outdegree d and diameter D is the digraph whose d” vertices
are the words of length D on an alphabet of d letters (we will always use the alphabet
{0, 1, --+,d— 1}). There is an arc from a vertex x to a vertex y if and only if the last
D — 1 letters of x are the same as the first D — 1 letters of y; that is, there are arcs
from (x;, -+, Xp) to the vertices (x2, -+, Xp, A) where X is any letter of the alphabet.
Note that the diameter of B(d, D) is D because (x;, -+*, Xp), (X2, ***, Xp, Z1),
(X3, "** , XpsZ1,22), "+ ,(Xp, 21, *** , Zp—1), (21, **, zp) is a directed path of length
D joining any vertex (x;, * ** , Xp) to any other vertex (z,, -+ , zp).

We use UB(d, D) to denote the associated undirected de Bruijn graph. That is,
UB(d, D) is the graph whose vertices are the words of length D on an alphabet of d

letters in which the vertex (x;, - -+ , xp) is adjacent to the vertices (x,, - -+ , Xp, A) (called
the right neighbours of (x;, - , Xp)) and the vertices (A, x;, **+ , Xxp—) (called the left
neighbours of (x;, * -+, xp)). It is clear that UB(d, D) has maximum degree A = 24.

Bermond and Peyrat [4] recently investigated broadcasting in de Bruijn graphs
and presented three different broadcasting schemes. One of their schemes proves that
b(UB(d, D)) = ((d + 1)/2)D + d/2. One of their other schemes (which achieves
a slightly different bound) is useful in understanding the broadcasting scheme for



compound graphs, which follows in § 6. It is the following scheme in which each
vertex (including the originator) only sends the message to its right neighbours. A

vertex (xi, **+,Xxp) informs its neighbours in an order that depends on é=
[ZP ,x;]mod d, the d-arity of the label (xi,::',xp). Vertex (xi,:**,Xp)
sends the message to its uninformed neighbours in the order (x,, ---,Xp, 6),
(X2, "+, Xp, (04 1)), ~++,(x2, ***, Xp, (6 — 1)) (addition/subtraction modulo d).
As shown in [4], the message will arrive at any vertex (z;, - -, zp) from (x;, -+, Xp)
after at most ((d + 1)/2)(D + 1) time units along one of the d paths (x;, -+ -, xp),
(xla LR xD,la): (X3, *tt, Xp, 4, Z]), B (xi+2: ttt, XD, O Zp, ttt, Zi): Tt
(o, 21, s2p—1),(2Z1, ***,2p), Wwhere 0 = a=d— 1.

Strictly speaking, in the above scheme the message may arrive at some vertex more
than once. By deleting redundant calls, a scheme can be obtained that completes the
broadcast at the appropriate time.

4. Introduction to compound graphs. Our goal is to construct graphs with bounded
degree and good (asymptotic) broadcasting time. To do this, we will use the notion of
compound graphs (see [2]). In particular, we will use the ideas developed by Jerrum
and Skyum [16] to construct bounded degree graphs with the best diameter currently
known. (It appears that a bounded degree graph with smallest diameter does not nec-
essarily give the best broadcasting time.) In this section, we describe some ad hoc con-
structions that give some insight into the details that are addressed more formally in later
sections.

To construct a bounded degree graph that may have good broadcasting time, begin
with a “good” digraph B, such as a de Bruijn digraph. Replace each vertex x of B by a
copy G, of a “‘suitable” graph G and join the copies using the arcs of B. (If there is an
arc from x to y in B, then put an arc from G, to G, as described below.) The associated
undirected graph G[ B] is called the compound of G in B. We will, however, find it useful
to refer to the directions of the arcs when describing the construction of a specific com-
pound graph or broadcast schemes for it.

For example, let B = B(2, D), the de Bruijn digraph with indegree 2, outdegree 2,
and diameter D, and let G be a single edge (G = K;). Replace each vertex x in B by two
new vertices (x; 0) and (x; 1), joined by an edge in the new graph G[B]. The arcs
incident on x in B are redirected in G[B] so that each vertex (x; j) for j = 0, 1 has one
incoming arc and one outgoing arc. (Figure 4.1 (a) shows a vertex x in B and its incident
edges. Figure 4.1 (b) shows the corresponding vertices (x; 0) and (x; 1) of the new graph
G[ B] and their incident edges.) The resulting graph is H = K[ B(2, D)].

Suppose we want to broadcast from vertex (x; j) in this new graph H. At time 1,
send the message to (x; j + 1) (addition modulo 2), the other vertex in the originator’s
copy of K;. At time 2, send the message to the two copies G, and G,» where xx' and
xx" are arcs of B; that is, if x = (xy, ***, Xp), then X' = (xz, ***, Xp, 0) and x" =

(b)

FIG. 4.1. Replacing a vertex with an edge.



(xj+1)cf 2

(a) (b)

FIG. 4.2. Replacing a vertex with a 3-star,

(x2, -+, xp, 1). If a message arrives at time ¢ in some copy G, then at time ¢ + 1 send
it to the other vertex of G, and at time ¢ + 2 send it to the two copies G,-and G,», where
zz" and zz" are arcs of B. Since the diameter of B(2, D) is D, at time 2D the message
will have reached all copies of G, and at time 2D + 1 all the vertices of K;[ B(2, D)] are
informed.

We have constructed a graph H on n = 2 X 22 = 2P*1 vertices that is 3-regular
and has broadcast time o(H) = 2D + 1 = 2 log; n — 1. This simple construction allows
us to match the result of Liestman and Peters [ 20] for graphs of maximum degree 3. As
we will see, this technique will enable us to make further improvements.

Note that in the previous example we did not specify which of the two arcs leaving
x will be associated (in the compound graph) with (x; 0) and which with (x; 1). In this
case it does not matter as some vertex in both copies G- and G~ will receive the message
two units of time after it arrives in copy G,. However, this need not always be the case,
as is illustrated by the next example. '

Let B = B(3, D), the de Bruijn digraph with indegree 3, outdegree 3, and diameter
D. Replace each vertex x in B with a copy of a 3-star G consisting of vertices (x; j),
where j = 0, 1, 2, 3 and edges (x; 0)(x; 3), (x; 1)(x; 3), and (x; 2)(x; 3). The arcs
incident on x in B are distributed among the vertices (x; j) for j = 0, 1, 2 in G[B] so
that each vertex has one incoming arc and one outgoing arc (see Figs. 4.2(a)and 4.2(b)).

To broadcast in G[ B] we can use the following scheme. If a message arrives (or
originates) at time ¢ at vertex (x; j) in some copy Gy, send it to (x; 3) at time ¢ + 1. At
time ¢ + 2, (x; 3) sends it to (x;j + 1) and (x; j) sends it to the copy G, joined to
G, by the arc going out from (x; j). At time ¢ + 3, (x; 3) sends it to (x; j + 2) while

G X5kl

G(0, Xy, ..., Xp_4)
G(Xp, ..., Xp, 8(x) +1)
G2, %, o Xpy)

G(x5, ..., xp, 8(x))

G(xo, ..., Xp, 8(X) +2)

FIG. 4.3. Connections for G, with x = (x,, **+ , Xp).



(x;Jj + 1) sends it to the copy G,» joined to G, by the arc going out from (x; j + 1).
At time ¢ + 4, (x; j + 2) sends it to the copy G~ joined to G, by the arc going out
from (x;j + 2). (All additions on vertex labels are performed modulo 3.) This is illus-
trated in Fig. 4.2(c), where the vertex labels denote the delay in transmitting the message
from (x; j). Even without specifying exactly how the arcs are connected, we can see that
the constructed graph H' = G[B] has broadcast time b(H') = 4D + 3.

If we are more specific about the connections in H’, the bound can be improved.
We will use ¢; to label the arc entering the vertex (x; j) and o; to label the arc leaving
(x; ), as shown in Fig. 4.3. (Of course, these labels are relative to a particular G,.) For
any Gx,..-xp)s € Will come from G;x,,.-..xp- D The arc o; will join (x; j) to
Gxy,- - xps(x) + j)» Where 6(x) = [ 2 x,](mod 3) is the 3-arity of x. We will see in § 7
that the broadcast time b(H') is at most 3.D + 6 with these connections.

5. Construction of the compound graph G|[B]. We now formally describe the con-
struction of G[ B], the compound of G in B. Let G be a graph on p vertices and let B =
B(d, D) be the de Bruijn digraph of outdegree d, indegree d, and diameter D. The
vertices of B(d, D) are labelled (x,, **+, Xp) with x; € {0, 1, ---, d — 1}. G[B] is
~ obtained by replacing each vertex x of B by a copy of G (denoted G, ) and by associating

with each arc xy of B an edge between G, and G,, as described below.

The vertices of G[ B] are labelled (x; j), where x = (x;, -+ -, xp) is a vertex of B,
and j is a vertex of G. The set of vertices of the copy G is the set of all vertices (x; j)
with j € V(G). There are d arcs entering and d arcs leaving a given G,. An arc entering
G, will be labelled ¢; if it comes from G;x,,...,x,_,- NOW we can assign the d in-arcs to
the vertices of G, in a uniform way for all copies of G by giving a mapping g of
{0,1, -+, d~— 1} into V(@) so that the arc e; enters G, by way of the vertex (x; g(i)).

We label the outgoing arcs o; in each copy of G. In Gy, we let the arc o; go to
G (xy, -, xpi + 8(x))» Where 8(x) is the d-arity of the vertex x = (x;, ***, xp) (addition is
modulo d). The d out-arcs are assigned to the vertices of each copy of & in a uniform
way by giving a mapping f of {0, 1, -+, d — 1} into V(G) so that the arc o, starts at
(x; £(0)).

In summary, we choose two mappings fand g from {0, 1, -+, d — 1} to V(G).
There is an edge between (x; j) and (y; k) if and only if either x = y and j is adja-
cent to kin G or xyisan arc of Bwith x = (x;, *** , Xp), y=(x2, *** , Xp, Xp+1)sJ =
f(xp 4+ — 8(x)) and k = g(x;). Note that while f and g significantly influence the
construction of G[B], we will continue to use the simplified notation G[B], and let f
and g be determined by context.

Consider the following example, illustrated in Fig. 5.1. Let G = C,, d = 6, and
KO =j(1} = 0 H2) = L J(3) = J(4) = 2, 7(5) = 3,8(0) = 0, g(1) = 2(2) = 1,
g(3) = 2, g(4) = g(5) = 3. For example, e; will always enter (x; 2), since g(3) = 2.
Similarly, o3 will always connect (x; 2) to the copy Gx,,. .. xp,5(x) +3) Since f(3) = 2

The graph G[B(d, D)] contains |V (G)| X |V(B(d, D))| = pd® vertices. The
degree of vertex (x; j) is the sum of the degree of j in G and the number of arcs from
B(d, D) entering and leaving (x; j), that is, d(x;j) = dg(j) + |f ') + g7 (D).
(Note that this is independent of x.) The sum of the degrees of the vertices of any
copy Gy is 2| E(G)| + 2d. Note that we can always choose fand g in order to en-
sure a maximum degree A in G[B] as long as A = max {dg(j)|j€ V(G)} and pA 2

2|E(G)| + 2d. Indeed, it suffices to choose fand g such that dg(j) + If "] +
lg7' (NI =4,0=j=p-1

In fact, for constructing bounded degree broadcast graphs, we do this back-
ward. Given the degree A that we desire for the compound graph, we choose a graph
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G with maximum degree at most A, and then determine d satisfying 2d = pA —
2| E(G)|. To obtain the maximum possible number of vertices, we will choose d =

L(pA = 2| E(G)|)/2).

6. Broadcast time in G[B]. In the broadcast scheme for the de Bruijn digraph B
described in § 3, when a message arrives at vertex (x;, * -+, Xp), the vertex relays the
message to its right neighbours (x;, - -+, xp, A). The general idea for broadcasting in
the compound graph G[B] is to simulate this scheme. In G[B], when a message first
arrives at a vertex ((x;, *-+, xp); j) (for some vertex j of ), we inform the other
members of this copy of G and relay the message to the ““out-neighbour copies” of G
that replaced the neighbours of (x;, - -+, xp).

To determine the broadcast time of G[ B], we introduce a new parameter b(G), the
‘smallest possible “average time” needed to transmit a message originated in a copy of G
to its out-neighbour copies. Formally, let G be a graph to which d outgoing arcs op, - - -,
04— have been attached. (These arcs will correspond to the arcs o; defined in G[B].)
Note that although oy, - * - , 04 significantly influence the value of 5(G), we prefer not
to make them part of the notation b(G). For a vertex u of G and a particular broadcasting
scheme for u in G, let ¢!, denote the time at which a message originated at u at time 0
will be received by the vertex at the other end of arc ¢;. In the compound graph, this is
an upper bound on the time at which the message will reach the copy connected to G
byo;. Thevaluet, = (1/d)(t%+ + -+ + ¢4~ ") is the average time for a message originated
at u to arrive at the copies of G along the arcs 0; under the given broadcast scheme. If
we let 5(G, u) be the minimum of7, over all possible broadcasting schemes for originator
uin G, then b(G) = max {b(G, u)|ue V(G)}.

The examples of Fig. 6.1 illustrate how 5(G) is calculated. In each case, the vertex
labelled O is the originator. The label on each other vertex indicates the time at which
the vertex receives the message (assuming that the first call is received at time 1). The
label at the end of an arc indicates the time at which the message reaches the corresponding
copy of G. Figure 6.1(a) shows the times for G = K,. Since both adjacent copies receive
the message at time 2, 5(K,) = 2. Figure 6.1(b) shows that if G is the 3-star, the neigh-
bouring copies receive the message at times 2, 3, and 4. Thus, b(G) = 3 for this graph
G. Figure 6.1(c) shows the time for G = T, where T is a particular tree on six vertices.
With this particular graph, the neighbouring copies receive the message at times 2, 4, 4,
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F1G. 6.1. Average time.

and 5 giving b(G) = 15/4. Figures 6.1(d) and 6.1(e) show the times for the two possible
nonisomorphic originators in the graph G = Cj, the cycle of four vertices. In both cases,
four neighbouring copies receive the message at time 3, and the two other neighbouring
copies receive the message at time 4. This gives b(C;) = 20/6. Other examples appear
in§ 7.

THEOREM 4. b(G[B(d, D)]) = (D + 1)b(G) + b(G).

Proof. Choose, for each vertex u of GG, a broadcasting scheme in G such that
b(G, u) = b(G). Using this scheme, if a message arrives at the vertex (x; 1) in G, at
time ¢, it will be received at the other end of the arc o; at time ¢ + ¢}, and we obtain a
scheme for G[B(d, D)].

Note that by the definition of b, 2¢{Z¢ ¢} = db(G).

Consider an arbitrary originator, vertex (x; jo) with x = (x;, **+ , xp), and a goal
copy Gy with y = (yy, **+ , yp). Consider also the d paths zo = x = (xy, *** , Xp), 21 =
(x29 *tt, XD, O'.’), L3 = (x3s *tt, Xp, @, yl)s ety g & (xi+l’ *tt, Xp, @,
Yoy o5y Ye=1)s “*7 320 = (G Y1y *%* s Yo=1)s 2+t = (Wis *** 5 ¥p) in B(d, D) with
ae{0, 1, --,d— 1}.In all of these d paths in G[B(d, D)], we enter the copy G,,,
0 = i = D, via the samé vertex, namely (z;; g(x;)). Copy G,,,, is entered via vertex
(zp+1; &(e)), which is different for each of the d paths. We leave the copy G,,, 1 =
i = D + 1, via different vertices, as the leaving arc depends on the d-arity of z;, which
changes with a. Of course, each path also leaves copy G, by a different vertex. For a
fixed « (and hence a fixed path zy, z;, - -+, zp +;) we denote by «; the subscript j of the
arc o; leading from G, to G, . Then the time the information arrives (on this path) at
the goal copy G, ist, =t + (! + - -+ + t§P, where j; = g(x;)fori= 1, -+, D.

Now consider different values of «. As « takes on all of the possible values
{0, 1, .-+, d— 1}, the d-arity of z; for each fixed i > 0 takes all the possible values



{0, 1, -+, d — 1}. It follows that the a; also takes on all of the possible values
{0, 1, -+ ,d~— 1}. Therefore,

d—1 d-1 D ) D d-1 ' -
St=32 Sth=3 3 t=(D+1)db(G).
a=0 i=0k=0 k=0i=0

The minimum time at which G, is informed is min, {¢.} = 1/d 2%} t, =
(D + 1)b(G). Since it requires at most b(G) units of time to complete the broadcast
within G, we have b(G[B(d, D)]) = (D + 1)b(G) + b(G). (|

As noted in § 3, in the above scheme the message may arrive at some vertex more
than once. By deleting redundant calls, a scheme can be obtained that completes the
broadcast at the appropriate time.

7. Upper bounds. In this section, we give examples of the construction of specific
bounded degree graphs and determine the broadcast time for these graphs. We have
determined the broadcast time of many such graphs. The best result obtained for each
degree A, 3 = A = 16, is given in Table 7.1.

Let us turn our attention to cubic graphs. As we saw in § 4, if we let B = B(2, D)
and G = K;, the resulting compound graph H = K;[B(2, D)] is a 3-regular graph on
n=2X2P=2P%! yertices and has broadcast time b(H) = 2D + 1 = 2log,n — 1.
(Note that Theorem 4 gives b(H) = 2D + 3 since the broadcast scheme described in
the proof of Theorem 4 is more general than the one developed for the specific casein § 4.)
However, if we choose the 3-star as G and compound this graph with B = B(3, D)
we get H' = G[B(3, D)], a graph on 4 X 3% vertices. Since b(G) = 3 (see Fig. 6.1(b)),
we get b(H') =3D+ 6 =3logsn— 3logz4 + 6 ~ 1.893 log, n + 2.214. The graph
T of Fig. 6.1(c) has b(T¢) = 15/4. If we compound T with B = B(4, D), we get
H" = T¢[B(4, D)], a graph on 6 X 4% vertices with b(H") = (15/4)D + 31/4 =
(15/4)logs n— (15/4)logs 6 + 31/4 ~ 1.875 log, n + 2.903. This is the best value we
have obtained for cubic graphs.

As A gets larger, the number of possible constructions grows rapidly and the task
of finding the best construction for a particular fixed A becomes difficult. Another approach
is to start with a particular graph that is known to be good for broadcasting, such as a
minimum broadcast graph or a sparse broadcast graph, and compound it with de Bruijn
digraphs of various degrees to obtain compound graphs for various values of A.

TABLE 7.1
Best bounds.

A G b(G) d Upper bound Lower bound
3 T 15/4 4 1.875000 1.440420
4 Cy 34/8 8 1.416667 1.137467
5 40-sbg 266/40 40 1.249547 1.056215
6 C 50/12 12 1.162262 1.025404
7 14-mbg 150/28 28 1.114364 1.012034
8 56-sbg 828/112 112 1.086010 1.005842
9 62-mbg 926/124 124 1.073847 1.002874

10 : 126-mbg 2138/252 252 1.063536 1.001424

11 254-mbg 4822/508 508 1.056008 1.000709

12 126-mbg 3396/378 378 1.049273 1.000353

13 254-mbg 7614/762 762 1.043712 1.000176

14 510-mbg 16824/1530 1530 1.039394 1.000088

15 . 1022-mbg 36786/3066 3066 1.035909 1.000044

16 2046-mbg 79788/6138 6138 1.033017 1.000022




As an example, consider the Heawood graph (shown in Fig. 7.1(a)), a cubic graph
that is a minimum broadcast graph on 14 vertices. Figure 7.1(b) describes a broadcast
scheme for an arbitrary originator in the graph. (Only those edges on which calls are
made are shown.) The label on each vertex indicates the time at which the vertex receives
the message assuming that the first call is made at time 1. Note that if a vertex in this
14-vertex graph begins a broadcast at time 0, two vertices (specifically the originator and
the first vertex it calls during the scheme) will have completed all of their calls at time
3, and the remaining twelve vertices will all be involved in a final call at time 4. The two
former vertices will be “available” to call vertices external to G at time 4 and the twelve
other vertices will be “available” at time 5.

Replace each vertex in the de Bruijn digraph B = B(14, D) with a copy of G, the
Heawood graph, such that each vertex of G has one in-arc and one out-arc. The resulting
graph is G[ B(14, D)], which is regular of degree 5. In this particular graph, each vertex
in each copy of G has one out-neighbour, so 5(G) = 68/14. Since b(G) = 4, from
Theorem 4, b(G[B(14, D)] = (D + 1)(68/14) + 4 = (68/14)logian + O(1) ~
1.276 logx n + O(1).

Similarly, we could use B = B(28, D). In this case, replace each vertex in B with a
copy of G, the Heawood graph, as before except that each vertex of G has two in-arcs
and two out-arcs attached. The resulting graph, G[ B(28, D)], is a regular graph of degree
7. Since each vertex has two out-neighbours, we get b(G) = 150/28. Since b(G) = 4,
Theorem 4 gives b(G[B(28, D)]) = (D + 1)(150/28) + 4 = (150/28) logyg n +
O(1) =~ 1.114 log; n + O(1). As indicated in Table 7.1, the Heawood graph produces
the best-known bounded degree graph for A = 7. '

In fact, if we wish to produce an odd degree A = 5 compound graph, we can replace
each vertex of the de Bruijn digraph B(7(A — 3), D) with a Heawood graph such that
each vertex of each Heawood graph has (A — 3)/2 in-arcs and (A — 3)/2 out-arcs.

To produce a degree-4 compound graph, we can replace each vertex of the de Bruijn
digraph B(7, D) with a Heawood graph so that each vertex of each Heawood graph has
either one in-arc or one out-arc. If the arcs are connected arbitrarily, we can be assured
that each of the seven vertices with out-neighbours will be available by time 5, so that
b(G) = 35/7 = 5. However, if we use the fact that the Heawood graph is bipartite and
the two vertices that are available at time 4 are adjacent, we can connect the arcs as
shown in Fig. 7.2 and guarantee that one of the vertices with an out-neighbour is avail-
able at time 4, giving b(G) = 34/7. Using this connection scheme, b(G[B(7, D)]) =
(D+1)34/7+4=(34/7)log;n+ O(1) = 1.730 loga n + O(1).

(a) (b)

FI1G. 7.1. Heawood graph (a) and its broadcast scheme (b).



FiG. 7.2. Connection scheme.

To produce even degree A = 6 compound graphs, we can replace each vertex of the
de Bruijn digraph B(7(A — 3), D) with a Heawood graph such that the seven vertices
of one class of each Heawood graph have A/2 — 1 in-arcs and A/2 — 2 out-arcs, while
the vertices in the other class have A/2 — 2 in-arcs and A/2 — 1 out-arcs.

Let us now consider the k-cubes, one of the two known infinite families of minimum
broadcast graphs. The k-cube on n = 2% vertices is regular of degree k, and all vertices
become available k + 1 time units after the originator receives the message.

A graph of degree A can be constructed by replacing each vertex of the de Bruijn
digraph B(m2%~ %™ D) by G, the (A — 2m)-cube, forany | = m =[(A — 1)/2], and
distributing the arcs from the de Bruijn digraph so that each vertex of each copy of G is
given m in-arcs and m out-arcs. Each vertex of a cube can inform its m new neighbours
attimes A —2m+ 1, A —2m + 2, -- -, A — m after the message first enters the cube.
This gives bB(G) =[2Z 721 (2472} (A — 2m + )]/[m2% 2" = A— (3m — 1)/2. Applying
Theorem 4, we obtain

b(G[B(m2* 2", D))= (D+1)(A—(3m—1)/2)+A—2m
=(A—=(3m—1)/2)log,s-2mn+O(1)
=[(A—(3m—1)/2)/(A—2m+log, m)] log, n+ O(1).
Thus,

_3m—1

A

2
_ - A—2m <
(2) b((A—2m)-cube [ B(m2 ’D)])_A—2m+log2m10g2n+0(1)'

The constant (A — (3m — 1)/2)/(A — 2m + log; m) from expression (2) can be
simplified to the form 1 + ¢,,/(A — d,,), where ¢,, and d,, are constants depending on
m. The expression for the broadcasting time of the compound of a cube in a de Bruijn
digraph therefore has the form (1 + ¢,,/(A — d,,)) log, n + O(1). The smallest constant
¢ that can be obtained from expression (2) is ¢3 = 2 — log; 3 =~ 0.415, so the best
asymptotic broadcasting time will result from the compound of a (A — 6)-cube in a de
Bruijn digraph B(3 X 247, D).

THEOREM 5. b(n, A) = (1 + (2 — log2 3)/(A — 6 + log; 3)) loga n + O(1) ~
(1+0.415/A)log; n.

A graph of degree A can also be constructed by replacing each vertex of
B([(2m + 1)/2]2472"~! D)bya (A — 2m — 1)-cube for any 0 = m =< [A/2] — 1.



However, the resulting asymptotic broadcasting time is not as good as the result of
Theorem 5.

Another way to obtain a graph of degree A is to use the family of minimum broadcast
graphs from [8]. These graphs are k-regular with n = 2%¥*' — 2 vertices and broadcast
time k + 1. A computation similar to the computation for cubes above shows that the
best constant is'obtained by compounding the A — 6-regular graph from this family in
B(3 X 247%, D). Asymptotically, this will not improve the constant of Theorem 5.
However, for any fixed A, use of the A — 6-regu]ar graph gives a slightly smaller constant
than the (A — 6)-cube,

Similar calculations have been done using various graphs G including known min-
imum broadcast graphs and sparse broadcast graphs, cycles C; fori = 4, --+, 12 and
compounds of sparse broadcast graphs in cubes. (Note that the last case involves two
compounding operations since the result of compounding in a cube is then compounded
in a de Bruijn digraph.) The best values that we have obtained are shown in Table 7.1.
The table shows the degree of the graph constructed (A), the graph G, the average time
(b(G)) needed to transmit a message originated in a copy of G to all of the out-neighbour
copies, the indegree (outdegree) of the de Bruijn digraph used (d), the upper bound
obtained by this graph, and the best lower bound known. Note that the upper bound is
- calculated by the simple formula b(G)/log, d. T is used to denote the tree on six vertices
shown in Fig. 6.1(c). Cs and C; denote the cycles on six and eight vertices, respectively.
Note that although Cy is a minimum broadcast graph, Cy is not. 14-mbg indicates the
Heawood graph of Fig. 7.1(a), a minimum broadcast graph on 14 vertices. i~-mbg indicates
a minimum broadcast graph on i vertices and i-sbg is used to represent a sparse broadcast
graph on i vertices (see [3] and [8]).

Using a generalization of the proof of Theorem 5, we can show that the asymptotic
constant 1 + (2 — log; 3)/A of Theorem 5 is the best possible asymptotic result for
compounds in de Bruijn digraphs. Thus, the gap between the best known upper and
lower bounds cannot be eliminated even by substituting arbitrarily large minimum
broadcast graphs (which remain to be discovered) into de Bruijn digraphs. '

Our technique of compounding graphs in de Bruijn digraphs does not give graphs
for all values of n. Instead of de Bruijn digraphs, we could compound in Kautz digraphs
[17] (see also [1] or [2]) or sequence graphs [9]. This will not give asymptotic improve-
ments but will give different values of » for which the broadcasting times are the same
as in Table 7.1. Graphs for other values of # can be obtained from those described in
this paper using a technique from [20].

Acknowledgments. We thank the referees for their constructive suggestions. In
particular, the remarks of one of the referees led to improvements in the proofs of
Lemma 3 and Theorem 1.
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