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Fig. 1. Closed space-filling curves optimized under (a) isotropy, (b) anisotropy and (c) boundary alignment objective functions. Isotropy and anisotropy
are optimized in terms of distribution of angles, while alignment is specified in a vector field (here parallel to the boundary). By extruding material along
the closed curve we fabricate a multi-material plate (d) in a single, continuous motion, with progressive gradations of the material mixture. Our optimizer
discourages the curve from crossing from one area to another, allowing the logo to be properly reproduced despite slow transitions between material mixtures.

We explore the optimization of closed space-filling curves under orientation
objectives. By solidifying material along the closed curve, solid plates can
be manufactured in a single continuous extrusion motion. The control over
orientation enables the deposition to alignwith specific directions in different
areas, or to produce a locally uniform distribution of orientations, patterning
the solidified volume in a precisely controlled manner.

Our optimization framework proceeds in two steps. First, we cast a com-
binatorial problem, optimizing for Hamiltonian cycles within a specially
constructed graph. We rely on a stochastic optimization process based on lo-
cal operators that modify a cycle while preserving its Hamiltonian property.
Second, we use the result to initialize a geometric optimizer that improves
the smoothness and uniform coverage of the cycle while further optimizing
for alignment and orientation objectives.

CCS Concepts: • Computing methodologies → Shape modeling; • Ap-
plied computing→ Computer-aided design.

Additional Key Words and Phrases: space-filling curve, Hamiltonian cycle,
orientation distribution, 3D printing

1 INTRODUCTION
In this work, we consider the problem of covering a planar surface
with a non-intersecting, space-filling closed trajectory while pre-
cisely controlling its orientation (see Figure 1). The spacing around
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the trajectory is everywhere close to a same nominal value, mak-
ing it possible to fabricate solid plates (or layers) through material
extrusion along the cycle (3D printing).
The orientation control enables us to precisely pattern the de-

posited material. The closed (cyclic) nature of the trajectory permits
choosing a starting point, simplifying motion planning. The contin-
uous extrusion flow results in a uniform, uninterrupted extrusion
process. Multi-material plates can be fabricated while progressively
grading properties through continuous material mixtures.
Our trajectories’ orientation can be controlled both in terms of

global distribution of orientations (isotropy/anisotropy) and local
alignment specified as a vector field. This control may be different in
different zones. The trajectory can also be optimized to remain for
as long as possible in a designated area – an objective we refer to as
zoning. The zoning objective ensures that multi-material mixtures
remain stable while in a specific area.
The requirements of 1) a smooth, closed, and non-intersecting

trajectory 2) covering the entire surface with everywhere the same
spacingwhile 3) being freely orientable, form a seemingly impossible
problem, only approachable through optimization of the various
objectives. We approach this by decomposing the optimization into
two steps, manipulating different aspects of the problem.

The first step is a combinatorial optimizer, exploring Hamiltonian
cycles in a specially constructed graph covering the surface. The op-
timizer starts from an initial cycle and modifies it through operators
local to the graph, improving the objective functions. The operators
locally update the cycle while preserving its Hamiltonian property.
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Once the global connectivity is determined, our second geometric
optimizer further refines the closed curve’s geometry. The result is
a smooth, evenly distributed trajectory. Alignment, orientation, and
zoning objectives are considered at every step of the process, using
the same base formulations.

In this paper, a cyclic curve means either a simple closed curve on
a surface (the plane) or a cycle in a graph embedded in the surface;
the context will make the meaning clear. As the cycles in the graphs
become space-filling, the two meanings approach each other.

2 RELATED WORK
Space-filling curves and Hamiltonian cycles in graphs find many
uses in Computer Graphics. In particular, they can be used to define
coherent linear traversals of graphical data, such as organizing
triangle and quad meshes into strips [Arkin et al. 1996; Gopi and
Eppstein 2004; Gurung et al. 2011; Taubin 2003], or improving image
compression rates [Dafner et al. 2000].

Space-filling curves have unique aesthetic qualities, which led to
their use for artistic creations. Bosch et al. [2010; 2004] and Kaplan
et al. [2005] explore continuous line drawings using TSP solvers to
find a Hamiltonian cycle. Wong and Takahashi [2013] stylize images,
growing a cycle in oriented grids obtained from quad meshing. A
similar growth process is performed in [Dafner et al. 2000]. The ap-
proach of Pedersen and Singh [2006] grows space-filling curves from
initial simple closed curves (e.g., circles), driving the growth through
a variety of user-driven guidance fields. This generates beautiful
and intricate patterns. The growth is performed with a simulation
scheme akin to a particle system, with repulsion and attraction
forces. Sharp and Krane [2018] generate space-filling curves as a
side effect of their technique for surface cutting through a similar
growth strategy driven by a level-set optimization framework.
Growth approaches give extensive control over the final trajec-

tories, as demonstrated in [Pedersen and Singh 2006; Wong and
Takahashi 2013]. However, setting up robust and stable growth pa-
rameters can be challenging. The time it takes for the curve to invade
the domain depends heavily on the region’s complexity and size to
be filled, with graph irregularities potentially leading to the algo-
rithm failing and requiring user intervention [Wong and Takahashi
2013]. Finally, continuously growing from a simple closed curve lim-
its the cycles that can be achieved; most notably, this implies there
will always be an even number of trajectories between two outer
contours, making trajectories such as the one shown in Figure 2
impossible to achieve. Conversely, a graph theory approach can find
general cycles much more efficiently, as it is combinatorial and –
on specific graphs – supported by a linear time algorithm [Taubin
2003]. This is demonstrated in Aklenam et al. [2013] to generate
Hamiltonian cycles along surfaces for various artistic effects.

Space-filling curves also have properties that make them interest-
ing as deposition trajectories for Additive Manufacturing [Jiang and
Ma 2020]. Chen et al. [2020] enumerate all cycles within a square reg-
ular grid, evaluating each cycle for the resulting thermal properties
during deposition. Lin et al. [2019] explore space-filling curves to
obtain close to isotropic mechanical behaviors in the produced part
– while typical raster fill patterns (zig-zags) lead to anisotropic me-
chanical responses. Papacharalampopoulos et al. [2018] explore the

Fig. 2. Note how the cycle locally has a single trajectory around the holes
of this surface. Such cycles cannot be obtained by growing from a small
circle to invade the surface: this always gives an even number of paths in
between outer contours.

use of Hilbert curves for continuous deposition, noting that uninter-
rupted extrusion reduces print time. Continuity is also an important
factor in final quality when extruding pastes or ceramics [Hergel
et al. 2019]. Giannatsis et al. [2015] construct space-filling curves
following a material gradient. Chen et al. [2017] vary the local den-
sity of the trajectories following an input image. Zhao et al. [2016]
generate contour parallel fill trajectories that form singly connected
spirals within a contour, leading to a continuous fill with smooth
trajectories. Soler et al. [2017] create 3D trajectories as Hamiltonian
cycles in grids for wireframe 3D printing. In the context of two-
photon lithography, Dahaeck et al. [2018] divide a surface to be
manufactured in a process akin to a Centroidal Voronoi Tessellation
and compute a Hamiltonian path within to obtain a continuous tra-
jectory. Other techniques use space-filling curves to define sparse
infills with density gradients (e.g., [Kuipers et al. 2019]); however,
our focus in this work is on dense, solid infills.
One limitation of the aforementioned techniques for AM is that

they offer no direct control over the trajectories’ orientation. Several
recent works note that aligning the trajectories with the principal
stress directions improves the mechanical robustness [Fang et al.
2020; Kubalak et al. 2019; Liu and Yu 2017; Steuben et al. 2016; Tam
and Mueller 2017; Xia et al. 2020]. Our technique provides both a
continuous, close and dense space-filling trajectory as well as the
ability to locally follow specific orientations.

We manufacture colored plates by progressively grading material
mixtures (filament in our case) along the deposition trajectory. For
this application, ensuring that the deposition curve stays in areas
of similar composition for as long as possible is important for the
final quality [Giachini et al. 2020]. This is due to the inertia in
the physical material mixture process. We refer to this property
as zoning. Researchers in AM considered this problem: Muller et
al. [2014] and Xiang et al.[2018] grow paths in a grid under a greedy
strategy to produce paths along mixture gradients.

3 METHOD
Our algorithm takes as input a polygon P ⊂ R2, a distance d that
(indirectly) controls the spacing around the curve, an orientation
field O, a set of isotropic zones Ii ⊂ P, a set of anisotropic zones
Ai ⊂ P, and a partition of P into disjoint material zonesZi . P and
all the zones are represented as sets of oriented boundary contours
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Fig. 3. General overview of our approach

and may have holes. P specifies the area to be covered. Without loss
of generality, we assume that P is a connected set, as otherwise, we
process each connected component independently. The orientation
field O is piecewise constant. Its underlying data structure is a
regular grid V covering P, with center vectors having a norm of
one — where an alignment is specified — or zero — where no specific
alignment is requested. Each vector defines a constant orientation
across the square grid cell area. Isotropic and anisotropic zones may
overlap. In each of these zones, we seek to obtain respectively a
uniform and a non-uniform orientation distribution. Each material
zoneZi is associated with a material that will be used during the
printing process. We assume that two adjacent material zones have
different materials (otherwise, they can be merged).
The algorithm outputs a smooth, non-intersecting closed trajec-

tory T covering P. T is composed of N vertices (vi )1⩽i⩽N and
N straight line segments between consecutive points. We assume
that the trajectory is oriented such that each vertex of index i has a
successor i+ and a predecessor i−. A per-segment area A(vi ,vi+ ) is
defined for each segment; it represents the local spacing, e.g., how
much material to extrude when solidifying the bead.

We optimize the trajectory T to achieve a space-filling property
with an interspace close to a nominal value. Intuitively, the trajectory
meanders throughout P while covering it uniformly. Formally, this
is achieved by minimizing the distance from any point of P to T
(coverage) while constrainingT to have a specific length. The length
indirectly controls the nominal spacing around the curve, as given
more length, the curve will everywhere get closer to points in P.
We further incorporate the alignment, orientation, and zoning

objectives. The alignment objective is specified as non-zero vectors
in the field O and encourages cycle to follow these directions where
specified. The orientation objective controls the edge orientations’
distribution, minimizing or maximizing the distance to a uniform
distribution. This optimizes for either isotropy or anisotropy. Zoning
minimizes the number of crossings between T and the boundary
between adjacent polygonsZi ,Zj . All these objectives can be freely

combined; the orientation objective is independently controlled
in every zone. We detail all objectives and their computations in
Section 3.1 and the Appendix.
Our approach operates in three main steps (see Figure 3):
• (Section 3.2) We build a graph embedded in P, so that the
nodes are evenly spaced, have exactly degree three, and so
that the edge orientations are biased towards any local align-
ment specified in the input.
• (Section 3.3) After building an initial Hamiltonian cycle in the
graph, we perform a stochastic combinatorial optimization
of the alignment, orientation, and zoning objectives.
• (Section 3.4) We further optimize its geometry for even cov-
erage, smoothness, orientation, and zoning, starting from the
resulting space-filling curve while targeting a specific curve
length.

3.1 Objectives
We formulate our objective functions along the segments of a Hamil-
tonian cycle T (H-cycle for brevity) covering P.
The objectives we define here are used by both the combinato-

rial optimizer and the continuous geometry optimizer. They are
combined in a weighted sum, always using the same weights.
In the following, E denotes the objective terms, and γ denotes

the weights of the objective terms. We start by giving an intuitive
definition of each objective.
• The space-filling objective produces a space-filling curve
within the surface of P. It comprises the ECVT and ELen
objectives.
• ECVT is the Centroidal Voronoi Tesselation objective induced
by the segments of T , restricted to the polygon P. It en-
courages T to be as close as possible to every point of P,
maximizing the surface coverage.
• ELen controls the length L of T . This indirectly controls the
spacing between the folds of T , as given more length, the
ECVT will redistribute the curve to be close to all points of P.
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• ELap encourages T to be smooth; it is a Laplacian term ap-
plied to the vertices of T .
• EAli aligns T with the input vector field O that specifies
alignment vectors (vectors with unit norm, while zero vectors
indicate that no specific alignment is requested).
• EOri controls the distribution of edge orientations, either max-
imizing (anisotropy) or minimizing (isotropy) the distance to
a uniform distribution.
• EZon discourages edges from crossing between zones using
different materials.

We optimize with two different approaches, one combinatorial
and the other geometric. The combinatorial optimizer chooseswhich
edgesT uses in a fixed graph obtained from ECVT, ELen. It optimizes
for EAli, EOri, EZon. In this optimizer, the multi-objective equation
parameterized by the cycle T is:

EComb(T ) = EZon + γComb (EAli + EOri) (1)
The geometric optimizer takes this output as initialization and fur-
ther optimizes T for ECVT, ELen, ELap, EAli, EOri, while trying
to keep EZon unchanged. It directly manipulates the vertices and
segments of T . The corresponding multi-objective equation is:
EGeo(T ) = ECVT + γLapELap + γLenELen + γObj (EAli + EOri) (2)

Each optimizer performs the following optimization:
min
T
E(T ) (3)

with E being either EComb or EGeo.
A detailed definition of each optimization term and their weights

is provided in the Appendix, where we also derive the objective
gradients, as these are required for the geometric optimizer.
There are several original aspects in the way we formulate our

objectives. First, we formulate ECVT on the segments of T . This
results in robust and precise optimization, naturally avoiding self-
intersections without requiring a point resampling of T at every
solver iteration. Equipped with the gradient, we optimize ECVT with
the quasi Newtonian solver L-BFGS [Liu and Nocedal 1989].
Second, we formulate the orientation objective in terms of the

distribution of angles along T . By minimizing the distance to a uni-
form distribution, we obtain isotropic trajectories; by maximizing it,
we encourage anisotropy – without choosing an a priori orientation.
In the geometric solver context, this leads to an optimal transport
problem through the Wasserstein distance [Villani 2003].

Third, we consider the alignment objective by discrete integration
of the target directions over the cells of the diagram of segments.
This is achieved precisely and efficiently through a pre-computed
table.

The objectives maintain their formulations in both the combina-
torial and geometric optimizers.

3.2 Covering the surface with a graph
The first step of our approach is to construct a graph on which
the combinatorial cycle optimizer will later operate. We seek to
produce a planar graph embedded in P. We know from [Gopi and
Eppstein 2004] that a Hamiltonian cycle can be efficiently computed
in a bridgeless graph of degree three, where bridgeless means that
the graph does not have any edge which deletion would increase

P
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Fig. 4. Initial seeds (in green) are created by intersecting a triangular grid
with P. Every pair of adjacent nodes are at a distance d .

the number of connected components. Besides, we seek to obtain a
graph with edges distributed evenly over P.
From these two requirements, we choose to create the graph

from the vertices and edges of a Centroidal Voronoi Tesselation
(CVT). We generate initial seeds by intersecting a triangular tiling
with our polygon P (see Figure 4). The spacing d between adjacent
vertices parameterizes the tiling. Each seed position is perturbed
by a random offset, sampled in a disc of radius d

20 . Tiling vertices
inside P will be the initial seeds of our Voronoi diagram.
The spacing d is the driving parameter for the curve interspace

in the final result: with a lower d , the number of seeds S increases,
producing a longer cycle, which leads to a smaller curve interspace.
However, choosing d to obtain a specific interspace is not simple,
as this also depends on the polygon P and the objectives we are
minimizing (see Figure 15). In practice, d is adjusted empirically by
restarting the process with a lower d when the interspace is too
high and with a higher d when the interspace is too low. After the
Voronoi tesselation, the graph is composed of the Voronoi edges
of the diagram, clipped by the polygonal contour whose boundary
is also part of the graph, see Figure 5. A CVT graph is extremely
likely to have nodes of degree three everywhere, as co-circular cases
are extremely rare – but nodes of degree higher than three may
exist due to numerical precision limitations. In this unlikely event,
we restart the process with a different initialization. The graph is
bridgeless by construction, as each edge belongs to a cyclic cell.
Directly using a point CVT graph would, however, yield poor

results under alignment objectives. Indeed, during the combinatorial
optimization, we select which edges belong to the cycle. If the user
controls alignments through the vector field O, we can only hope
to find a cycle with aligned edges if they indeed exist in the graph.
Therefore, the graph has to ideally contain some edges aligned along
the non-zero vectors of O.
To align the edges, we introduce anisotropy in the Voronoi dia-

gram. Instead of casting this as a metric distortion problem [Lévy
and Bonneel 2013], we consider a diagram of many small segments
– called needles. The lengths and orientations of the needles induce
cells that are elongated and oriented with respect to the control
field O, see Figure 5. Each needle is centered on a supporting seed.
The needle lengths and orientations are implicitly defined by the
(point) Voronoi diagram of their supporting seeds. Let us consider
the needle centered on a seed p, whose Voronoi cell we denote as
Cp .
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Fig. 5. Obtaining aligned edges with the needles. Top: vector field: the
green, yellow, and red zones have alignment vectors specified. Middle:
standard point Voronoi tessellation. Bottom: Voronoi tessellation obtained
using needles. Many of the diagram edges now follow the input vector field.

The input vector field O specifies desired directional alignments
as unit vectors (recall that the field may contain zero vectors where
no alignment is specified). Since we only take into account the
orientation – the vector angle modulo π – we consider a vector field
V obtained by doubling the angle of O:

V = ∥O∥
(
cos (2∠O) sin (2∠O)

)
(4)

where ∠O is the angle of O.
We orient the needle using the mean of V inside the cell v =
Vp/area(Cp ), where area(.) computes the area of a polygon, andVp
is the integral ofV over the cell as defined in equation (36). Note that

| |up | | ≤ 1. The needle length is computed as Lp = | |up | | ·
√

area(P)
πS ,

where the square root term is a global scaling factor based on the
total area covered with S seeds. To ensure that needles never cross,
Lp is clamped so that the needle is fully contained in Cp . Finally,
the angle of the needle is given by 1

2 ∠up .
We optimize for the seeds’ positions under a segment CVT objec-

tive, using the L-BFGS algorithm [Liu and Nocedal 1989]. We use
the simplifying assumption that up undergoes only small changes at
each optimization iteration (the integralVp changes progressively
at each iteration). Therefore, we only optimize seed positions, re-
computing up , Lp at every iteration of the L-BFGS algorithm. The
gradient of the segment CVT objective is computed at the needle
extremities and used to compute the supporting seed positions’ gra-
dient. After convergence, we extract the graph as the edges of the
segment Voronoi diagram and clip it with the boundary of P. This
gives us an initial graph satisfying our requirements, as illustrated
in Figure 5.

Fig. 6. Closeup on two cells of the three connected, bridgeless planar graph.
Left: a perfect matching. Right: inverting the perfect matching creates
cycles covering all nodes within the graph. Here two cycles are produced
from which we see only a few edges (in green and orange).

3.3 Combinatorial optimization
Once a bridgeless planar graph with nodes of degree three is ob-
tained, we proceed with the combinatorial cycle optimization. Our
combinatorial optimizer’s core principle is to start from a valid H-
cycle and perform local operations on its edges, modifying the cycle
while preserving its Hamiltonian property. These local changes al-
low us to perform an efficient stochastic exploration, optimizing the
alignment, orientation, and zoning objectives.

The use of local operations is inspired by recent graph theory re-
sults that reconfigure H-cycles in regular grids [Nishat 2020; Nishat
and Whitesides 2017]. We introduce a different set of operations as
our graphs are irregular and use them in a stochastic optimization
framework (Section 3.3.3).
The optimizer proceeds in three main steps. The first obtains a

set of cycles fully covering the input graph but not yet connected
in a global H-cycle (Section 3.3.1). For this, we rely on existing tech-
niques. The second operates a graph refinement and reconnects
the cycles into a single Hamiltonian cycle using local operations
(Section 3.3.2). The graph refinement is a key step that significantly
enriches the local operations performed on cycles in general and
H-cycles in particular. The third is the optimization process (Sec-
tion 3.3.3).

3.3.1 Finding initial cycles. As a starting point, we follow the prin-
ciples established in Gopi and Eppstein [2004]. We compute a perfect
matching on the graph [Edmonds 1965]: a selection of edges such
that every node is adjacent to exactly one selected edge. This can be
done in linear time on bridgeless planar graphs of degree three [Biedl
et al. 2001]. Then, by inverting this edge selection, a set of cycles
covering all graph nodes is obtained. However, these cycles are not
connected in a single Hamiltonian cycle, see Figure 6.

Gopi and Eppstein [2004] reconnect the cycles through two strate-
gies. The first is to identify specific configurations of edges allowing
to split and reconnect neighboring cycles – however, such config-
urations are relatively rare in three-connected planar graphs. The
second is to create double edges connecting cycles, which is always
possible but locally creates a strong deviation from the even spatial
distribution of edges we seek to achieve.

3.3.2 Graph refinement and initial H-cycle. Our combinatorial op-
timizer relies on local modifications of a Hamiltonian cycle. We
follow a similar approach to reconnect the initial cycles into a single
H-cycle. Unfortunately, the low connectivity and mostly hexago-
nal faces of the three-connected planar graph make it difficult to
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Fig. 7. Top left: inserting a new node in each cell produces triangular faces.
Top right: the cycles are modified to go through the center node. Here cell
B no longer has a choice. Bottom: B stole the edge from A, cascading in an
update in A.

perform simple modifications: any change impacts many edges at
once.

Therefore, we propose to refine the graph, increasing the density
of edges and thus making it easier to find opportunities for local,
simpler modifications. In the following, we refer to the faces of the
three-planar graph as cells as they originated from Voronoi cells. We
insert one additional node at the barycenter of every cell, splitting it
into triangular faces. This offers a much richer set of opportunities
to perform local manipulations of cycles.

After introducing a center node and splitting the cells into trian-
gular faces in the graph (Figure 7), we update the cycles obtained
from perfect matching to end up in a similar situation: a set of cycles
covering all nodes.
We examine each cell in turn. In each cell, we choose one of the

boundary edges (a,b) that is part of the cycle. This edge is then
split to go through the added center node n as (a,n) → (n,b). The
cycle now goes through n in addition to (a,b); see dashed lines in
Figure 7, top right.
Note that by construction, all cells have at least two cycle edges

along their boundary. Indeed, we started from a perfect matching
(Section 3.3.1) and inverted the selection. This ensures that every
node is connected to two cycle edges and a third edge not in the
cycle. Therefore, we cannot have two successive edges that do not
belong to the cycle. Consequently, a cell made up of k edges has at
least ⌈k/2⌉ of them in a cycle. Since a cell is made up of at least 3
edges, this implies that all cells have at least two edges in a cycle.

As we connect boundary cycle edges to cell centers, we may end
up with a cell that no longer has any cycle edge along its boundary,
making the new node n unreachable (Figure 7, top right). When
this happens, the cell steals this edge back from its neighbor, and
the cell is tagged as frozen: no other cell can steal this edge from it.
The neighbor now needs to connect its center again. It will either
use another available boundary cycle edge or will have to steal it
from another neighbor. The process propagates until all cases are
resolved. This is illustrated in Figure 7. In all our experiments, the
process terminates successfully, with minimal propagation.

Finally, once the new graph and cycles are obtained, we search for
split-and-reconnect configurations to merge the cycles, as illustrated

Fig. 8. Cycles are connected through split-and-reconnect configurations.
Left: an opportunity to split-and-reconnect highlighted in red. Right: after
swapping the edges, the two cycles are joined together.

Fig. 9. Cycles are connected through edge doubling. Left: Un unused edge
between two cycles in red. Right: after doubling the edge and its endpoints,
the two cycles are joined together.

in Figure 8: an edge from a different cycle across two free edges.
The much more densely connected graph provides a larger number
of reconnection opportunities. The algorithm visits all cycle edges,
searching for the candidate configuration. As soon as a split-and-
reconnect operation is discovered, it is applied, joining the two
cycles. The algorithm continues until no further split-and-reconnect
operation is possible.
At this stage, if multiple cycles remain, double edges are added,

as illustrated in Figure 9. The algorithm goes along the cycles again,
searching for the first free edge connecting another cycle and dou-
bles it. Typically, only very few double edges are necessary, as
experimentally verified in Table 1.

At this point, we have a valid initial H-cycle. This entire process
is efficient: perfect matching is linear in the number of nodes, the
cycle reconnection linear in the number of edges.

3.3.3 Stochastic H-cycle optimization.

Objectives. Given a H-cycle, we evaluate the objectives EAli, EOri
and EZon along the edge that belongs to the cycle. Please refer to
Section 3.1 for their exact computations. However, some differences
have to be clarified. For the alignment objective, as it would be very
costly to compute a Voronoi diagram each time we update the score,
the vector field integrals are no longer computed inside segment
Voronoi cells but inside small rectangles surrounding edges. For the
orientation objective, we track the angle distribution in a histogram
having n bins where n is set to 100 in our implementation. This
histogram affords for computing the objective value in constant
complexity. The combinatorial optimization does not consider the
surface-filling objectives (ECVT, ELen, ELap). The vertices are fixed,
and the surface filling property is enforced by construction of the
initial graph and the Hamiltonian nature of the cycle.

We update all objectives’ current values as we locally modify the
cycle by removing/adding edges. The objectives are weighted and
combined as discussed in Section 3.1.
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hourglass android balljoint

Model With refinement Without refinement
s.a.r db. edges s.a.r db. edges

hourglass 1323 0 558 768
android 3589 16 1421 2186
balljoint 1552 47 649 955

Table 1. Comparison of the number of different operations used to reconnect
cycles — either split-and-reconnect (s.a.r) or edge doubling — when graph
refinement is used or not. Models contain between 100 and 200 layers.
Statistics are aggregated over all of them.

Evolving an H-cycle: local operations. The local operations we
perform on the H-cycle are shown in Figure 10. In each operation
template, there is a starting configuration and an updated config-
uration. The starting configuration considers a set of nodes with
a specific configuration of edges. The green thick edges are those
that belong to the cycle; the black thin edges are those that do not
currently belong to the cycle. Other edges may exist between the
nodes and may belong to the cycle or not – these do not influence
the operation.

Given a configuration that matches the template starting config-
uration, we can, in each case, modify the edges into the updated
configuration while preserving the H-cycle. Each operation modi-
fies the set of edges belonging to the cycle and thus the value of
the objectives. We search for configurations by selecting a node at
random and then considering the edges surrounding it. Matching
the templates can be achieved in constant time for all operations
but one (rightmost in Figure 10). A global connectivity check is re-
quired between two of the nodes, indicated in Figure 10 by a dashed
green curve. We perform it in constant time using an auxiliary data-
structure. However, this data structure requires a linear time update
after each actual modification of the graph – these only happen
when a local change is accepted, typically when it improves the
objective function’s value.

Optimization loop. Our algorithm follows a standard stochastic
optimization framework. Starting from an initial H-cycle, we pro-
duce a population of K × C cycles, cloning the initial one. Each
of these H-cycles is evolved with the shuffle algorithm shown in
Figure 11.
We next select K champions from the K ×C cycles, promoting

diversity. We measure the distance between two H-cycles as the
number of edges they do not have in common. We initialize the
set of champions with the H-cycle having the best objective. Then
we iteratively add the H-cycles that are the most distant from the

already selected champions (Hochbaum-Shmoys algorithm [1985]),
until K are selected.

We then enter the main optimization loop, where champions are
iteratively improved. At each iteration, each champion is cloned into
C candidates evolved with Algorithm 11. The champion is replaced
by the best of its candidates, but only if it improves the objective com-
pared to the champion. This is performed for a fixed number of iter-
ations I . In practice, we useC = 2,K = 12, I = 3, ShuffleIter=8N ,
ImproveIter=8N , ThreshHigh=0.5, ThreshLow=1 and Mod=400.
Here, N is the number of nodes inside the cycle. The algorithm
uses some randomness through the function rand() that returns a
uniform number between 0 and 1. Finally, this is easily parallelized;
we use one thread per champion.

3.4 Cycle geometry optimization
The input of the geometry optimization is the H-cycle T obtained by
the combinatorial optimizer. By construction, it is a non-intersecting
closed polyline, already forming a surface-filling cycle. Our goal is
now to optimize the position of the vertices of T in order to obtain
smooth trajectories evenly distributed while following all our other
objectives (alignment, orientation, zoning).

Initialization. An important question for the geometric optimizer
is which length to target for the cycle with ELen. Let us recall that
the total length indirectly controls the final spacing between folds
of the trajectory.
The cycle produced by the combinatorial optimizer has a global

directionality in agreement with the alignment and orientation ob-
jectives. However, it also has many local corners (high frequencies)
coming from the initial tesselation. Now that the cycle connectivity
is determined, the geometric optimizer can smooth out these higher
frequencies. The smoothing objective ELap achieves this.
However, the high frequencies coming out of the combinatorial

optimizer artificially lengthens the cycle. Therefore, before comput-
ing the target length, we apply a few explicit smoothing steps. This
results in a filtered cycle whose length is more representative of our
spacing objective.

We apply 5 times the following smoothing operator to each vertex
vi , while ensuring that no self-intersections appear:

vi ← vi +
1

10

(
vi+ +vi− − 2vi

)
(5)

We then define the desired length L0 as the length of T after ap-
plying these operations. The geometric optimizer starts from this
smoothed cycle.

Optimization. We then minimize the geometric objective EGeo
defined in (2). We sincerely encourage you to have a look at the dif-
ferent terms of this objective in appendix. Our geometric optimizer
is supported by a quasi Newtonian solver L-BFGS [Liu and Nocedal
1989]. This is an iterative solver that only needs to compute the
value of the objective and the gradient or at least an approximation
of it to minimize the objective. The solver then approximates the
Hessian using the gradient of the lastM iterations.M is fixed before
optimization and has a value generally less than 10; we use 7 in our
implementation.
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Fig. 10. The four local operations evolving a H-cycle while preserving its Hamiltonian property. Thick green edges belong to the cycle; solid black edges do not
belong to the cycle, the state of other edges (gray dashed) has no influence. Note that the bottom-right operation requires knowing connectivity along an
entire path, as indicated by the dashed green curve.

1 algorithm Shuffle(HCycle T) {
2 for (shuffle = 0 to ShuffleIter) {
3 T′ = applyRandomOp(T)
4 if (EComb(T′) <= EComb(T)) {
5 T = T′
6 } else if (EComb(T′) < EComb(T) + ThreshHigh)) {
7 if (N * (EComb(T′) - EComb(T)) * rand() < ThreshLow)
8 T = T′
9 } else if (shuffle % Mod == 0) {
10 T = T′
11 }
12 }
13 }
14 for (improve = 0 to ImproveIter) {
15 T′ = applyRandomOp(T)
16 if (EComb(T′) <= EComb(T)) {
17 T = T′
18 }
19 }
20 return T;
21 }

Fig. 11. The shuffle algorithm applies local operators to evolve and explore
input H-cycle improvements with respect to our objectives.

Computing the per-segment area. After the process has converged,
we are ready to compute the per-segment area along T . Once mul-
tiplied by a thickness, it represents the volume of material that has
to be extruded around the segment. This allows the deposition to
adapt to each segment’s surroundings (see Section 4.2).
The area is computed from the segment’s Voronoi cell, which is

added half the area of the point Voronoi cells of its extremities.

4 RESULTS
This section presents numerical evaluations and experimental re-
sults, including plates 3D-printed with multiple materials.

4.1 Numerical evaluations
Figure 13 shows the evolution of the two optimization stages (combi-
natorial and geometrical). As can be seen, both optimization solvers
operate effectively to reduce the value of the objectives. For the
geometrical optimization, γLenELen acts as a regularizer of the total
length of T , and the optimizer attempts to maintain its value.

Figure 14 demonstrates the effect of the Laplacian term γLap (see
Section A.3). While both results are compelling, using the Laplacian
term avoids sharp turns, effectively smoothing the cycle.
Figure 15 shows the link between the parameter d controlling

the initial spacing between adjacent seeds (see Section 3.2), and
the interspace τ encountered along the cycle. The interspace τ is
computed from the Voronoi cells, taking the distance between both
sides across the trajectory.

The overall curve shows that choosing d to obtain a given inter-
space, while not direct, is made simple thanks to the well-behaved,
monotonous increase. We can also observe that the variation across
models is small (within ±0.1 mm of each other’s).
In addition, Figure 16 shows that the interspace values roughly

follow a Gaussian distribution. This simplifies pushing a varying
flow (by adjusting motion speed) during fabrication. Interestingly
we observe a change in statistics between the objective. However,
they all remain within small bounds, as their means are all within
0.05 mm of each other’s.
Figure 12 shows some timing results. Both optimizers can ex-

ecute iterations in a reasonable time, with a roughly polynomial
correlation with respect to d .

0.4 0.6 0.8 1.0
0

3

6

9

12

d (mm)

Sh
uffl

e
tim

e
(s)

0.4 0.6 0.8 1.0
0.3

0.6

0.9

1.2

d (mm)

Ge
o.
op

tim
iz
er

st
ep

tim
e
(s)

Fig. 12. Timings results of the brain model (see Figure 13). Left: computing
time of the function Shuffle (Fig. 11) with respect to d . Rght: computing
time of a single iteration of the L-BFGS solver in the geometric step.

4.2 3D printed results
We carried out 3D printing of surfaces from H-cycles optimized with
our method. We employed filament fused fabrication with PLA.

Multi-material illustrations. We fabricated multi-material illus-
trations, producing plates with complex trajectory patterns. These
prints were fabricated using a constant deposition width to better
highlight the trajectory.
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Fig. 13. Two-stage optimization of shape depicting a brain. The trajectory of the left part is under an alignment objective, while the trajectory in the right part
follows an isotropy objective. The plots depict the evolution of the value of each objective function during the optimization steps. Note that some values are
multiplied by a constant factor in order to improve the visualization.

γLap = 0 γLap , 0

Fig. 14. Optimization results showing the effect of using or not the smoothing term γLap.
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Fig. 15. Correlation between d (controlling the seed density – see Figure 4)
and the interspace τ around the optimized cycle. The thick curve is the
mean observed over 30models using different objectives. The top and bottom
curves are the reported min/max values of the mean across models.

We produced multi-material prints using a 3-wayDiamond nozzle
by Reprap.me. This nozzle takes three different filaments as input,
mixed into the nozzle chamber, and exit from a single hole. The
mixture is passive, so the materials are co-extruded in a tooth-paste
like pattern at a small scale. Our printer is a Prusa-like assembly, with
three feeders for each of the three filaments. The printer firmware
accepts special GCode instructions defining the mixing ratio at each
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Fig. 16. Interspace distribution over the brain model with d = 0.5mm, for
different objectives.

extrusion move. In our experience transitioning from one mixture to
another requires pushing at least 6.1mm3, resulting in a relatively
long transition, e.g., 76 mm of deposition trajectory for a 0.4 mm
nozzle at 0.2 layer height. In this context, the zoning and alignment
objectives are important to respectively minimize the number of
transitions and align them along zone boundaries. We printed at a
speed of 10 mm/sec, using colored translucent PLA filament.

Figure 1 (d) shows a 3D printed SIGGRAPH logo using alignment
along boundaries in the blue region, anisotropy in the white region,
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Fig. 17. Multi-material printing of the Batman logo following the parallel
vector field.

and isotropy in the red region. Note how well the different zones
are reproduced, with little smearing between colors.
Figure 19 shows the brain model 3D printed with a variety of

materials (colors) under different objectives combined (see Figure
caption for details). Two versions were printed with different spac-
ings d . As can be seen, the 3D printed versions closely follow the
input specifications, with clearly defined zones both in material and
alignment/orientation objectives. The single continuous deposition
produces an even, reliable flow of material, leading to nearly optimal
operational conditions for the extrusion process.
While the brain model features relatively large zones, the leaf

model shown printed in Figure 20 has many narrow regions, and an
internal skeletal structure. This shows that despite being a single
cycle, the trajectory can fill narrow regions even orthogonally to
their main directionality – this would be very difficult to achieve
with growth techniques that have to fit an even number of trajecto-
ries everywhere (see Section 2). The skeleton is well captured and
faithfully reproduced, despite a challenging directionality for the
multi-material transitions.
Figures 17 and 18 show other examples of shapes with narrow

spaces and multi-material transitions. The batman logo is using an
alignment objective parallel to the boundaries. The zebra is using
anisotropy for the background and alignment along boundaries
within the zebra stripes.

Dense plates. To evaluate how dense our prints can be, we com-
pared two methods on an isotropic cycle filling a square. Isotropy is
challenging due to the high number of turns. The first method uses
our per-segment area computation, varying the amount of deposited
material along the cycle. Note that the material’s feed rate was kept
constant (the speed of the motor pushing the filament) while the
XY motion speed was varied.

The second method extrudes at a constant speed an average
amount of material, computed from the plate’s total area – this is
equivalent to considering that the average ’width’ along the cycle
is the total area divided by cycle length.
As shown in Figure 21 the per-segment area achieves a denser

result, leaving only rare gaps, even in very challenging areas of the
leaf model. These examples are fabricated at 0.2 mm layer height,
with two layers, using a 0.6 mm nozzle at an average speed of 20
mm/sec on a Prusa i3 printer. They are printed in sequence and at

Fig. 18. Zebra printed with black and white filaments.

the same bed location. Both use the same total volume of material:
281 mm3 for the squares, 1955 mm3 for the leaves. The average
spacing around the cycle is approximately 1.3 mm.
Note that we printed at an increased temperature (215 degrees)

to allow the molten plastic to spread more easily. The nozzle width
also has to be within reasonable margins of the nominal spacing
(obtained as total area divided by cycle length).

5 CONCLUSIONS
Limitations. In the presence of holes with sharp pointy features,

the geometric optimizer may produce a trajectory that crosses the
contour, as can be seen Figure 22. These defects are usually located
at the tip of narrow, pointy holes, which limits their impact.
To obtain denser plates, our approach requires printing while

controlling motion speed for a varying flow deposition (as has been
successfully demonstrated in recent works [Hornus et al. 2020]).
However, some tiny porosities remain in challenging cases (see the
leaf in Figure 21).

Future work. Our technique offers unprecedented control over
material deposition orientation while manufacturing a solid layer
along a strictly continuous extrusion trajectory. This is of particular
interest for multi-material prints and aesthetics purposes, as we have
demonstrated. Continuity is also an important consideration for
materials such as clay, ceramics, silicon, and concrete. Beyond what
we demonstrated here, our framework supports a wide range of op-
timization objectives. We believe this will prove useful for Additive
Manufacturing processes using challenging materials, such as the
fabrication of plates having close to isotropic elastic behaviors [Lin
et al. 2019] (thanks to our isotropy objective term EOri). To foster
adoption and further research, we will release our code as open-
source and are planning to submit it to the Graphics Replicability
Stamp Initiative.
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Fig. 19. Left: input specifying zones and objective selection in each. Parallel vec field means that we align the path with a vector field parallel to the zone
border and ortho vec field means that we use alignment with a vector field orthogonal to the border.Middle: cycle optimized for a width of 1.7mm. Right:
cycle optimized for a width of 0.8mm.

Fig. 20. Left: Single material leaf printed with a constant width smaller than nominal to appreciate the cycle folds. Note how the cycle goes around holes with
a single folded trajectory in the center part. Middle: Multi-material version using a narrower spacing, with the inner skeleton in a different material. Right:
Variant using different colors.

(a) (b) (c)

Fig. 21. (a): plate printed using the per-segment area. (b): plate printed with a constant flow all along the cycle. Both use the same total volume of filament,
are printed at the same bed location. (c) top: closeup on the leaf model shown in Figure 20. (c) bottom: closeup on the same leaf printed without the
per-segment area.
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Fig. 22. An edge may cross the contour near sharp corners after the geo-
metric optimization.

A APPENDIX
Recall that T is composed of N vertices (vi )1⩽i⩽N and N straight
line segments between consecutive points. Each vertex of index i
has a successor i+ and a predecessor i−. We denote by TE the set of
edges of the path:

TE = {(i, i+) | i = 1, ...,N } (6)

A.1 CVT objective
We perform a CVT optimization of a diagram of segments. Let
x ∈ R2 be a point and S ⊂ R2 be a bounded set. The infimum
Euclidean distance between x and S is:

dist (x , S) = inf
y∈S
∥x − y∥ (7)

In order to cover the entire polygon P without keeping empty areas,
one could consider minimizing the following objective:∫

P
dist (x ,T)2 dx (8)

Minimizing the above objective could result in new crossings be-
tween the cycle and material zone boundaries, undermining the
zoning objective. To avoid this issue, we minimize the CVT objec-
tive independently for each material zone:

ECVT =
∑
i

∫
Zi

dist (x ,T ∩Zi )2 dx (9)

Computing the intersection of T with Zi leads to the creation
of new vertices at the intersections between segments of T and
zone boundaries. Consider an intersecting vertex u laying inside a
segment ]vi ,vj [. Then there exists a real value t ∈]0, 1[ such that:

u = (1 − t) ·vi + t ·vj (10)
To obtain the gradient with respect to the initial path’s vertices, we
will have to make the following update at the end of our computa-
tions:
G(i)CVT ← G

(i)
CVT+ (1−t) ·G

(u)
CVT G(j)CVT ← G

(i)
CVT+t · G

(u)
CVT (11)

where G(i)CVT, G
(j)
CVT, and G

(u)
CVT are respectively the gradients of

ECVT with respect tovi ,vj , and u.
In the following, we consider computing the objective and its

gradient inside a single zone. For simplicity, and to not introduce
new notations, we suppose the zone to be P, and we still use the
notation T for the intersection of the path inside the zone. Notice
that T could no longer be a cycle but a set of paths having two

Ci j

Ci Cj

T
vi vj

Fig. 23. Illustration of a segment cell in blue and two point cells in red.

endpoints. In the same way, we still denote byvi the path’s vertices,
including the ones that intersect the boundary of the zone.
The segment Voronoi diagram over T gives the following parti-

tion of P into two types of Voronoi cells:
• Point cell A cell Ci for each vertex vi of T , containing all
points of the shape P that are nearest tovi than to any other
point of T :
Ci = {x ∈ P | ∀y ∈ T , ∥x −vi ∥ ⩽ ∥x − y∥} (12)

• Segment cell A cell Ci j for each open segment ]vi ,vj [ of T
that contains all points of the shape P that are nearest to this
segment than to any other point of T :
Ci j =

{
x ∈ P | ∀y ∈ T , dist (

x , ]vi ,vj [
)
⩽ ∥x − y∥

}
(13)

This partition is illustrated Figure 23. Once this partition is obtained,
the distance to the path can be obtained as a close form inside each
cell. The CVT objective is rewritten as:

ECVT =

N∑
i=1

∫
Ci
∥x −vi ∥2dx +

∑
(i j)∈TE

∫
Ci j

dist
(
x , ]vi ,vj [

)2
dx

=

N∑
i=1
ECVT,i +

∑
(i j)∈TE

ECVT,(i j)

(14)
The boundary of a Voronoi cell consists of bisectors sections be-
tween two sites (which can be a vertex or an open segment). All
the bisectors are straight lines apart from the parabolic bisectors
between a vertex and an open segment. In order to simplify compu-
tations, we approximate the section of a parabola with k straight
line segments. In our implementation, we choose k = 10, which
provides a fine tesselation.

In the following, we precise how we derive the objective and gra-
dient terms. From now on, Ci and Ci j are assumed to be composed
only of straight-line segments due to the parabolic bisector sections’
approximation.

Point cell. Wewant to derive the objective ECVT,i associated with
one point cell Ci . First, we rewrite it as:
ECVT,i =

∫
Ci ∥x −vi ∥

2dx

=
∫
Ci ∥x ∥

2dx − 2
∫
Ci (x .vi )dx +

∫
Ci ∥vi ∥

2dx

=
∫
Ci

(
x2x + x

2
y

)
dx − 2

∫
Ci

(
vi,xxx +vi,yxy

)
dx +

∫
Ci ∥vi ∥

2dx

(15)
where xx andvi,x are, respectively, the x coordinate of the point x
and the cycle vertexvi (and the same applies for the subindex y).
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The gradient of ECVT,i with respect tovi is:

GCVT ,i = 2

[
vi

(∫
Ci

1dx

)
−

(∫
Ci
xdx

)]
(16)

New terms that appear in Equations 15 and 16 are moments of
order n = 0, 1, 2 of the point cell. The Shoelace formula allows the
computation of the signed area of a polygon (the moment of order
0) and generalizes to moments greater than n > 0.
We denote by pj the vertices of the polygon Ci and by (jk) its

edges oriented in clockwise order. For simplicity, we write (j,k) ∈ Ci
to iterate over the edges of the cell. We first compute the integral of
xny over the cell:∫
Ci
xnydx =

∑
(jk )∈Ci

(pk,x − pj,x )
∫ 1

0

∫ pj,y+t (pk,y−pj,y )

0
yndydt

=
∑
(jk)∈Ci

pk,x − pj,x
n + 1

∫ 1

0

(
pj,y + t(pk,y − pj,y )

)n+1
dt

=
∑
(jk)∈Ci

pk,x − pj,x
(n + 1)(n + 2)

pn+2k,y − p
n+2
j,y

pk,y − pj,y
(17)

and we finally obtain:∫
Ci
xnydx =

1

(n + 1)(n + 2)
∑
(jk )∈Ci

(pk,x − pj,x )
n+1∑
l=0

plk,yp
n+1−l
j,y

(18)
Analogously, by swapping the two axis and by multiplying by −1
to keep a clockwise orientation we get the integral of xnx :∫
Ci
xnxdx =

1

(n + 1)(n + 2)
∑
(jk )∈Ci

(pj,y − pk,y )
n+1∑
l=0

plk,xp
n+1−l
j,x

(19)

Segment cell. For (i, j) ∈ TE , we want to compute the objective
associated with the segment cell Ci j . First, we project our points
on a new orthogonal basis to facilitate subsequent derivations. This
basis is composed of the two following unit vectors v̂ and ŵ :

v̂ =
vj −vi
∥vj −vi ∥

, ŵ = Rπ /2v̂ (20)

Where Rπ /2 is the matrix of a rotation by an angle π/2. We then
consider the following affine isometric transformationm:

m : x 7→
(
(x −vi ).v̂ (x −vi ).ŵ

)
(21)

Two functions parameterize the transformed cellm
(
Ci j

)
: f < 0 and

д > 0 representing the lower border and the cell’s upper border.
They are illustrated Figure 24. The support used for these two func-
tions is the interval ]0, 1[. We then rewrite the segment objective
as:

ECVT,(i j) =
∫
Ci j

dist
(
x , ]vi ,vj [

)2
dx

= ∥vj −vi ∥
∫ 1

0

∫ д(t )

f (t )
y2dydt

(22)

•m(vi ) =
(
0
0

)
•m(vj ) =

(
∥vj −vi ∥

0

)
д

f

Fig. 24. The segment cell boundary is represented by two functions f , д.

In order to derive the gradient we write how the objective evolves
when we slightly move by ϵ the two endpoints of the segment:

ECVT,(i j)
(
vi + ϵi
vj + ϵj

)
∥vj −vi ∥

=

∫ 1

0

∫ д(t )

f (t )

(
y − ŵ .

(
ϵi + t(ϵj − ϵi )

) )2
dydt

(23)
We then derive the gradient with respect tovi :

G(i)CVT,(i j) = −∥vj −vi ∥ŵ
∫ 1

0
(1 − t)

(
д(t)2 − f (t)2

)
dt (24)

and with respect tovj :

G(j)CVT,(i j) = −∥vj −vi ∥ŵ
∫ 1

0
t
(
д(t)2 − f (t)2

)
dt (25)

For each vertexpk of the cell Ci j , we letqk =m(pk ) be the associated
vertex in the new transformed cell. Using the expression of the y
moment of order 2 (see Equation 18), we get:

ECVT,(i j) =
1

12

∑
(kl )∈Ci j

(
ql,x − qk,x

) 3∑
m=0

qmk,yq
3−m
l,y (26)

For the gradient with respect to the two endpoints we first introduce
new values:

uk =
qk,x
∥vj −vi ∥

, ul =
ql,x

∥vj −vi ∥
(27)

and we then have:

G(i)CVT,(i j) = ŵ
∑

(kl )∈Ci j

(
qk,x − ql,x

) ∫ 1

0

(
qk,y + t(qk,y + ql,y )

)2
(1 − (uk + t(ul−k )))

= w
∑

(kl )∈Ci j

qk,x − ql,x
12

3∑
m=1
(4 −muk − (4 −m)ul )qm−1k,y q3−ml,y

(28)

G(j)CVT,(i j) = ŵ
∑

(kl )∈Ci j

(
qk,x − ql,x

) ∫ 1

0

(
qk,y + t(qk,y + ql,y )

)2
(uk + t(ul−k ))

= w
∑

(kl )∈Ci j

qk,x − ql,x
12

3∑
m=1
(muk + (4 −m)ul )qm−1k,y q3−ml,y

(29)
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A.2 Length preservation objective
We denote by L0 the target length. The length preservation objective
keeps the length L of T as close as possible to L0:

ELen = (L − L0)2 =
©«

∑
(i j)∈TE

∥vj −vi ∥ − L0
ª®¬
2

(30)

The gradient with respect tovi is given by:

G(i)Len = 2 (L − L0)
(
vi −vi+
∥vi −vi+ ∥

+
vi −vi−
∥vi −vi− ∥

)
(31)

This objective is associated with the following normalized weight:

γLen = 0.4 · area(P)/N 2 (32)

A.3 Smoothing objective
In order to have a smoother trajectory T we minimize the following
Laplacian:

ELap =
N∑
i=1

vi − 1

2

(
vi+ +vi−

)2 (33)

This objective smooths the sharp angles of cycle , redistributing its
vertices. The gradient with respect tovi is:

G(i)Lap = 3vi +
1

2

(
vi++ +vi−−

)
− 2

(
vi+ +vi−

)
(34)

We use the following normalized weight:
γLap = 0.3 · area(P)/N (35)

A.4 Alignment objective
Recall that we compute a vector field V by doubling the angle of O
(Section 3.2). We then denote byVi the integral of V over Ci and
byVi j the integral of V over Ci j :

Vi =
∫
Ci
V (x)dx Vi j =

∫
Ci j

V (x)dx (36)

The objective function EAli seeks to minimize the angle difference
between T and the integrated vector field inside each cell:

EAli =

N∑
i=1

∥Vi ∥
Z

(
∠

(
vi+ −vi−

)
− ∠Vi

2

)2
+

∑
(i j)∈TE

Vi j
Z

(
∠

(
vj −vi

)
−
∠Vi j
2

)2 (37)

Angles can be defined using arctan function. We also write down
its gradient for later:

∠v =


arctan(vy/vx ) if vx > 0
arctan(vy/vx ) + π if vx < 0
(πvy ) / (2|vy |) if vx = 0

∇∠v =
Rπ /2v

∥v ∥2

(38)
The values of ∠Vi and ∠Vi j in (37) are taken such that the absolute
differences between angles are less than π/2. Finally, Z allows us
to normalize the sum to obtain a weighted mean of squared angle
differences. We have:

Z =
©«
N∑
i=1
∥Vi ∥ +

∑
(i j)∈TE

Vi jª®¬
(∫
P
∥V (x)∥dx

)−1
(39)

The integral of the norm over P is the total area in which the vector
field is non-zero. This is useful to properly weight this objective
with the isotropic/anisotropic one.

The gradient of this objective is approximate since the variations
of the integralsVi andVi j are ignored. The gradient with respect
tovi is approximated as follows:

G(i)Ali =

Vi−
Z

Rπ /2(vi −vi−− )
∥vi −vi−− ∥2

(
∠

(
vi −vi−−

)
−
∠Vi−
2

)
−

Vi+
Z

Rπ /2(vi++ −vi )
∥vi++ −vi ∥2

(
∠

(
vi++ −vi

)
−
∠Vi+
2

)
+

Vi−i 
Z

Rπ /2(vi −vi− )
∥vi −vi− ∥2

(
∠

(
vi −vi−

)
−
∠Vi−i
2

)
−

Vii+
Z

Rπ /2(vi+ −vi )
∥vi+ −vi ∥2

(
∠

(
vi+ −vi

)
−
∠Vii+
2

)
(40)

Vector field discretization. Our fieldV is represented by a 2D array
of sizeW × H whose elements are 2D vectors. For x ∈ {0, . . . ,W −
1} and y ∈ {0, . . . ,H − 1}, we denote by V [x][y] the vector at
coordinate (x ,y) in the array. If our shape P is included inside a
rectangle [0,W ] × [0,H ] of the Euclidean plane, then the value
V [x][y] in our array corresponds to the vector field inside the small
rectangle centered in

((
x + 1

2

)
W
W ,

(
y + 1

2

)
H
H

)
with a width W

W

and a height H
H . To compute the integralV over a cell C, we again

use the Shoelace formula:

V =
∑
(i j)∈C

(pj,x −pi,x )
∫ 1

0

∫ pi,y+t (pj,y−pi,y )

0
V (pi,x +t(pj,x −pi,x ),y)dydt

(41)
In order to efficiently compute the integral over y, we pre-compute
a second array SV :

SV [x][y] =
y∑
j=0

V [x][j] (42)

For two points (x0,y0) and (x1,y1) in the quad (X ,Y ) of our grid.
That is to say, when these inequalities are verified:

X
W

W
⩽ x0,x1 ⩽ (X + 1)

W

W
(43)

Y
H

H
⩽ y0,y1 ⩽ (Y + 1)

H

H
(44)

the integral of the vector field under the segment connecting these
two points is:∫ 1

0

∫ y0+t (y1−y0)

0
V (x0 + t(x1 − x0),y)dydt

= SV [X ][Y ] −
(
Y + 1 − y0 + y1

2H
H

)
V [X ][Y ]

(45)
Then we decompose each edge (ij) of the cell C in small parts
contained in a single quad of our grid (represented by alternating
between dark and light in Figure 25) and compute the double integral
over each small part (SV [X ][Y ] is the integral over the union of the
blue and red areas, and

(
Y + 1 − y0+y1

2H H
)
V [X ][Y ] is the integral

over the red area).
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pi

pj

Fig. 25. The vector field’s integral under a segment is obtained by decom-
posing it in smaller segments contained in single quads of the grid.

A.5 Orientation objective
We control the probability distribution of the orientations along T
to be either as isotropic or as anisotropic as possible. To do so, we
minimize/maximize the squared 2-Wasserstein distance between
a uniform distribution U over [0,π [ and the distribution of the
orientations in T that we denote DT . The Wasserstein distance is
a very convenient metric between probability distributions coming
from optimal transport [Villani 2003]. The orientation distribution
of T can be defined as:

DT =
1

L

∑
(i j)∈TE

∥vj −vi ∥δ∠(vj−vi ) (46)

Where ∠v is the angle ofv modulo π taken inside the interval [0,π [,
and L is the total length of T . We know from [Rabin et al. 2011]
that the Wasserstein distance on a circle can be expressed as:

W 2
2 (U,DT ) = inf

α

∫ 1

0

(
(Fα )(−1)(t) −G(−1)T (t)

)2
dt (47)

where F and GT are, respectively, the cumulative distribution ofU
and DT . That is to say:

F (θ ) =
∫ θ

0

1

π
dϕ = θ/π , GT (θ ) =

1

L

∑
(i j)∈TE

∥vj−vi ∥1{∠(vj−vi )<θ }

(48)
Fα is defined as F − α and the pseudo inverses (Fα )(−1) and G(−1)T
are defined as:

(Fα )(−1)(t) = inf{θ | F (θ ) − α > t} = π (t + α) (49)

G
(−1)
T (t) = inf{θ | GT (θ ) > t} =

∑
(i j)∈TE

∠
(
vj −vi

)
1{

t ∈
[
T 0
i j ,T

1
i j

[}
(50)

where:

T 0
i j =

1

L

∑
(kl )∈TE

∠(vl −vk )<∠(vj −vi )

∥vl −vk ∥, T 1
i j =

1

L

∑
(kl )∈TE

∠(vl −vk )⩽∠(vj −vi )

∥vl −vk ∥

(51)
In the distance (47), the infimum is obtained at the value α0 defined
as the mean of 1

π G
(−1)
T (t) − t over [0, 1], which is:

α0 =
1

π
E[DT ] −

1

2
(52)

We then obtain:

W 2
2 (U,DT ) =

∑
(i j)∈TE

∫ T 1
i j

T 0
i j

(
πt + πα0 − ∠

(
vj −vi

) )2
dt (53)

•v1

•
v2

•v3•v4

•

•

•

•

πα0 = Θ0
34Θ1

41= Θ0
23

π /4

0, ππ /2

3π /4

Fig. 26. Left: A path having four segments. Right: Transport map of the
path orientation distribution to the uniform distribution. Sticks are Dirac
located at the orientation of the segment having the same color. They are
a map to domains of [0, π [ represented by portions of the ring having an
area proportional to the segment length.

To simplify the following expressions, we let:

Θk
i j = πT ki j + πα0 (54)

Finally, we define an isotropic objective as the squared Wasserstein
distance (EIso(T ) = W 2

2 (U,DT )). Computing the integral in (53),
we get:

EIso(T ) =
1

3π

∑
(i j)∈TE

(
Θ1
i j − ∠

(
vj −vi

) )3
−

(
Θ0
i j − ∠

(
vj −vi

) )3
(55)

As for the alignment objective, we only compute an approximation
of the gradient by ignoring the variations of Θk

i j . We tried to add
the variations of α inside the gradient, but the impact was really
negligible. Our approximation of the gradient with respect tovi is
as follows:

G(i)Iso =
Rπ /2

(
vi+−vi

)
π ∥vi+ −vi ∥2

[(
πΘ1

ii+−∠
(
vi+−vi

) )2
−

(
πΘ0

ii+−∠
(
vi+−vi

) )2]
−
Rπ /2

(
vi −vi−

)
π ∥vi −vi− ∥2

[(
πΘ1

i−i−∠
(
vi −vi−

) )2
−

(
πΘ0

i−i−∠
(
vi −vi−

) )2]
(56)

One can notice that EIso is included in
[
0, π

2

12

]
. To have an anisotropic

objective included in the same interval we define it as:

EanIso(T ) =
π2

12
− EIso(T ) (57)

The gradient of the anisotropic objective is simply the opposite of
the isotropy gradient (56).
Then we regroup these two objectives inside the orientation

objective defined as:

EOri =
∑
i
area (Ii ) EIso (T ∩ Ii ) +

∑
i
area (Ai ) EanIso (T ∩ Ai )

(58)
As for the CVT energy, the intersection of T with zone boundaries
creates new vertices. Again the gradient is transferred to the initial
vertices of T using the chain rule (11).
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Finally, a last weight term γObj allows us to control the influence
of EAli and EOri. We use the following normalized weight:

γObj =
area(P)3

50 · L20

(∫
P
∥V (x)∥dx +

∑
i
area (Ii ) +

∑
i
area (Ai )

)−1
(59)

A.6 Zoning objective
The zoning objective is only used during the combinatorial optimiza-
tion. It counts the number of intersections between T and material
zone boundaries:

EZon =
∑
(i, j)∈TE

∑
k,l

#
(
[vi ,vj ] ∩ Zk ∩Zl

)
(60)

Where#S is the cardinal of a set S . If we assume that no segment
of the path is perfectly contained in a zone boundary, the sum’s
cardinals are always finite.

TheweightγComb attempts to prioritize the zoning objective EZon.
To do so, we set γComb such that γComb(EAli + EOri) is included in
[0, 1]. The squared angle difference in the alignment objective is
bounded by π2/4, and the squared Wasserstein distance is bounded
by π2/12. We then set γComb to:

γComb =
4

π2

(∫
P
∥V (x)∥dx +

∑
i
area (Ii ) +

∑
i
area (Ai )

)−1
(61)
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