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Abstract—Self-deployable mobile networks represent a new
type of cellular networks, that can be rapidly deployed, easily
installed, and operated on demand, anywhere, anytime. They can
provide network services when a classical cellular network fails,
is not suitable, or does not exist. Using network virtualization
techniques, core network and base station functions can be co-
located together into a single equipment. This brings the network
functions closer to the user, but the placement of the local core
network has a significant impact on the network performance,
mainly in terms of capacity and delay. In this work, we are
focused on the delay minimization from BSs to the local core
network. We propose a heuristic for the local core network
placement, with the objective of reducing the delay. We show
that the delay obtained by our solution decreases significantly
compared to a strategy that places the local core network in
order to maximize the capacity. We also show that considering a
capacity-based placement strategy leads to infinite delay in some
cases.

I. INTRODUCTION

Classical cellular networks are a result of careful planning
and deployment strategies. Their fixed and hierarchical ar-
chitecture is based on a clear physical separation between
the radio access network (RAN) and the core network (CN),
with an over-provisioned backhaul between them. If the net-
work environment changes, a planned and time-consuming
intervention is needed to adapt the network configuration.
Therefore, classical cellular networks are not able to cope with
dynamic changes and are difficult to use in some situations,
like in the case of natural disasters. In these situations,
mobile networks with self-deployment and self-configuration
capabilities, which need only minor human intervention, are
required. A possible architecture for self-deployable networks
[1] is depicted in Fig. 1.

With Network Function Virtualization (NFV) and Software
Defined Networking (SDN) playing a more and more impor-
tant role in cellular networks, starting with 5G, core network
functions can be provided by less complex and generic equip-
ment. With such technologies, the network elements can be
hosted in virtual environments to provide a higher degree of
flexibility and adaptability, while network slicing protocols
will direct the traffic to the best service functions, according
to the specific use case. Therefore, in self-deployable mobile
networks, there is no physical split between RAN and CN
equipment: the CN functions could be virtualized and co-
located with the base station (BS), forming a Local CN.
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Fig. 1. Architecture of a self-deployable mobile network connected to an
external Packet Data Network (PDN) [1].

A Local CN plays the same role as a core network in a
classical cellular network, connecting users to the service net-
work and implementing functionalities such as authentication
or mobility management. Moreover, the equipment integrating
the BS and the Local CN can be potentially carried by
terrestrial robots or by unmanned aerial vehicles (UAV), giving
the network infrastructure mobility capabilities. Therefore, the
integration of the Local CN and the BS becomes an interesting
research problem, with some studies already tackling the issue.
The Local CN can be co-located with one single BS and shared
by all the other BSs in the RAN, as proposed in [1], or one
Local CN entity can be integrated at each BS, as proposed in
[2]. In these previous works, research questions are focused
on the capacity of the wireless links. However, delay is also a
key important metric in mobile networks, especially for time-
sensitive applications such as first responder interventions or
live streaming. Previous works do not consider this metric,
despite its significant impact. Indeed, the more data are trans-
mitted, the higher the delay, which can cause numerous issues
for time-sensitive applications.

In this paper, we propose a delay-based local CN placement
in self-deployable mobile networks. Our objective is to find
the best placement of the Local CN among the available BSs,
in order to minimize the maximum delay in the backhaul
network. This practically minimizes the worst case delay that
a user can observe in a self-deployable network.

The rest of the paper is structured as below. Section II
discusses some related research works on the topic of self-
deployable networks. Section III introduces the system model
and the delay problem formulation. Finally, Section IV shows
the simulation results we obtained and Section V concludes
the paper.



II. RELATED WORK

A first step towards the convergence between the radio
access network and the core network is the proposal of the
integrated access and backhaul (IAB) in the 3GPP Release
16 [3]. The idea is to share a part of the wireless spectrum
between the RAN and the backhaul, in order to reduce the
deployment costs of ultradense 5G mmWave networks.

The performance evaluation of IAB is investigated in [4].
The authors highlight the capacity of IAB to maintain the
network performance (in terms of throughput and delay) while
using less optical fiber to connect the BSs to the CN. The
capital expenditure of the mobile operators is hence reduced.
In their study, the RAN and the CN remain split between
two separate entities. In our case, with self-deployable mobile
networks, taking benefit of the CN co-located with the BS,
the network performance should be increased. However, as
we will show it, the location of the CN impacts significantly
the network performance.

The impact of the placement of CN virtual functions on
the operator costs is already demonstrated [5]. The optimal
placement of VNFs in the core network has been well studied,
both across federated clouds [6] and in sliced environments
[7]. However, these studies consider the placement of CN
functions in a classical architecture, with practically infinite
backhaul. Instead, we consider a self-deployable architecture,
where RAN and CN functions are co-located and carried by
terrestrial or aerial vehicles.

The feasibility of mobile BSs seems well established. For
example, ABSORB [8] is a cellular architecture consisting of
BS transported by terrestrial vehicles, which can connect to an
optical fibre backhaul network at different points in an urban
area. The BSs change their position, in order to adapt to the
traffic demand. Similarly, SkyCore [2] proposes to embed a
BS and a Local CN in UAVs, interconnected by a wireless
backhaul. Simulating the concept of mobile BS in the Milan
urban area using realistic traffic patterns brings a gain of 120%
in terms of throughput compared to a classical architecture [9].
Moreover, a self-depolyable approach has significant interest
in the case of post-disaster scenarios [10] and it can even
enable community owned and operated cellular networks in
rural areas [11]. In the case of UAV-carried self-deployable
networks, an important problem is the physical placement of
the drones, with previous works focusing on coverage [12]
and user mobility [13] issues.

Our study is complementary to those cited above, in the
sense that we consider the placement of the physical BSs
is given, and we tackle the problem of placing the Local
CN. In this sense, SkyCore [2] considers the coexistence
of multiple Local CNs, one per mobile BS. However, this
leads to strange settings from a mobility management point
of view, since users moving outside their main BS would
practically be in a roaming situation, highly increasing the
overhead. Therefore, using one single Local CN seems a better
approach in self-deployable networks [1]. In [1], a centralized
approach is used to compute the optimal placement of this

unique Local CN. The objective of the authors in [1] is to
maximize the traffic received by the Local CN from all the
BSs in the network. For this, they introduce a new centrality
metric, named flow centrality, which, when maximized, gives
the optimal placement of the Local CN. However, this previous
study completely ignores delay-related issues. In our work,
we move one step forward, starting from the observation
that, when the amount of data transmitted on the backhaul
is close to the backhaul capacity, the transmission delay tends
to infinity [14]. Therefore, we investigate the trade-off between
capacity and delay for the Local CN placement.

Fig. 2. A random geometric graph topology, with random link capacities
c(u, v) ∈ (0; 100].

III. SYSTEM MODEL

In self-deployable mobile networks, there is no traditional
CN. All of the BSs should have a connection to the Local CN,
which is co-located with one of these BSs. All the data traffic
from BSs should be sent towards the equipment hosting the
Local CN. We assume that all the BSs send the same amount
of traffic towards the Local CN, and this traffic can be routed
over different paths to reach the Local CN.

As in Fig. 2, we suppose that G(N, ε) is an undirected graph
modeling a mobile network, with |N | = n nodes (n = 10 in
the example in Fig. 2). Each node in the graph represents a
BS and the edges connecting two BSs represent the wireless
backhaul (e.g. a mmWave connectivity between BSs [15]). In
this paper, based on insight from [1], we consider that there
is only one Local CN in the network, and the destination BS
hosting this Local CN is denoted by d.

Let O,D ⊆ N be the set of sources and destinations,
respectively: O = N \ {d}, and D = {d}. The inter-BS links
have a limited capacity, represented by the maximum amount
of traffic that can pass through the respective edge. We denote
the capacity of the edge (u, v) ∈ ε by c(u, v): it means that a
link is not able to manage more than c(u, v) data traffic per
time unit. However, the links are not necessarily used at their
full capacity. Therefore, we denote the flow actually carried
by an edge as f(u, v). The total traffic (in data units per time
unit) transmitted from a source node v ∈ O to the destination
d is denoted by z(v, d).



To model the average packet delay in the network, we use
the Kleinrock independence approximation [14]. Each inter-
BS link is considered as a M/M/1 queue. We assume that the
traffic generated by each source follows a Poisson process, the
packet lengths are exponentially distributed and independent
of each other. For u ∈ O, v ∈ N , let λuv be the Poisson
arrival rate on the edge (u, v). For the service rate of the
edge, denoted by µuv , we consider that it is related to the link
capacity, i.e. µuv = c(u, v). Finally, tuv is the processing and
propagation delay on the given edge.

The average packet delay on an edge consists of three parts:
the average waiting time in the queueing system, the average
transmission time, and the processing and propagation delay.
Therefore, the delay on the edge (u, v) is given by:

Tuv =
λuv

µuv (µuv − λuv)
+

1

µuv
+ tuv (1)

Let p(s) be the path from the source node s to the destina-
tion node d. Let αs,uv be the proportion of traffic generated
by s carried by the link (u, v). In this case, the average packet
delay from s to d, denoted by Ts, is given by:

Ts =
∑

(u,v)∈p(s)

αs,uvTuv (2)

The theoretical variation of the delay with respect to the
traffic demand on a link with a given finite capacity, given
by the model above, is shown in Fig. 3. The exact values
on the two axes depend on several parameters, such as the
link capacity or the propagation time. However, the important
phenomenon to notice in the figure is that the delay increases
as the flow on the link increases, and the higher the demand,
the faster the delay grows. When the traffic demand on the
link approaches its capacity, the delay will tend to infinity.
Therefore, solutions focused on maximizing the traffic in the
network [1] are not appropriate if delay is an objective. Indeed,
if the focus is on maximizing the traffic, the network will be
saturated, meaning that packets will encounter long delays.

Fig. 3. Delay as a function of the amount of traffic demand on a given link.

A. Optimization Problem

In our model, all the nodes s ∈ O send their data to the node
d, where the Local CN is hosted. Among the average delays Ts

Node 0 1 2 3 4 5 6 7 8 9
Flow Centrality 2 8 18 12 7 12 17 10 7 8

TABLE I
FLOW CENTRALITY FOR EACH NODE IN OUR EXAMPLE.

observed by the nodes ∀s ∈ O, we denote the longest delay,
produced by source node s̄, as Ts̄. Our objective is therefore
to minimize Ts̄, in order to contol the maximum delay in the
network. We use as input the network topology G(N, ε) and
the amount of traffic generated at each source node z(v, d).
The optimal solution will give us the best placement of the
Local CN d, as well as the route information p(s) for each
source node s to reach the destination d.

We can formulate the optimization problem as follows:

min
s̄∈O

Ts̄ (3)

f(u, v) ≤ c(u, v),∀(u, v) ∈ ε (4)

∑
u∈O

f(u, v) + z(v, d) =
∑
w∈N

f(v, w),∀v ∈ O (5)

∑
v∈O

f(v, d) = (n− 1)× z(v, d) (6)

Ts =
∑

(u,v)∈p(s)

αs,uv

(
f(u, v)

c(u, v) (c(u, v)− f(u, v))

+
1

c(u, v)
+ tuv

)
,∀s ∈ O

(7)

Ts̄ ≥ Ts (8)

The objective function is given in Eq. 3: the minimization
of Ts̄. The constraint given in Eq. 4 ensures that the flow
passing through an edge does not surpass the capacity of the
edge in question. The constraint in Eq. 5 is a simple flow
conservation rule: the sum of the amount of traffic entering
the node v plus the amount of traffic generated by node v
should be equal to the amount of traffic exiting the node. The
constraint in Eq. 6 indicates that the total amount of traffic
received at the Local CN node d should be equal to the total
amount of traffic generated by all source nodes s ∈ O. Eq. 7
allows us to calculate the average delay, based on Eq. 1 and
Eq. 2. Finally, the constraint in Eq. 8 signals that Ts̄ is the
maximum value among all Ts.

B. Heuristic Solution

Unfortunately, the optimization problem formulated in Sec-
tion III-A is not tractable by classical solvers, even using
column generation or signomial geometric programming. This
problem is not linear: the route to the destination for all s is
not determined because, when the route used by a given node
changes, the routes of all other nodes can be impacted.

Therefore, since this problem could not be handled directly
by a solver, we decided to turn towards an heuristic approach



Fig. 4. Route with minimum delay, demand=4, Local CN co-
located with base station 2.

Fig. 5. Route with minimum delay, demand=10, Local CN co-
located with base station 2.

Fig. 6. Route with minimum delay, demand=12, Local CN co-
located with base station 2.

Fig. 7. Route with minimum delay, demand=16, Local CN co-
located with base station 2.

to find a suitable solution to the problem. Considering a
network topology and the limited capacities of the backhaul
links, we compute the flow centrality [1] for each node, and
we denote the group of nodes with the highest flow centrality
metric as the Local CN candidates. Then, for each potential
Local CN candidate, we vary the traffic demand at the source
nodes and we try the different routing paths configurations.
For each configuration, we compute the maximum end-to-end
delay. Finally, the output of this heuristic is the configuration
providing the lowest maximum end-to-end delay.

Note that, because we consider only a subset of locations
for the Local CN and a subset of routing paths, there is
no optimality guarantee in our solution. However, since we
consider as possible candidates all the nodes providing a high
flow centrality, our heuristic reaches an interesting trade-off
between capacity maximization and delay minimization.

For example, considering the network topology shown in
Fig. 2, we compute the flow centrality for each node, as shown
in Table I. The maximum flow centrality is 18 for node 2,
meaning that each node can send at most 18 units of traffic
to a Local CN hosted by node 2. Thus, in our simulation,
we vary the traffic demand at each source s using the values:
z(s, d) = {4, 6, . . . , 16}.

Next, using the nodes with the highest flow centrality in Fig.
2 as candidate destinations d, we list all the routes from s to
d, ∀s ∈ O. Potentially, the flow sent from s to d is distributed
over several paths. We select a limited number of routing

configurations. More precisely, in this example, we consider,
for every source s the possibility of transmitting 100% of
the traffic on all existing paths, as well as the possibility of
splitting the traffic 50%-50% over all the existing pairs of
paths. We then select the best routing configuration from the
list, such as Ts̄ is minimized for a given demand. Fig. 4 depicts
the routing configuration obtained with our heuristic under
the assumption of an homogeneous traffic demand equal to 4
traffic units: in this case, the node 2 is the Local CN.

At a close inspection of Fig. 4, in the previous example, the
routing configuration looks like a shortest path protocol, except
for the case of node 0. As a matter of fact, node 0 has only
two exit links: (0, 2), which goes directly to the Local CN,
and (0, 6) which represent a longer path, with an intermediate
step. The capacity of both these links is limited to 10 traffic
units, a relatively reduced capacity with respect to the other
links in the network. Although the demand is only equal to
4 traffic units, this would represent 40% of a link capacity.
As shown in Fig. 3, when the demand approaches the link
capacity, the delay tends to increase significantly. This is why
our results indicate, non-intuitively, that it is better to split
the traffic demand over the two links. Practically, when the
capacity of backhaul links is small, it is better to split the
traffic over several paths, in order to reduce the load per link
and, with it, the end-to-end delay.



IV. PERFORMANCE EVALUATION

A. Delay variation for a given placement of the Local CN

Considering the system model described in Section III, we
assume tuv = 0.01 (time units), such that the processing and
propagation delay is not the dominant delay component. Also,
Eq. 1 is not defined when µuv = λuv , so we arbitrarily set
Tuv = 2 time units in this case. For the network topology given
in Fig. 2, we compute all Ts̄ as a function of the demand when
the Local CN is located with BS 2. We compare our results
to the solution obtained in [1], where the Local CN placement
is only based on the capacity maximization (note that, in this
case, the optimal Local CN placement is also BS 2).

As expected, the maximum delay Ts̄ increases exponentially
as the traffic demand approaches the network capacity, as
shown in Fig. 8. This result is consistent with the theoretical
result expressed previously in Fig. 3. Considering the solution
provided in [1], which is only focused on the capacity op-
timization without consideration for the delay, the maximum
delay is equal to 4.21 time units, for a traffic capacity equal
to 18 traffic units. However, if we accept to consume a little
bit less capacity (16 units instead of 18), the delay decreases
by more than 80%, while only 10% of the throughput is lost.

Fig. 8. Ts̄ with different amount of demands.

For an even lighter demand, equal to 4 traffic units, the
worst Ts̄ value is obtained for node 4, as shown in Fig. 9.
This is because node 4 has the longest path to the Local CN,
which results in the longest delay. The second longest delay
is for node 0, even if the distance from 0 to 2 is one of the
shortest in the topology. Indeed, the traffic sent by the node 0
follows links ((0, 6) and (0, 2)) quite limited in capacity (see
Fig. 4), thus creating an important delay.

For a demand in the range [6, 14], the distribution of Ts
looks quite similar. For example, Fig. 10 shows the results for
a demand equal to 10 traffic units. As observed previously, the
path length and the use of limited backhaul links lead to an
important end-to-end delay, typically for nodes 4 and 0. As
the demand increases, the delay on capacity-constrained links
increases exponentially. In this case, a load-balancing routing
approach can help keep the end-to-end delay reasonably low.
This can be observed in Fig. 5 and Fig. 6, depicting the routing
paths and the traffic distribution for a traffic demand of 10
and 12 units, respectively. When the demand evolves from 10

to 12, nodes 4 and 8 reduce their end-to-end delay through a
load-balancing routing. In this sense, Fig. 11 shows that, when
the demand is equal to 16 traffic units, close to the maximal
value of 18, the maximum end-to-end delay Ts̄ is observed by
nodes 4, 8 and 9. The corresponding paths are shown in Fig.
7, where we notice that load balancing is used.

B. Delay comparison with different Local CN placements

In the case of a centralized Local CN placement [1],
each node in the network topology can have a different flow
centrality metric, as it is shown in Table I. Because node 2
has the maximum flow centrality (18 units), it is chosen as
the location of the Local CN. In addition, node 6 has a flow
centrality metric of 17, and nodes 3 and 5 reach a metric of 12
traffic units, all significant values. In the following, we study
the minimum value of Ts̄ for different traffic demands, when
nodes 2, 3, 5 and 6 are candidates for the Local CN placement.

As shown in Fig. 12, if the Local CN is co-located with node
2 or node 6, the delay is minimal, and there is no significant
difference between the two cases, which is consistent with
the very close flow centrality metric values. If the Local CN
is located at nodes 3 or 5, the delay is significantly more
important (20% extra delay for node 5 and 60% for node 3).
Clearly, to consider only the node providing the maximum
throughput, as in [1], reduces the degree of freedom in the
Local CN placement problem. Considering both throughput
and delay, two nodes can be selected as a potential Local CN
in this example.

C. Backhaul load with different Local CN placement strategies

If different Local CN locations impact the end-to-end delay,
they also impact the traffic load of backhaul links, due to the
routing paths and the traffic distribution. We investigate the
backhaul load, especially for the links which receive a higher
load: the links which are directly connected to the Local CN.

In Fig. 13, we compare the load of the three links (0,2),
(5,2) and (6,2), when the Local CN is co-located with base
station 2, and considering two scenarios. In the first one,
we consider the maximum flow centrality metric, focusing
on throughput maximization, whereas in the second one, we
consider our heuristic which also considers the delay. With
our proposition, the backhaul load is reduced by 18%, which
is really significant, especially if we consider that two of the
links were at full capacity, a very dangerous situation from a
networking point of view.

V. CONCLUDING REMARKS

In traditional cellular networks, all the BS configurations
need to be carefully planned before the deployment. If the
network fails, an interruption of communications occurs. Self-
deployable mobile networks can play a role in this case,
because they can automatically be deployed by using mobile
robots, providing a temporary or persistent connectivity for
end users. If the capacity remains the main performance
indicator, delay is also critical, especially for real-time and



Fig. 9. Ts distribution for paths with minimum
delay, demand=4.

Fig. 10. Ts distribution for paths with minimum
delay, demand=10.

Fig. 11. Ts distribution for paths with minimum
delay, demand=16.

Fig. 12. Min Max Delay with different amount of demand.

Fig. 13. Backhaul consumption Comparison with Different Local CN
placement propositions.

time-sensitive applications. In this paper, we propose a delay-
based Local CN placement in self-deployable mobile net-
works. More precisely, we deal with a trade-off between
capacity maximization and delay minimization.

As it is well-known in queuing theory, the delay increases
exponentially with the load. Unfortunately, we show that,
when we consider only the capacity maximization, some links
are saturated, leading to an explosion of the end-to-end delay.
We also show that, the lower the link capacity, more often
such situations occur. Therefore, we exploit path diversity to
balance the traffic, especially when the link capacity is low.
Finally, in our results, we also highlight that a small reduction

in terms of capacity can help reaching a reasonable delay.
In future work, we look forward to explore more complex

topologies and to consider more routing paths combinations.
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